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ABSTRACT The intersection between music and Extended Reality (XR) has grown significantly over the
past twenty years, amounting to an established area of research today. The use of XR technologies represents
a fundamental paradigm shift for various musical contexts as they disrupt traditional notions of musical
interaction by enabling performers and audiences to interact musically with virtual objects, agents, and
environments. This article both surveys and expands upon the knowledge accumulated in existing research
in this area to build a foundation for future works that bring together Music and XR. To this end, we created
a freely available dataset of 260 publications in this space and conducted an in-depth analysis covering
199 works in the last decade. We conducted this analysis using a list of conceptual dimensions belonging
to technical, artistic, perceptual and methodological domains. This review of the literature is complemented
with a set of interviews with domain experts with the goal of establishing a definition for the emergent field
of Musical XR, i.e., the field of music in Extended Realities. Based on the results of the conducted review,
a research agenda for the field is proposed.

INDEX TERMS Music, extended reality, virtual reality, augmented reality, augmented virtuality, mixed
reality, digital musical instruments, Internet of Musical Things.

I. INTRODUCTION
Throughout history, instrument makers and musicians have
explored technologies specific to their eras to create musi-
cal instruments and perform for audiences. The introduction
of digital technologies has provided musicians, designers,
software developers and engineers with access to previously
unimaginable ways to create, control and disseminate music.
Today’s Extended Reality (XR) technologies represent a
paradigm shift in musical interaction possibilities, allowing
artists as well as audiences to take an active role in shaping
musical processes presented in virtual and immersive con-
texts. Virtual objects, agents and worlds, created, controlled
and defined through musical interaction schema, act as the
bridge between traditional analog and physical musical real-
ities and those that exist purely as rendered constructs within
a digital music landscape.

Over the past few decades, artists and researchers have
increasingly devoted their attention to the use of XR for
musical applications and experiences. The rapidly developing
field defined here as Music in Extended Realities (Musical
XR), currently constitutes an established area of research
that brings together practitioners from a wide range of
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fields including music composition, game studies, computer
science, engineering, visual arts and cognitive science.

This paper seeks to identify the field of Musical XR and its
unique creative and expressive affordances. To document the
artistic practices and technological research that have shaped
the development of this field, we present a comprehensive
and systematic review of published research focusing on
Musical XR as documented in over 260 publications. This
review focuses on a broad range of Musical XR research,
encompassing technical, artistic, perceptual and methodolog-
ical domains. To better understand the broad spectrum of
academic studies and artistic projects that are often labeled as
Virtual Reality (VR), Augmented Reality (AR), Augmented
Virtuality (AV), Mixed Reality (MR) and Extended Reality
(XR), this paper investigates current trends and conceptual-
izations of how the term ‘‘Musical XR’’ has been and could
be defined. To this end, a set of interviews featuring academic
researchers, industry practitioners, artists and engineers, each
deeply immersed in musical interaction and XR research, are
presented.

In Section II, we provide a broad overview of Musical
XR as it relates to modern practices and considerations in
this domain. In Section III, we discuss the evolution of
XR technology since the 1960s, leading up to modern XR
platforms. In Section IV, we survey existing perspectives on
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how to distinguish between different types of extended real-
ities. This conversation facilitates our definition of Musical
XR in Section V, where we offer both audio-centric and
multi-sensory perspectives on what constitutes Musical XR.
This section also summarizes the feedback we gathered from
domain experts on what in their opinions comprises Musical
XR. In Section VI, we provide examples from prior surveys
in this field and specify the contribution of the current article.
In Section VII, we detail the methodology we employed to
compile and analyse a database of publications that deal with
Musical XR. Then in Section VIII, we offer and discuss the
results of this analysis. Finally in Section IX, we propose a
research agenda for the field of Musical XR based on our
analysis of the publication database.

II. MUSICAL XR: AN OVERVIEW
Significant academic and industrial research has been car-
ried out in the design and development of immersive and
augmented visual systems, with the goal of rendering novel
‘‘virtual’’ visual environments or ‘‘augmenting’’ our visual
fields by placing rendered virtual constructs within views
of real space. At the same time, a significant body of work
has investigated the creation of rendered auditory scenes that
are capable of articulating space and motion for indepen-
dent sound sources with high fidelity. While non-visual and
non-aural XR technologies, such as those that leverage virtual
touch, smell and taste [147], [151], have also been studied,
the primary trends in hardware and software engineering for
XR systems, as well as the primary commercialized tools
available to the public for experiencing XR content, have
focused on the pairing of rendered visual and auditory stimuli.
As such, our definition of extended reality and the concen-
tration of the research presented in this paper, largely focus
on audio-visual systems and the content created for such
systems.

The use of XR in artistic applications bridges sensory
modalities and carries with it any number of active and pas-
sive affordances that shape the experience of a given work.
In a musical definition of XR, auditory considerations – both
fundamentally creative or musical, and those that bear spa-
tial and semantic information – are blended with extra-aural
sensory data. Among multimodal XR experiences, there are
those that privilege music and sound, either conceptually
or functionally. We have previously referred to these as
‘‘Audio-First’’ experiences [34]. These kinds of audio-centric
or audio-first XR works closely align with the definitions
of Musical XR that this paper explores. At the same time,
a continuum of theoretical and practical considerations in
XR research needs to be taken into account in order to fully
unpack what makes a VR, AR, AV, or MR experience both
‘‘Musical’’ and ‘‘XR’’.

For many early-21st century consumers, researchers and
practitioners, any determination as to whether an experience
is an example of VR, AR, AV, or MR seems to be based on a
loose aggregate of factors, with a strong bias towards visual
modes of presentation. Even if we accept the abbreviation

‘‘XR’’ itself as an amalgamation of VR, AR, AV, and MR – a
viewpoint most definitely not shared by all – the role of
music, sound and interactivity within such systems still is
cause for discussion and spirited debate.

What this term ‘‘Musical XR’’ might represent to different
communities of technical researchers, scholars and artists
is by no means a foregone conclusion. The criteria that
separate our descriptions of ‘‘virtual’’ reality environments
from those considered ‘‘mixed’’ and ‘‘augmented’’ are indef-
inite and ill-defined at best. The roles of sound and music
within an XR experience can range widely from passive
background elements to fully interactive and controllable
phenomena, where sound acts as a fundamental driver of,
is driven by, or exists completely independently of visual
stimuli. Rendered components within XR can be presented
using stereoscopic head-mounted displays (HMDs), within
room-scale CAVE-style projection systems [46], on mobile
devices or, especially when sound is a fundamental driver of
the experience, with no visual presentation at all. Interaction
layers that tie together rendered and real-world visual and
aural content currently employ a number of controllers and
tracking methods including but not limited to n-degree of
freedom head, hand and skeleton tracking, depth and plane
detection, multi-input hand-held controllers, and GPS-based
mobile location tracking.

III. THE EVOLUTION OF XR
Although it is only within the past decade that affordable
and powerful VR systems have been commercially available
to non-specialist users, research into VR technology has
taken many forms since Morton Heilig’s patent describing
a head-mounted display in 1960 [72] and Ivan Sutherland’s
first prototype of this kind of technology in 1968 [140].
Myrion Krueger’s 1977 project Videoplace made use of com-
puter vision to bring users into a virtual environment [85].
Throughout the 1980s several research labs, including VPL
Research and NASA Ames Research Center, have created
successful implementations of head-mounted displays [58].
In 1992, the Electronic Visualization Lab at the University
of Chicago introduced the first CAVE system, which is a
room-scale stereoscopic VR environment based on surround
full-wall projections and motion tracking [46]. Between then
and the early 2000s, game companies such as Sega (with their
unreleased Sega VR headset) and Nintendo (with the Virtual
Boy and the Power Glove) have attempted to commercialize
VR technology albeit unsuccessfully [23], [155]. In 2010,
Microsoft announced its Kinect depth-tracking camera sys-
tem, a relatively accessible technology that opened up many
advanced applications wherein users can be mapped into a
virtual environment with point-cloud and skeletal-tracking
information [168]. The following year, Oculus announced
its work on a modern HMD, with the first development kit
made available to the public in 2012, and new hardware
and software releases continuing through the publication of
this paper [51]. Since then, numerous affordable and robust
VR hardware systems have been introduced, ushering in

VOLUME 9, 2021 15811



L. Turchet et al.: Music in Extended Realities

the most commercially successful era of VR technology to
date [65], [78], [105].

Augmented Reality systems have also found commercial
success and ubiquity within the context of mobile comput-
ing, whereby on-device cameras, accelerometers and depth
sensing technologies have made the insertion of rendered
visual elements into dynamic views of real-world environ-
ments. At the same time, recent advances in commercially
available AR headsets, such as the Microsoft Hololens and
Magic Leap 1, have enabled new enterprise, consumer and
academic applications, expanding the user base of wearable
AR technology.

Another frontier of XR involves web technologies, which
aim to bring AR and VR capabilities to the web by enabling
users to interact with browsers using XR devices [75], [90],
[119]. One of the foremost representations of the state of the
art in this space is theWebXRDeviceAPI,1 an initiative of the
WorldWideWebConsortium to standardize access to VR and
AR hardware.

IV. VIRTUAL, AUGMENTED AND MIXED REALITIES
Previous efforts have been made to define those elements
that are fundamental to our ability to perceive rendered
environments and constructs as respectively ‘‘immersive’’
and ‘‘real’’. Rosenblum and Cross put forth ‘‘Immersion’’,
‘‘Interaction’’ and ‘‘Visual Realism’’ as necessary elements
for successful and convincing virtual reality systems [1].
In 1994, in a discussion of taxonomies for visual display
technologies for AR and VR, Milgram and Kishino pro-
posed their Virtuality Continuum stretching between purely
‘‘Virtual’’ environments and those that were entirely ‘‘Real’’.
As shown in Figure 1, the liminal space between these polar
ends encompasses Augmented Reality and Augmented Vir-
tuality, as well as a blending of elements from both real and
virtual environments, referred to as ‘‘Mixed Reality’’ [99].
Benford et al. attributed successful immersive environments
and users’ perceived sense of belonging to such environments
as functions of a two-dimensional plane plotting levels of
Artificiality (ranging from the Physical to the Synthetic)
and Transportation (from the Local to the Remote), as seen
in Figure 2 [10].

FIGURE 1. The Milgram-Kishino Virtuality Continuum (adapted from [99]).

As presented in this paper, XR can be considered an
umbrella term that encompasses systems and experiences
commonly referred to as Virtual Reality [131], Augmented
Reality [6], [7], Augmented Virtuality (wherein elements
of reality are themselves inserted into virtual environments)
[97], and Mixed Reality [108]. VR technologies completely

1https://www.w3.org/TR/webxr/

FIGURE 2. The Benford et al. Spectrum (adapted from [10]).

immerse users within a computer-generated virtual environ-
ment (VE), which can be navigated and interacted with
in ways that mirror our own human interactions with the
real world. VR systems often rely on the use of an HMD,
occluding any visual stimuli from the outside world and
instead presenting a stereoscopically rendered visual space.
In CAVE systems, although the user’s vision is not directly
occluded, they are encapsulated in a room-scale environment
with stereoscopic visuals displayed or projected on the sur-
rounding walls [46]. By contrast, AR systems allow users
to see the real world, but with virtual objects superimposed
upon and within it. This is often achieved by means of
hand-held devices (e.g., phone, tablets) or wearables (e.g.,
smart glasses) that overlay digital information onto the user’s
field of view. Therefore, AR tends to supplement rather than
supplant our interaction with reality.

Less generally discussed than AR or VR is Mil-
gram and Kishino’s region of Augmented Virtuality. Both
AR and AV environments blend elements from real and
virtually-rendered environments, with the primary distinc-
tions revolving around the function of individual elements
and the type of environment within which these are placed.
AV environments insert ‘‘real’’ actors or objects within a vir-
tual scene, inverting the relationship between real and virtual
objects observed in AR. Following the taxonomy proposed
by Milgram and Kishino, both AR and AV environments
can be considered Mixed Reality. According to the authors,
MR can be conceived as a display paradigm in which real
and virtual objects are presented together at the same time,
and is therefore denoted on their Virtuality Continuum as
any position between ‘‘Real’’ and ‘‘Virtual’’ poles [99]. This
way, MR combines elements from reality, AR, AV, and VR,
blending aspects of both the real and virtual world. Speicher
et al. offer an overview of modern interpretations of MR,
highlighting views that align with or diverge from Milgram
and Kishino’s conceptualization [138]. As such, the defini-
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tion of MR appears to be in an ongoing evolution, much like
the modern technologies that underlie this concept.

As helpful as these continua and schema are in articu-
lating the similarities and differences between virtual, aug-
mented and mixed reality environments, each suffer from an
exclusive focus on visual stimuli as criteria for establishing
immersive rendered realities. As the modern field of XR
continues to grow, it will be necessary to construct models
wherein non-visual stimuli are not only accounted for but
also regarded as fundamental aspects of the user’s sense of
presence and immersion [47], [133], [136], [161]. To accom-
modate not only sound, but touch, taste and smell – essentially
every human sense for which a virtual analogue does or might
exist – such models would need to treat both visual and
non-visual stimuli as being capable of supporting immersive
and interactive user engagement. 2

V. DEFINING MUSIC IN EXTENDED REALITIES
By extending current conceptualizations of VR, AR, AV,
and MR systems and experiences to be more inclusive of
non-visual sensory modalities, and by focusing on sound and
music as primary drivers of the rendered realities themselves,
we can first arrive at a rather broad definition of Music in
Extended Realities, or Musical XR, wherein virtual and real
elements of multimodal nature can be intermixed.

A. AN AUDIO-FIRST APPROACH
The roles of sound and music within Musical XR systems
can vary widely, ranging from diegetic to non-diegetic uses of
sound and music, from fixed audio playback to interactively
triggered or procedurally generated sound events, and from
head-locked stereo sound presentations to dynamic spatial
audio implementations based on head or location tracking.
As such, when considering an Audio-First approach, we dif-
ferentiate XR experiences where music and sound are fun-
damental drivers of a user’s experience from those in which
music and sound play relatively simple, auxiliary or pas-
sive roles. Musical XR projects can take a diverse range of
forms, including virtual musical instruments, immersive con-
cert experiences, generative musical systems and gamified
musical environments. This is why defining what constitutes
an Audio-First and, moreover, a Musical XR experience is
more easily achieved by identifying a continuum across sev-
eral criteria, wherein sound andmusic are situated as essential
modalities of information in multisensory creative work.

In Musical XR projects, the manner in which sound and
music elements are controlled through manipulations of their
properties (e.g., pitch, amplitude, spatial, and timbral charac-
teristics) must be in someway connected to the user and their
behavior within the environment. Static and non-responsive
audio playback simply placed in an XR environment does not
generally qualify a project to be considered Musical XR.

2While Azuma states this explicitly in their definition of AR systems,
the presented survey focuses almost entirely on visual AR systems [7].

The role of sound and music in such projects should be
fundamental to the functionality or aesthetics of the XR
experience. Simply put, in a Musical XR system, if the audio
stream was to be disabled, valuable information pertaining
to this system would be lost, resulting in a fundamentally
degraded user experience. For instance, games with back-
ground music or simple sonic indicators of user interactions
generally would not be considered Musical XR experiences,
whereas games that are governed by musical or sonic struc-
tures, or those that are focused on the performance or control
of such structures, generally would.

To establish the illusion of immersion and self-presence
in a virtual space, the sonic elements of a Musical XR sys-
tem should convey spatial information that either augments
the physical space with spatial consistency or suggests an
alternative space through dynamic spatialization cues such
as reverb, delay and filtering. Simple mono or stereo audio
presentations fail to convey spatial detail and as such would
not strongly suggest a work to be classified as Musical XR.

One of the most defining qualities of Musical XR is the
extent to which the sound material is presented and perceived
to be within what we consider a ‘‘Musical’’ or organizational
framework. Composer Edgard Varèse famously described
music itself as ‘‘organized sound’’, differentiating content
that simply exists as audible waves from that which was pur-
posefully curated to exist within a specific framework [149].
The mere existence of sound within an XR environment is
not sufficient to consider it an example of a Musical XR.
Instead, sonic elements must reveal structural and organiza-
tional properties of the system.

B. SENSORY MODALITIES
As we previously described, central to the nature of XR
systems and experiences is the integration of stimuli being
presented by more than one sensory modality at the same
time. Not only does the combination of diverse sensory inputs
– each representative of some aspect of the non-real environ-
ment or experience itself – contribute to the senses of immer-
sion and presence in XR, but each modality presents a unique
set of affordances with which designers and developers can
craft meaningful and engaging user experiences. We briefly
describe relatively common sensory modalities explored in
Musical XR projects as follows:

1) VISUAL
Due in no small part to the physiological prominence human
perception places on visual stimuli, research into XR has
historically and overwhelmingly been focused on visual ren-
dering and presentation technologies. Advances in computer
graphics and systems that support stereoscopic rendering of
virtual scenes have fueled academic, corporate and consumer
interest in VR and AR technologies, often at the risk of ignor-
ing other sensory modalities. The majority of XR projects,
even those that do privilege audio and musical content, have
significant visual components using head-tracked stereo-
scopic HMD or CAVE-like projection systems, or rendered
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objects placed into AR scenes using head-mounted dis-
plays, retinal projection or non-stereoscopic computer or
mobile-device screens.

2) AUDITORY
As previously described, audio content within Musical XR
projects should ideally focus the user engagement signifi-
cantly on the role of perceptually organized music and sound,
as befitting the description of an Audio-First experience.
Musical XR systems often act as tools for creating music,
either performative or compositional in nature, or use musical
content as a conceptual driver for the experience as a whole.
Of primary importance within a Musical XR experience is
not only the incorporation of sound and music, but also their
spatialization, correspondence to elements of other sensory
modalities, and their interactive functions.

3) HAPTIC
Although the virtuality of the elements in an XR application
is at odds with the sense of touch, haptics are nevertheless
fundamental to how we establish a sense of presence and
agency in any given environment. The hand-held controllers
found in modern XR systems incorporate haptics into user
interactions, albeit in a limited fashion. These interactions
involve the manipulation of virtual objects or avatars via
touch or force-based input mechanisms and the vibro-tactile
feedback that the virtual environment provides through such
mechanisms as actuators and motors. Touch being the fore-
most modality that links amusician to their instrument, haptic
interactions are a fundamental yet under-explored aspect of
how we engage with Musical XR systems.

4) PROPRIOCEPTIVE
Musical expression is tightly intertwined with movement.
We perform and react to music by moving our bodies. Senses
of position and movement are therefore intrinsic to our rela-
tionship with Musical XR systems not just in room-scale
experiences that leverage physical locomotion, but also in sta-
tionary experiences where the user might orient themselves
physically to perceive the virtual environment surrounding
them. In XR systems, motion and positional trackers included
in HMDs and hand-held controllers are employed to integrate
these senses into how the user explores and engages with the
virtual environment.

5) SMELL AND TASTE
Although prior research has been carried out on the use of
virtualized smell and taste in XR systems [151], these sensory
modalities are not currently in widespread use in XR contexts
outside of specific research environments. As such, they have
yet to become significant components of existingMusical XR
systems.

C. EXPERT INTERVIEWS
In an effort to achieve a comprehensive definition of Musical
XR that could be generally agreed upon by the Musical

XR community, we interviewed 8 experts who have made
extensive contributions to the field in both academia and
industry. Interviews were conducted via email by asking the
following two questions: How would you define XR as it
relates to musical applications? and What do you think are
the technical, conceptual or modal requirements for a system
or experience to be called Musical XR?

Most of the experts approached these questions from the
viewpoint of sensory modalities and interactivity. While none
of the participants posited a particular sensory modality as an
absolute requirement, several participants highlighted a need
for Musical XR to address as many modalities as possible.
According to Berthaut, an XR musical instrument displays
its virtual components through one or more sensory channels.
Zappi mentions that visual output, even though not strictly
necessary, can be extremely powerful in establishing a sense
of presence in Musical XR. Furthermore, he argues that an
extended space that completely lacks any materiality places
greater emphasis on haptics to bring out the nuances of
musical expression in XR. Indeed, Kuchera-Morin identifies
the inability to use all of our senses as a shortcoming of
computational systems in general. In that respect, she sees
Musical XR as a means to extend computational systems into
a multi-sensory platform through the integration of sounds,
visuals, haptics and gestural control. According to Kuchera-
Morin, this would bring us closer to modeling natural human
interactions with holistic computational systems that can
process the flow of complex information involved in these
interactions.

The central role of interactivity in musical XR was high-
lighted by other experts as well. According toMcLeran, while
user interactions are not mandatory for a VR system to be
focused on music, such a system should at least be interactive
to the extent that the user can control their viewpoint. In these
systems, the user input coming from handheld controllers and
head-trackers constitute the only ‘‘real’’ aspect of the user’s
experience in virtual space.

A common sentiment among the experts was that Musical
XR should exploit the affordances of XR technology to offer
experiences that go beyond what is possible in the real world.
According to Serafin, such possibilities are bound only by
our current understanding of multi-sensory perception. Wang
argues that a Musical XR system should justify the use of
technology by offering an experience that is uniquely suited
to the underlying medium. Similarly, Berthaut posits that
Musical XR systems should leverage the ability to have com-
ponents that are virtual or intangible. According to McLeran,
while musical AR can be as simple as the simulation of space
via reverberation, musical AR and VR systems should strive
to approach, and then go beyond, what we experience in real
life.

The experts have generally refrained from identifying
specific technologies. More explicitly, Ciciliani argued that
Musical XR cannot be reduced to a specific set of tools.
According to him, a Musical XR is a virtual environment
experienced as a performance space wherein the user can
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suspend their disbelief and substitute the parts or whole of
the physical world with an artificial version. Serafin gave
an inclusive definition of Musical XR as any experience
where real-world musical artifacts – and the perception of
such artifacts – are reproduced or extended with the help
of technology. According to Cook, such experiences would
require a level of computer mediation by either augmenting or
replacing the user’s sensory space, and tracking their gestures
for control purposes.

The role of meaning, defined as the combination of
‘‘doing’’ and ‘‘being’’, serves as a framing mechanism for
Wang’s understanding of Musical XR, in so far as any expe-
rience within a Musical XR should allow for meaningful
musical interactions and should similarly foster a ‘‘mean-
ingful sense of belonging and existing’’. Going even further,
Cook postulates that music itself – through the transformative
ability of organized sound to extend one’s reality – is in fact
an extended reality.

D. SO, WHAT IS MUSICAL XR?
Based on our review of the literature, interactionswith experts
and our own practices in this domain, we define Musical XR
through prerequisites in four main areas:

1) EXISTENCE OF VIRTUAL ELEMENTS
These elements can be presented in one or more sensory
modalities. They can function as an intangible augmentation
of a physical space or object, or they can be presented fully
virtually. These elements can include agents and objects sit-
uated in an environment, or the environment itself.

2) SPATIAL PERSISTENCE
The virtual elements that make up a Musical XR system and
the user share a persistent 3-dimensional space. Although this
environment can be virtually navigated, the system maintains
a constant spatial relationship between the virtual elements
and the user.

3) INTERACTIVITY
AMusical XR system should, at the very least, be interactive
to the extent that it will respond to the user’s position and head
orientation, and render the virtual space accordingly.We refer
to this kind of interactivity as passive participation, where the
user observes the virtual space but does not exert control over
it. An active participation system not only takes into account
the user’s spatial position and orientation, but also presents
elements that can be manipulated by the user.

4) SONIC ORGANIZATION
A Musical XR system should situate sonic organization
as a fundamental aspect of its conceptual and/or technical
implementation. For instance, such organization may govern
the structure of the virtual environment or the unfolding of
the events in it. The ways in which the user interacts with
this environment can be informed by or designed to facil-
itate musical expression. The role of auditory elements in

conveying meaning, intent and focus in a Musical XR sys-
tem is leveraged to the extent that the organization of these
elements becomes an inextricable component of the user
experience.

Additionally, there are preferable, if not mandatory,
qualities of Musical XR systems: such systems should
address as many senses as possible, nearing the experience to
full immersion. When possible, these systems should imple-
ment room-scale experiences to address the proprioceptive
sense. If a virtual element in a Musical XR system addresses
multiple senses, its representations in different modalities
should be mapped to each other in space as closely as possi-
ble. To better establish a sense of presence and agency, these
systems should offer as many affordances for interaction as
possible.

VI. PRIOR SURVEYS IN MUSICAL XR
To the best of our knowledge, a comprehensive and system-
atic review of the Musical XR field has yet to be undertaken.
Such review of peer-reviewed studies in this complex domain
could reveal developing trends in XR research and, there-
fore, support the development of design guidelines and best
practices for musical applications that leverage XR. More-
over, providing a clear and complete overview of the field is
useful for identifying not only existing trends and established
methods, but also future opportunities for research and artistic
projects.

Previous studies have surveyed selected aspects of this
broad field. Serafin et al. conducted a review of virtual reality
musical instruments (VRMIs) up to 2016 [130]. Loveridge
offered a survey of the emerging field of networked music
performances in VR through 2019 [89]. Berthaut reviewed
existing 3D interaction techniques and examined how they
can be used for musical control [14]. Atherton and Wang
devised an overview of recent musical works that employ
the VR medium [4], while Çamcı and Hamilton identified
research trends in this field through a set of workshops that
focus on Audio-first VR [34].

This paper can be distinguished from such previous
surveys for the following reasons: i) it aims to capture a
broad picture of the Musical XR field, accounting for techno-
logical, artistic, perceptual and methodological perspectives;
ii) it covers diverse music-related application domains (e.g.,
performance, education, composition); iii) it offers an in
depth-analysis of Musical XR studies, which are classified
into several categories based on their main features; iv) from
this analysis, it identifies open research questions and pro-
poses a research agenda.

This endeavour may help novices gain a basic under-
standing of Musical XR research. Moreover, practitioners
in this field may find this paper useful for conceiving new
research directions. Ultimately, this paper seeks to bridge
existing research areas and communities in Musical XR and
foster interdisciplinary collaborations that engage with the
challenges and opportunities in this field.

VOLUME 9, 2021 15815



L. Turchet et al.: Music in Extended Realities

VII. METHODOLOGY
The review was guided by the following research questions:

• What are the common technological, artistic, and per-
ceptual considerations for practitioners in the field of
Musical XR?

• What is the distribution of works across various domains
of application in this field (e.g., performance, educa-
tion) and who are the stakeholders (e.g., performers,
students)?

• Which tools and methods do the authors employ to build
Musical XR systems?

• How do the authors conceptualize, design and evaluate
their systems?

• Which artistic forms or practices have been favored by
the Musical XR community?

• Are there existing blind spots in the field and, if so, can
these inform future directions?

To address such questions, we created a publication
database that encompasses works related to Musical XR
going back to the 1990s. We then performed a quantitative
analysis of the papers that were published between 2011 and
2020, in recognition of the technological advances and the
widespread availability of tools in the last decade that helped
establish the modern field of XR.

A. CREATION OF THE PUBLICATION DATABASE
We started our study by collecting an extensive pool of sci-
entific and artistic research publications. Specifically, this
phase focused on identifying and selecting relevant papers
that could address our research questions. We used IEEE
Xplore Digital Library, ACM Digital Library, Elsevier Sco-
pus, Google Scholar, and Web of Science in order to search
for relevant contributions. From all the retrieved contribu-
tions, we adopted the following inclusion and exclusion cri-
teria in order to select the studies of interest for our work:
i) we removed studies that were unrelated to the specified
research questions (i.e., for each search result, the title or the
abstract of the article had to foreshadow theoretical or prac-
tical aspects related to our investigation); ii) we only consid-
ered the contributions that were published in peer-reviewed
journals, conferences, and book chapters, thus eliminating
Bachelor’s, Master’s, or PhD theses, patents, and technical
reports); iii) we removed non-English papers and duplicate
papers (e.g. those that appeared in different databases or in
duplicate languages).

Such criteria led to a total of 260 works that were
included in the publication database, which was finalized in
January 2021 and, therefore, encompasses articles published
in 2020 and before. The database is freely accessible online.3

The next sections detail our clustering approach and the
results of the analysis applied to 199 entries in the database
spanning from 2011 through 2020. In the following discus-
sions, we also refer to some non-peer reviewed publications

3https://github.com/lucaturchet/Musical_XR_publication_database

that nevertheless represent formative works in the field, such
as influential artistic projects.

B. CLUSTERING
We clustered the retrieved publications under the following
categories and subcategories:

• Year: the year of publication;
• XRmedium: the XRmediumwhich the described study
is most strongly based on (i.e., AR, AV, or VR);

• Study type: the nature of the study (i.e., theory-based or
application-based);

• Primary function: the main purpose of the Musi-
cal XR system (i.e., performance, education, com-
position, sound engineering, entertainment, perception
study, development);

• Target user: the intended user of theMusical XR system
(i.e, performer, student, composer, audience member,
studio engineer, developer);

• Social experience:whether a Musical XR system offers
an individual or multi-user experience;

• Connectivity: whether the Musical XR system func-
tions in a standalone mode or within a network of
systems.

Notably, we acknowledge that some studies have multiple
functions and users, but for the purpose of clustering across
the primary function and target user dimensions, we consid-
ered only the most prominent application of a given project.
For instance, some systems such as VRMIs may be devised
to play music, but they can also be utilized for compositional
purposes. Along the same lines, such systems may primarily
target the performer, whereas certain performance contexts
may allow these systems to be used by the audience.

VIII. RESULTS AND DISCUSSION
This section reports the analysis of the publications in the
database and their distribution across the aforementioned
clusters with a focus on publications from 2011 to 2020.

A. HISTORICAL DISTRIBUTION
In Figure 3, we show a distribution of Musical XR projects
over the years. The earliest entry in the database is Krueger’s
1977 paper, which describes PSYCHIC SPACE; this is a
musical system that places the user in a virtual space and
involves interactivity, visuals, computer vision, and compu-
tationally generated sounds [85]. However, this work can be
considered an outlier, as it is only from the 1990s that studies
at the intersection of music and XR started to gradually
appear in the literature, likely as a result of the growing
interest in computer music among researchers who had insti-
tutional access to specialized equipment.

The distribution of database entries is relatively sparse
until the 2000s, then shows a slow growth in the number of
publications until the beginning of the 2010s, followed by
a rapid increase since then. Indeed, the last decade – and
particularly the last few years – has seen a dramatic increase
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FIGURE 3. Historical distribution of Musical XR publications according to the year of publication. Left: years 1993–2020; right: years 2011–2020 with
trend lines for individual platforms. An aggregate of all studies are shown with the XR trend line.

FIGURE 4. Distribution of Musical XR publications according to the study type (left), social experience (middle), and connectivity (right), by XR medium
(years 2011–2020).

in Musical XR research, likely due to the greater availability
and affordability of XR hardware and software tools.

As illustrated in Figures 3 (right) and 4 (left), our analysis
identified that the last decade has seen a significant increase
in research that focuses on VR than AR, while only a handful
of studies have investigated AV (see e.g., [52], [82]). It can
also be seen that, from 2015 onward, there has been a dra-
matic increase in the number of studies dealing with VR.

B. STUDY TYPE
The vast majority of studies on Musical XR have an applica-
tive nature, as seen in Figure 4 (left). Nevertheless, various
theoretical studies have also been carried out (e.g., [3], [24],
[126]). These range from design principles and evaluation
frameworks, to position papers, perspectives, and philosoph-
ical considerations.

1) APPLICATIVE STUDIES
Applicative studies can be grouped into three primary cate-
gories: those that describe tools for developing Musical XR

systems, those that describe Musical XR systems themselves
across various domains of application (which may involve a
user evaluation), and documentations of artistic projects.

Taken as a whole, Musical XR systems represented in the
database are multifaceted and address a range of primary
functions and target users as identified in Section VII-B.
Examples for performance are reported in [36], [71], [143],
for education in [8], [49], [56], [74], for composition in
[37], [45], [64], [102], and for sound engineering in [11],
[83]. Other XR systems have focused on entertainment
[79], [128], [166], including music visualization [55], [156]
and music-related cultural heritage applications [60], [114],
[142]. Such systems include VRMIs [26], [57], [91], [137],
and interfaces for audience members [96]. Notably, research
on VRMIs has focused on both reimagining conventional
instruments in VR [67], [91], [159], [169] or imagining
entirely new instruments [26], [57], [102], [137].

Works that document specific Musical XR compositions
and performances as well as artistic applications of the devel-
oped systems are numerous. Examples include [4], [43], [69],
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[76], [86], [109]. However, only a minority of such works
report an evaluation that focuses on the experience of the
performers or audiences.

2) THEORETICAL STUDIES
In recent years, a number of researchers have formulated
guidelines for Musical XR practitioners and perspectives on
the field as a whole (see e.g., the seminal work reported
in [117]). These works can be grouped under the following
subcategories:

a: DESIGN FRAMEWORKS
In 2014, Berthaut et al. proposed a framework to classify
and design VRMI stage configurations within the context of
performance scenography [20]. The framework is based on
6 dimensions:

1) musician immersion: the immersion of the musician(s)
in the VE;

2) audience visibility: the level of perception of the audi-
ence by the musician(s);

3) audience immersion: how well the audience perceives
the VE and the instrument;

4) musician visibility: the perception of the musician(s)
by the audience;

5) gestural continuity: how the musical gestures per-
formed by musicians in physical space are connected
to the graphic feedback of the instrument’s metaphor,
as perceived by the audience;

6) from virtual to physical: how the virtual and physical
spaces are merged.

In 2016, Serafin et al. proposed a set of nine principles for
designing VRMIs [130]:

1) design for feedback and mapping: design should focus
on sound, visual, touch and proprioception in tandem,
as well as consider themappings between these sensory
modalities;

2) reduce latency: limit any delay between the player’s
gestures and the generated multisensory feedback;

3) prevent cybersickness: avoid ‘‘wrong’’ mappings (e.g.,
between vision and proprioception) that can cause the
user to experience motion sickness;

4) make use of existing skills: do not copy but rather lever-
age expert playing techniques derived from interactions
existing in the real world;

5) consider both natural and ‘‘magical’’ interaction:
reflect on the use of interactions that conform to
real-world constraints as well as interactions not lim-
ited by them (e.g., the laws of physics or human
anatomy);

6) consider display ergonomics: reflect on the poten-
tial strain and discomfort introduced by wearing
VR devices;

7) create a sense of presence: devise methods that allow
the player to experience the sensation of ‘‘being there’’
in a computer-generated environment;

8) represent the player’s body: consider the representation
of a player’s body in the virtual world by tracking and
mapping the real body to a virtual representation;

9) make the experience social: create social shared expe-
riences while the instrument is being played.

In 2017, Johnson and Tzanetakis proposed a series
of design guidelines for VR-based musical pedagogy
systems [82].

Guidelines for performance feedback:
1) visual feedback shouldn’t prevent a user from focusing

on aural feedback;
2) reduce cognitive load by limiting the amount of con-

current feedback;
3) provide terminal performance feedback upon comple-

tion of the practice task.
Guidelines for VE design:
1) visibility of system status;
2) choosemetaphor(s) that naturallymatch the application

task space;
3) match between system and the real world;
4) create a sense of presence;
5) consider display ergonomics;
6) consider controller ergonomics;
7) represent the player’s body;
8) ensure that users’ avatars provide a familiar, accurate,

and relevant frame of reference;
9) allow users to alter point of view, or viewpoint.
Guidelines for interaction in VR pedagogy:
1) limit nonessential interaction during practice;
2) recognition rather than recall;
3) make use of existing skill.
In 2019, Turchet proposed a class of smart musical instru-

ments and a set of nine principles for their design [145],
envisioning the new subcategory of ‘‘Smart VRMIs’’ that
are characterized by embedded intelligence (i.e., featuring
context-awareness and proactivity) and connectivity within
the Internet and local networks:

1) embed as much as possible;
2) design for interconnection;
3) make it upgradeable and updatable;
4) make it ready to use;
5) make it personalizable;
6) make it smart, but maintain the musician’s sense of

control;
7) add signature features and make it beautiful;
8) bear in mind the cognitive load and the learning curve;
9) address the security and privacy issues.
In 2020, Atherton and Wang described a practical philos-

ophy for creating artful designs for musical experiences in
VR based on a duality between doing (i.e., interacting) vs.
being (i.e., observing) [4]. The proposed philosophy consists
of a set of lenses and eighteen principles to achieve good
design in VR, covering both the craft and the humanistic
dimensions of the medium:

1) audio should be dynamically generated;
2) audio should be immersive;
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3) audio should be interactive;
4) don’t port: make things that would be impossible in the

physical world;
5) design to balance doing (action) and being (reflection);
6) look up! use gaze to modulate between doing and

being;
7) drive interaction design with aesthetics;
8) multimodality is a virtue;
9) make space for being alongside doing in interaction;

10) create worlds that enhance doing and being through
animus;

11) balance stylization and realism;
12) design for virtual embodiment;
13) the body is an implicit medium where being supports

doing;
14) movement matters;
15) play is both an activity and a state: a synthesis of doing

and being;
16) replicate baseline social interactions; redesign the rest;
17) support many kinds of social engagement;
18) design for social doing and social being.

b: EVALUATION FRAMEWORKS
These design frameworks can be utilized to evaluate Musical
XR works. However, some authors have explicitly devised
evaluation frameworks for this purpose as well.

Serafin et al. proposed a three-layered evaluation frame-
work for VRMIs based on the set of nine design principles
previously described [130]. The first layer concerns inter-
action modalities, including considerations on the alignment
between input and output modalities, as well as the perceptual
integration and mapping based on perceptual, sensorimotor,
and cognitive abilities and capacities of users. The second
layer is a VR-specific layer that accounts for cybersickness,
virtual body representation and ownership, and presence. The
third layer aims to evaluate the goals, practices, and experi-
ences of VRMI players.

Mazzanti et al. offered a framework for the description
and evaluation of participatory live music systems, including
those for Musical XR. The framework, which they apply to
their Augmented Stage system [96], involves the following
six metrics:

1) control design freedom: how freely audience interac-
tion can be designed with the platform;

2) system versatility: overall performance setting up sim-
plicity and performer’s comfort on stage;

3) audience interaction transparency: clearness of the rela-
tion between audience manipulation and its effects;

4) audience interaction distribution: to what extent inter-
action can be located towards the participants (strongly
centralized interface vs. every participant holds
one);

5) focus: how easily the audience can freely focus on dif-
ferent performance aspects (the stage, their interaction,
visuals, music, etc.);

6) active/passive audience affinity: how much the
non-interacting and interacting audience experience
can be similar.

For the evaluation of audience experiences in Musical XR,
Pirchner proposed the Interactive Real-time Measurement of
Attention, a tool for gauging audience engagement during
performances of audiovisual computer music in situated con-
texts [115]. This is a mobile application that allows audience
members to report which aspects of a performance they are
mostly engaged with in real time on an ‘‘Attention Triangle’’
which spans across Music/Sound, Visuals, and Performer.

c: POSITION STATEMENTS
Various authors have offered critical perspectives on
Musical XR practices. For instance, Hamilton highlights the
mediating role of rule systems in virtual spaces as having
a key influence on interactive musical expressions, casting
these mediation layers as intrinsic components and unique
attributes of any and all Musical XR works [68].

Berthaut raises an important point in [14], stating that exist-
ing 3D interaction techniques are not designed with musical
interaction in mind, but are rather geared towards minimiz-
ing task completions times. Based on his review of existing
techniques, the author proposes a number of directions to
improve the usability of such techniques in musical applica-
tions. These include the investigation ofmultiple object selec-
tion/manipulation schemes, hybrid/articulated approaches,
music-centric guidance and disambiguation, re-ambiguation
of existing techniques, dedicated input devices and the design
of visual feedback targeted at the audience and performers.

Reflecting on his own artistic involvement with VR, Cicil-
iani highlights areas of significance in the design of musical
systems for this medium. These include the representation of
performers in the virtual space while they are simultaneously
present in the real space, the conscious composition of space
and movement, the use of polyspatiality, the use of the 3D
environment as both instrument and score, and the mapping
of performers’ interactions in the virtual environment [43].

In [31], Çamcı presents a number of considerations that
can inform the design and implementation of new creativity
support tools for spatial audio in VR applications. The author
argues that such tools should enable both novice and expert
users to make creative use of spatial sound and that such
an endeavor would necessitate the formulation of novel user
interaction schemes. Such schemes should combine common
user interface elements found in existing spatial audio design
tools with new ones that are informed by the inherent proper-
ties of spatial sound and the affordances of newVRplatforms.

C. PRIMARY FUNCTION
Figure 5 (left) illustrates the distribution of the reviewed
applicative works across the primary function dimension
with indicators of the specific XR medium. As shown here,
performance is the most common primary function, fol-
lowed by education. Less attention in this space seems to
have been devoted to composition, entertainment and sound
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FIGURE 5. Distribution of Musical XR publications according to the primary function (left) and user (right), by XR medium (years 2011–2020).

engineering applications, whereas a considerable percentage
of applications deal with perception and development. Over-
all, the majority of research in this area has been focused on
VR, followed by AR, while only a handful of works have
focused on AV. Whereas VR seems to have a prominent
role in music performance and perception-related studies,
AR finds a primary role in educational applications. The rest
of this section surveys the most representative works in the
various functional dimensions identified.

1) COMPOSITION
Although a limited number of Musical XR systems directly
target composers, the analysis suggests that XR-based tools
can be effective in supporting compositional processes as
evidenced in [24], [43]. The authors of [64] provide discus-
sions based on projects exploring the embellishment, aug-
mentation, and extension of environmental cues, spatial map-
ping, and immersive potential of scalable multichannel audio
systems for VR and AR. The authors also present a system
enabling users to treat virtual soundfields as a fundamen-
tal building block for spatial music composition and sound
design.

In a different vein, Masu et al. propose the concept of
VR Open Scores, which are score-based virtual scenarios
where an aleatoric score is embedded in a VE [94]. The
aims underlying this study are to create a VE where users
can immerse themselves in the visual elements of a score
while listening to the corresponding music, and to help users
develop a personal relationship with both the system and
the score. Along a similar line, the study reported in [9]
describes a system where musical notation is presented in AR
to musicians wearing an HMD. In another project, Santini
describes a system for creating AR gesture-based scores in
the context of experimental instrumental composition [126].

Composers looking to present musical scores to perform-
ers in XR paradigms must often create new tools as well.

In Coretet [67], pre-composed MIDI scores are dynamically
rendered as finger-placement markers along the neck of vir-
tual stringed instruments, providing real-time visual guidance
for performers.

Throughout history, musical instruments have evolved
from one stage to another not only thanks to technological
progress, but also thanks to the requests for novel features
by performers and composers. In addition to their uses in
performance situations, VRMIs also find use in music com-
position. These instruments often lack a tradition of practice
and a historical repertoire, and as such have not yet become
firmly established as accessible instruments for a majority of
performers and composers. At the same time, performance
and composition practices involving VRMIs are fundamental
to the longevity of these tools [150]. Furthermore, the role
of improvisational and collaborative composition is high-
lighted in a number of Musical XR projects. For instance,
[37] explores the idea of real-time music composition in
VR through a network shared among audience members and
performers. Such examples indicate the participatory poten-
tial of XR in facilitating novel composition practices.

2) DEVELOPMENT
Researchers have devised both hardware and software
tools to support the development of Musical XR systems.
A notable example of one such software tool is Chunity [2],
which embeds the ChucK programming language [154] into
the Unity development environment. Another example is
OSC-XR [81], a toolkit that aims to simplify the process
of designing immersive music environments by providing
pre-built controllers for the Open Sound Control protocol
as well as Unity scripts for designing custom ones. On the
other hand, Palumbo et al. describe an environment for visual
programming within VR that supports live, fine-grained,
multi-user collaboration, through a framework for operational
transformations based on graph structures [110].
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Various hardware tools have also been conceived for Musi-
cal XR applications [14]. One such tool called Piivert, is an
input device for manipulating virtual elements; it combines
6 degrees-of-freedom tracking and pressure detection, allow-
ing several new techniques for 3D musical interaction [17].
[11] reports a comparison between physical controllers and
hand/gesture tracking for audio mixing in VR. This study
reveals that physical controllers are preferred and generally
rated as more preferable than gesture-tracking controls in
terms of perceived accuracy, efficiency, and satisfaction.

A growing number of projects employ emerging XR tech-
nologies for the web in Musical XR contexts (see e.g., [30],
[113]). It is plausible to expect that more attention to be
devoted in the upcoming years to Musical XR systems based
on web technologies amounting to a sub-field of practices in
Musical XR. This will entail effective integration of visual
and audio technologies for the web, such as the WebXR API
and the Web Audio API.

3) EDUCATION
Education is viewed among the foremost areas to be influ-
enced by VR technology [152]. This is true for music edu-
cation as well. A number of projects have already demon-
strated the use of XR in musical training. The authors of [22]
investigated the use of VR exposure training to reduce music
performance anxiety. The results of the study suggest that
music institutions can benefit from installing virtual systems,
which musicians can utilize to train themselves within a
variety of concert scenarios in order to improve their anxiety
management skills. Along the same lines, [128] reports a
prototype and a preliminary evaluation of a VR experience
that allows children to sing in a virtual choir with the aim
of preventing or helping to cope with social anxiety. These
projects demonstrate the effectiveness of XR technology in
providing performers with a surrogate for being physically
on stage, supporting the findings of other studies conducted
in non-musical domains (see e.g., [135]). Other VR systems
have been proposed as pedagogical tools to train primary and
secondary education students on music-related concepts such
as rhythm and acoustics [129] and genre identification [49].

In the context of AR, different paradigms and technologies
have been devised. One of the aims motivating such systems
is that of enabling students to visually monitor their practice
and have fun while doing so. One of the first examples
of AR systems for musical training is reported in [104],
which was devised to support playing the guitar. The system
uses a camera to track the movement of a player’s fingers
in order to detect chords. Chord names are displayed on a
computer screen superimposed on the camera image to allow
the performer to check which chord they are playing. Similar
approaches are reported in [50] and [48].

Several studies have explored the projection of virtual
elements onto physical musical instruments to support edu-
cation. The authors of [163] report a system where music
is visualized as animated characters walking on a physical
keyboard. The system takes advantage of walking as one

of the most fundamental human rhythms to promote musi-
cal understanding. A similar system was then adapted for
children [162]. The piano has been the instrument mostly
investigated using such a paradigm [21], [41], [120], [122],
[124], [158], [162], [163], [165], while similar systems exist
for guitar [88] and drums [164].

Other studies have focused on the use of HMDs to deliver
virtual elements of visualizations supporting music learning
superimposed onto real instruments. Examples can be found
for piano [27], [42], [63], [66], guitar [144], and drums [106].
In a different vein, the VRmin is an instrument resulting
from the augmentation of a real theremin with visualization
displayed in VR [82].

Notably, whereas most of the studies conceived for educa-
tion target adult learners (typically for self-training), a grow-
ing number of works are being devised for children [5], [49],
[87], [128], [162]. For instance, Farinazzo et al. proposed
MUSIC-AR, a set of software that uses AR for teaching
children sound properties, such as timbre, pitch and sound
intensity [56].

The analysis of the publication database reveals several
challenges in the use of XR tools in music education.
As described in [129], the issues pertaining to accurate
and expressive gesture-based control of musical sound in
VR make current musical interfaces in this medium more
useful for entertainment rather than effective pedagogi-
cal applications. As a consequence, for skill learning with
conventional musical instruments, the use of AR in con-
junction with an actual instrument appears to be a more
valuable option than using VR at the moment. This approach
allows for the preservation of the ergonomics of the origi-
nal instrument while at the same time allowing additional
visual feedback to assist the performer (see e.g., [88],
[163]). Nevertheless, as pointed to by the authors of [129],
VR may be helpful in various types of musical training
applications, including remote rehearsals, addressing stage
fear through exposure training, and developing rhythmical
skills.

As highlighted by Çamcı and Hamilton, there is a need
for more accessible tools capable of facilitating novel learn-
ing experiences for inexperienced users who wish to utilize
immersive audio as a medium for artistic expression [34].
Current VR authoring models, in which the design and
review stages are often separated, can hinder the learning
process [32]. As a consequence, there is a need for of new
creativity support tools, including those for VR audio design,
that enable content creationwithin VR, effectively integrating
the learning, design and exploration processes.

Notably, while the review identified a number of XR
systems conceived for students and dedicated to self-training,
there were no systems designed specifically for educators
except for one study that addressed teacher-student inter-
actions [27]. Moreover, existing studies have focused on
novices, whereas limited effort has been made towards
developing systems for expert and intermediate-level
musicians.
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4) ENTERTAINMENT
While entertainment systems, and more specifically
VR games, constitute a major technological and conceptual
contributor to the commercial growth of the VR industry,
it should be noted that peer-reviewed academic publica-
tions from the creators of such systems are not common.
Successful game titles such as Rock Band VR4 and Beat
Saber,5 both of which feature rhythm-based score-driven
gameplay, are popular examples of Musical XR systems for
entertainment that are not directly represented in academic
literature, and therefore under-represented in this database.
Research detailing immersive systems for the presentation
and enjoyment of musical performances, as well as the
exploration of the therapeutic benefits of ensemble singing
include [128] and [121]. Abstract, dynamic and interactive
immersive visual XR presentations that accompany music
can be seen in [153], [156] and [35], while a faithful AR
representation of members of a string quartet performing
can be found in [143]. An additional survey of a number of
music-first VR entertainment experiences is detailed in [4],
including both works from industry as well as academia.

5) PERCEPTION
One major challenge for practitioners of Musical XR is the
capability of a system to allow users to experience a strong
sense of presence, a trait also common to non-musical XR
systems [47], [133], [134]. A similar consideration applies
to the sense of social presence [25], [107], which is a key
component of live musical performance.

Presence is an important aspect of networkedmusical inter-
action, which appears to be a growing consideration in the
Musical XR literature. However, in the context of VR-based
networked music performances, only a limited number of
studies have attempted to evaluate the sense of presence expe-
rienced bymusicians [89]. Results of a study reported in [127]
suggested that the use of VE for collaborative music making
among networked musicians could enhance the feeling of
being together. It is worth noting that the proliferation of
Musical XR-based networked interactions partly relies on
the development of computer network technologies that can
address issues of bandwidth and latency [39], [80], [148].
And particularly in AV andVR systems, the sense of presence
can be severely hampered by simulation sickness, a sensation
theorized to be resulting from conflicting information from
the vestibular and visual senses, leading to nausea, disorien-
tation, headaches, sweating and eye strain [40].

6) PERFORMANCE
Many XR systems have been developed for live music
contexts, targeting audiences, individual performers and
ensembles. One of the earliest and most referenced musical
performances in VR is The Sound of One Hand by Jaron
Lanier in 1993 [86]. The composer performed live on a plain

4https://www.rockbandvr.com/
5https://beatsaber.com/

stage, wearing a single instrumented glove and an HMD.
While immersed in a VE, Lanier could play different types
of VRMIs while his viewpoint was projected onto screens for
the audience. Other examples of immersive systems designed
for individual performers are reported in [15] and [16], where
3D graphical elements enable efficient and simultaneous con-
trol and visualization of musical processes. Systems devised
for multiple performers have been devised for both AR and
VR. For details see Section VIII-E2.

Other XR systems have targeted both the performers and
the audience. Berthaut et al. developed Reflets, an AR envi-
ronment that allows both performers and audience members
to display virtual content on stage, such as 3D virtual musical
interfaces or visual augmentations of instruments and musi-
cians [19]. Santini developed a system that enables audiences
to see the view of a pianist wearing a AR-based HMD thanks
to projectors [125]. Other examples include live music per-
formance ecosystems such as [96], where audience members
use their smartphones to superimpose virtual contents on the
real stage.

The VR performance work Carillon takes place in an
game-like environment designed as a functioning futuristic
carillon tower wherein networked participants collaboratively
interact with a singular virtual instrument [71]. Kaneko et al.
report a preliminary investigation on an XR-based system
devised for remote audiences of live music concerts [84].
The system attempts to enable remote audiences to exchange
nonverbal communication with body actions between them in
a VR environment.

Ensemble performance within XR spaces has been
explored with a number of projects focused on smaller sized
ensembles. In 1992, Dolby presented a virtual string quartet
featuring pre-recorded audio performances and simple per-
former avatars which could be viewed by single audience
members wearing anHMD [54]. Audio from the four-channel
performance was spatialized depending on audience member
position and head-rotation within the virtual space. Designed
in 2018, Coretet is a VRMI and networked performance
space that presents a fully-interactive family of bowed and
plucked string instruments such as the violin, viola, cello and
doublebass for real-time solo or ensemble performance [67].
Up to four co-located performers can share a single virtual
space while seeing each other’s instrument and avatar. Audio
is generated procedurally using physically-modelled strings
from the Synthesis Toolkit [44]. Performances of fully com-
posed ensemble works [69] are presented to audiences using
projected views into the virtual space via an array of virtual
cameras. An AR string quartet is also presented in [12] in
which individual performers playing physical instruments
were filmed and presented in an augmented mobile environ-
ment for research and entertainment purposes.

Musical performance situations within Musical
XR systems encounter their own set of unique complica-
tions, fundamentally based around the disparity of experience
between that as presented to performers of XR instruments or
systems and that as presented to the viewing audience [20].
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For graphically rich and immersive XR performance envi-
ronments, performers are often equipped with stereoscopic
HMDs and controllers capable of displaying depth and
interacting with objects with multiple degrees of freedom.
In sharp contrast, due in part to the lack of ubiquity in XR
technologies as well as the cost and complication required to
outfit a typical audience with the necessary equipment, most
audiences in such performance situations are presented with a
two-dimensional projection of a rendered space, via projector
and screen or large-format display. As such any semblance of
depth and scale as experienced within the rendered XR space
is lost and the experience itself fundamentally differs between
performer and audience.

Sonic expressions of space and depth have long been a
staple of electroacoustic and electronic musical performance,
using multi-channel speaker arrays driven by spatial algo-
rithms such as ambisonics [92], vector-based amplitude pan-
ning [118] or wave field synthesis [13] to immerse audiences
and performers alike in a rich and nuanced auditory space.
Motion and action in such spaces can be heard and under-
stood, though hyper-specific and subtle motions might not be
immediately understandable. The sonification of motion and
gesture is itself a mature field within music and audio engi-
neering [73], requiring a combination of artistic sensibility
and technological rigor. As such the performative aspects of
sonic actions and actors within extended environments can
and has been explored within musical concert settings.

7) SOUND ENGINEERING
XR offers many opportunities for the mixing and spatializa-
tion of sound sources in innovative ways that are not possible
with conventional hardware and software tools. In particular,
VR offers a unique method of sound source visualization,
allowing sound engineers to directly control sound sources
in an immersive context. While there are commercial prod-
ucts, such as DearVR6 that exploit some of these opportuni-
ties, only a small number explore sound engineering in AR
(e.g., [38]) and VR (a review on 3D audio production tools is
available at [95]).

The study presented in [83] reports a system for sound
engineering in VR, where predefined sound sources could
be attached to objects in the VE and manipulated with the
Oculus Touch controllers. Along the same lines, the study
reported in [11] investigated the design and evaluation of
alternative audio mixing interfaces based on a VE and asso-
ciated controllers. The study showed the value and potential
of using VR to visualize and control sound sources in an
articulated and convincing digital environment suitable for
audio mixing tasks. On the other hand, the study reported
in [59] investigated the use of VR within the context of the
3D Stage Paradigm interfaces, showing that VR can be as
efficient as conventional desktop applications, but a prefer-
ence for VR was observed. Other studies have explored the
use of 3D visualizations for mixing purposes [61], [62].

6https://www.dearvr.com

D. TARGET USERS
The results of the target user analysis largelymirror that of the
primary function analysis: a majority of studies were targeted
to performers and students, followed by audiences and devel-
opers (see Figure 5 (right)). Only a handful of studies have
been devised specifically for composers and sound engineers.
This highlights an area, where the potential of XR can be
more extensively utilized. Although there is existing work
on participatory [96] and non-participatory [146] audience
engagement in Musical XR, there is still room for new Musi-
cal XR systems that specifically target audiences.

Only a limited number of Musical XR systems target
musicians with specific levels of expertise (e.g., beginners,
intermediates, experts). Whereas some systems have been
devised for users with no or little musical proficiency [45],
most systems are aimed at intermediate levels of musical pro-
ficiency rather than virtuosity. It was also found that the vast
majority of systems target adults. Nevertheless, a growing
number of works cater to children, although mostly within
the context of musical education [129], [162].

E. SOCIAL EXPERIENCE
Figure 4 (middle) illustrates the distribution of studies across
the social experience dimension. This shows that exist-
ing research has primarily focused on the development of
Musical XR systems targeting individual experiences (e.g.,
VR systems for individual musical activities where a single
user is immersed in one virtual world). This, however, con-
trasts with one of the fundamental aspects of music, that is
its ability to create shared social experiences. Nevertheless,
a recent body of literature shows a growing interest among
researchers and practitioners in creating XR technologies that
support musical collaborations.

1) INDIVIDUAL EXPERIENCES
Systems for individual use have been created for AR, AV and
VR as well as for all types of target users and primary
functions identified in Section VII-B. A number of inter-
faces have been developed for individual composition (for
VR see e.g., [102], for AR see e.g., [111]), education (for VR
see e.g., [49], [103], for AR see e.g., [101], [124], for AV see
e.g., [82]), performance (for VR see e.g., [26], [57], [169], for
AV see e.g., [52]), and entertainment (for VR see e.g., [55],
[157], for AR see e.g., [53]).

2) MULTI-USER EXPERIENCES
Multi-user experiences in XR can be achieved through either
Shared Virtual Environments (SVEs) or independent VEs
for each user in settings where the users can be co-located,
geographically displaced, or both. Musical XR multi-user
systems have been primarily designed for collaborative expe-
riences, but a few systems allow users (e.g., audience mem-
bers) to experience the XR content independently from each
other (e.g., [37], [146]).
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Whereas SVEs have been extensively researched for enter-
tainment, education, work, and training purposes, there has
been limited research on the creative aspects of collabo-
ration in such environments. That being said, the last few
years have seen a growing interest in SVEs for musical
collaboration in both AR and VR [29]. A recent system
for collaborative music making in VR is LeMo, where two
musicians are provided with a shared musical interface based
on a step sequencer, with which they can co-create 16-beat
music loops [98]. Specifically, LeMo includes two HMDs
equipped with Leap Motion sensors for hand tracking, and
two PCs synchronized on a local area network. Using a sim-
ilar approach, the performance project Carillon allows up to
three performers to play a shared virtual musical instrument
within an SVE [71].

Other works have leveraged musical collaboration for
ensemble performances of different virtual musical instru-
ments within an SVE while performers inhabit the same
physical space. One prominent example in this category is
Coretet [67], previously discussed in VIII-C6. Other sys-
tems have focused on collaborative music making among
geographically displaced performers [28]. We will dis-
cuss such networked XR performances more extensively in
Section VIII-F2.
Collaborative musical experiences have also been

investigated in the context of AR (see, for instance, [139]).
Poupyrev et al. proposed the Augmented Groove, an interface
for collaborative music making where users who are manip-
ulating physical cards on a table generate musical sounds
in conjunction with virtual objects visualized through an
HMD [116]. A more recent example is ARLooper [111],
where multiple users can interact with each other through
an AR mobile interface that supports real-time synchroniza-
tion of activities such as sound recording, playback, and
manipulation.

Another strand of research in this area has focused on the
creation and evaluation of XR systems that involve audience
participation in the music creation process. In an example
involving AR, Zappi et al. proposed a multimodal platform
for Hybrid Reality live performances, where artists and pro-
jected interactive virtual objects were presented on the same
physical stage [167]. Audience members wearing 3D glasses
could directly modify the scene and its audio-visual features
thanks to an RGB/infrared camera system that tracks their
gestures. Similarly, Mazzanti et al. developed Augmented
Stage, an AR environment where virtual objects are super-
imposed on the performance stage [96]. Using smartphones
and tablets, audience members, could interact with virtual
objects and control audio-visual aspects of the performance,
while observing the performance on stage. The system relied
on large-scale posters placed on the stage that acted as AR
markers.

However, as far as VR applications are concerned,
we could not identify many systems that facilitate the active
participation of audience members in the music creation
process. In one example, SpectraScore VR [37] offers a set

of modular tools developed for use with VR peripherals
to allow for music composition, performance and viewing
in real-time across the network. Audience members’ move-
ments are tracked via Google Cardboard headsets powered
by smartphones. Using OSC messages, their movements are
transmitted as scores to performers, who in turn improvise
music from this notation using VR theremins controlled by
Leap Motion controllers. Other recent endeavours focus on
the integration of remote audiences within a live music per-
formance ecosystem in VR (see e.g., the preliminary investi-
gation reported in [84]).

As noted in [20], when creating an immersive VR expe-
rience for the audience, it is important to acknowledge the
challenges that the medium can pose for the spectators. These
challenges are mostly related to the issue of visibility of
the musicians, as audience members wearing head-mounted
displays are unable to share a performer’s experience. A pre-
liminary attempt to address these issues using XR technology
is reported in [18], where the authors developed a system that
exposed to the audience the internal mechanisms of digital
musical instruments using 3D visualization.

F. CONNECTIVITY
Figure 4 (right) illustrates the distribution of works along
the connectivity dimension, showing that the vast majority
of Musical XR systems have been conceived as standalone
systems typically targeting a single user. Nevertheless, recent
literature indicates a growing research interest in the creation
of connected systems that are capable of communicating with
a plethora of devices and enabling multi-user interactions.

1) STANDALONE SYSTEMS
The systems designed for individual use listed in
Section VIII-E1 are standalone systems. Examples of this
category include [163] for AR, [52] for AV, and [91] for
VR. No system for individual use was identified which
had a distributed nature, although these kinds of networked
architectures are envisioned in the endeavours of the Internet
of Musical Things community [148].

2) NETWORKED SYSTEMS
Networked musical interactions in XR may happen both in
co-located settings (i.e., where users share the same physical
environment) and remote ones (i.e., where users are geo-
graphically displaced and connected over a communication
network) [123], [148].

As far as co-located interactions are concerned, different
systems have been proposed (see e.g., [67]). One example
is the system reported in [146] where a smart guitar was
wirelessly connected to a laptop controlling a VR headset.
The system was conceived to enable the audience member
equipped with the headset to view virtual objects manipulated
by the performer as they interact with the smart guitar sensors.

Regarding remote interactions, we could not identify any
study involving AR, while only a handful of studies lever-
aging VR exist (see e.g., [37] for playing digital instruments
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together, and [28] for vocal ensembles). The latter are placed
in the context of the networked music performance field
[100], [123]. As reported in [89], current video-conference
systems involved in networked music performance typically
are characterized by a higher degree of latency for the video
stream compared to systems dedicated to the audio commu-
nications. As a consequence, studies have revealed that musi-
cians often ignore the video image of each other in order to
maintain a steady rhythm. In this context, Loveridge suggests
that VR has the potential to be a suitable visual platform for
collaboration in networked music performances as well as a
valid alternative to existing video-conference systems used in
these contexts.

An example of a Musical XR performance involving both
telematic audio as well as networked SVE remote interactions
in virtual worlds is reported in [70], where an ensemble of
local and networked performers using both traditional and
virtual musical instruments played live for an audience sur-
rounded by an ambisonic array of eight speakers and four
projection screens, arranged to provide an immersive audio
and video experience. Another example is presented in [93],
where authors describe a performance system created in the
virtual-world platform Second Life by the Avatar Orches-
tra Metaverse. This system made use of pre-scripted avatar
movements to trigger sound samples within the virtual world.
The New Atlantis project features a multi-user networked
musical design and development environment – built within
the Unity game engine and featuring a highly customized set
of auxiliary audio and control scripts and classes – optimized
for musical performance across wide area networks [132].

Remote interactions in VR have also been investigated in
the context of networked music therapy. The study reported
in [141] describes a system enabling patients with spinal cord
injuries to participate in online therapeutic group singing. The
system did not leverage the Internet, but involved a local area
network where connected musicians were placed in different
rooms of the same building. Notably, authors emphasized
the need for an integrated solution for low-latency audio and
VR in networked contexts.

IX. RESEARCH AGENDA
XR leverages the simulation of visual, auditory and other
types of sensory stimuli to activate our sense of presence in
wholly virtual or augmented spaces. As such, XR shows great
potential for facilitating both new and reimagined experi-
ences. The application of XR technology to the composition,
consumption and analysis of music has been explored both
as a means to reproduce or extend existing models of musical
expression and creativity, as well as a means to construct
novel musical instruments and experiences that could not
exist within a purely ‘‘real’’ context. This creates unique
opportunities for musical interaction design, wherein musical
interfaces can be liberated from physical constraints and user
input can be mapped to sound via arbitrarily defined mechan-
ics underlying a Musical XR system [34]. This way, XR can
evoke levels of abstraction, immersion, and imagination not

possible with conventional musical interfaces, ushering in
entirely new ways of engaging with music for both the per-
former and the listener.

The progress of Musical XR research is inexorably bound
to that of XR hardware and software technologies. How-
ever, the development of new tools and techniques for XR
itself needs to be accompanied by artistic and scientific
inquiry aimed at identifying theories and standards that can
be applied to XR as a whole, as well as those that are
idiomatic to the application domains. This kind of research
necessitates a high degree of interdisciplinarity to seamlessly
and simultaneously address technological, artistic, cognitive
and social dimensions in XR. Our analysis of the body of
work in Musical XR has revealed a set of past and current
research trends as well as areas that require further attention
within each of these dimensions. As a result of this analysis,
we propose a research agenda that is designed to support the
forward momentum of the Musical XR field. The following
points lay out a road map for this with the aim of expanding
the context of this research field from the perspectives of
technological advances, user perception and behaviour, social
and cultural aspects, and creativity.

A. HARDWARE
To progress the design of XR hardware tools specific to musi-
cal applications (e.g., wearable devices, tracking systems) in
order to allow finer gestural control and more responsive
feedback, with a particular focus on the multisensory nature
of musical interactions.

Of primary importance in the design of VRMIs are the
methods utilized for gestural control of musical sound.
Whereas the interfaces of traditional musical instruments
often feature finely tuned and sophisticated designs that
heavily rely on tactility, such refined constructions cannot
generally be found in VRMIs. Control of VRMIs is often
based on non-specialized input devices provided with a given
VR or visual display system, the majority of which are not
capable of supporting the subtle control schemes necessary
to play traditional musical instruments. Furthermore, the vast
majority of VRMIs are not equipped with haptic feedback
mechanisms (for notable exceptions see e.g., [33], [77], [112],
[159]). Moving forward, the Musical XR community will
need to explore not only how to best leverage ready-made
hardware solutions in Musical XR projects, but also how
to implement new hardware platforms that are idiomatic
to musical applications. To that end, there are numerous
opportunities in this area to explore the intersections between
Musical XR studies and the vast body of existing research on
new musical interfaces for musical expression (NIME).

B. SOFTWARE
To develop software tools capable of supporting creativity,
expression, education and performance in Musical XR; this
entails the design of XR software with domain-specific fea-
tures as well as user interfaces that cater to a wide range of
levels of musical expertise.
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Much like the broader XR community, Musical XR prac-
titioners rely on common XR software tools, such as game
engines, to develop interactive applications. Although a few
domain-specificMusical XR software platforms already exist
(e.g., [2], [81], [160]), there is a need for development tools
specifically conceived for Musical XR, which are capable
of addressing the idiosyncrasies of designing for auditory
and musical applications. This would involve taking into
consideration the immersive qualities of sound on one hand,
and the domain-specific needs of music practitioners on the
other. Such tools should also natively support sophisticated
dynamic audio synthesis and processing, moving away from
the predominately sample-based audio workflows that are
standard in most platforms that support XR development.

C. BEST PRACTICES
To adopt existing best practices for Musical XR design,
development, and evaluation, as well as to define new best
practices as new creative techniques and additional hardware
and software tools emerge.

Various design principles for Musical XR systems have
already been formulated (e.g, [4], [130]). Nevertheless, with
each new technology, our understanding of, and therefore
involvement in, the immersive medium evolves, necessitating
new sets of guidelines to offer comfortable and engaging
experiences to creators, performers and audiences alike. The
wide adoption of both existing and future frameworks for the
design, development, and evaluation of Musical XR practices
will contribute to the sustainability of such practices. These
guidelines should also address topics of accessibility and
inclusiveness to ensure that the Musical XR field as a whole
can cater to a wider portion of the population.

D. SOCIAL EXPERIENCE
To create multi-user systems that can capture the collabora-
tive nature of musical engagement; in particular, to advance
our understanding of how to design shared virtual and aug-
mented realities, as well as systems that support XR-based
interactions across local and remote networks.

A majority of Musical XR projects so far have been based
on single-user experiences, which can contradict the nature
of musical collaboration as a social experience. The ability
of music and sound to propagate through space, creating
a shared experience for groups of performers and listeners
should be increasingly leveraged inMusical XR applications.
Therefore, fundamental research is needed to devise better
methods and design interfaces that can capture this essence
of musical collaboration. The lack of ubiquity of current XR
hardware systems and the cost and complexity involved in
their use have been a deterrent for the immersion of audi-
ences in the same spaces as Musical XR performers. As a
result, only a limited number of projects have addressed
the topic of XR-based musical interactions over co-located
and remote networks [67], [89], [148]. Recent advances in
browser-based XR technologies are likely to contribute to
research in this area, making the web a promising delivery

pipeline for Musical XR content. The connection of Smart
Musical Instruments to XR technology reported in [146] rep-
resents another promising avenue for both artistic and scien-
tific research. Accordingly, the implementation of XR-based
forms of musical interaction among performers and audience
members in both co-located and remote settings is gaining
major focus among researchers [148].

E. PERCEPTION
To progress our understanding of human perception in Musi-
cal XR environments and in XR-mediated musical interac-
tions across a variety of applications (e.g., in education,
sound engineering, performance) and users (e.g., audience
members, performers), with a particular focus on multisen-
sory aspects.

Research that focuses specifically on human perception
within Musical XR contexts has been limited so far. The
design of futureMusical XR systems would benefit from fun-
damental research on how different stakeholders interact with
virtual elements and spaces in musical contexts. Of particular
importance is the manner in which we perceive sound within
multimodal XR environments, the effects of latency and the
supposition of virtual bodies on our perceived sense of self
and our ability to exert musical control, and the manner in
which we communicate subtle cues and affectations within
shared virtual environments. This requires further research
and practice aimed at unravelling the mechanisms under-
lying multisensory perception, to understand which aspects
best contribute to the sense of individual and social pres-
ence, and how to avoid artefacts that are detrimental to the
musical experience, such as simulation sickness and loss of
orientation.

F. COMPOSITION AND PERFORMANCE
To foster the use of XR media in music composition and
performance, so as to stimulate the growth of the commu-
nity of practitioners in Musical XR and, as a consequence,
the amount of artistic output (including the creation of a
repertoire for VRMIs).

The design of conventional musical instruments, such as
the violin or the electric guitar, have been refined over
decades or even centuries. Furthermore, extensive musi-
cal repertoires have accompanied the development of these
instruments. By contrast, XR-based musical interfaces such
as VRMIs have appeared only in recent years and often
do not make their way into large communities of users.
Such instruments therefore, lack a history of design evolu-
tion and repertoire, as well as a solid user base that would
normally support such evolution both culturally and finan-
cially. For Musical XR to gain a stronger foothold in the
artistic landscape, composers and performers will need to
envision long-standing practices in this domain. At the same
time, the pursuit of virtuosity, and the ability of Musical XR
music and musicians to display mastery over the form and
function of their chosen instrument or system is necessary to
instigate this progress. Needless to say, the sustainability of
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such artistic and technological efforts is intrinsically tied to
the continued availability and accessibility of the hardware
and software platforms that will facilitate this kind of work.

G. PEDAGOGY
To establish new pedagogical practices that can support both
teaching and learning experiences in ways that are specific
to Musical XR.

A number of XR-based systems have been devised to sup-
port musical education, especially for self-training. However,
major gaps exist in our understanding of the effectiveness of
such practices. There is a need for not only novel learning
experiences that can effectively exploit the affordances of
XR for music education, but also extensive evaluation of the
benefits of adopting these experiences. As distanced learn-
ing becomes more accessible due to technological advances
across the world, and more necessary due to health-related
and social restrictions placed on awide range of communities,
XR technology has gained a unique position to offer immer-
sive and engaging social and pedagogical engagement in a
range of domains including music. An increased focus on the
pedagogical uses of Musical XR can leverage traditional oral
forms of instruction and pedagogy across the increasingly
distanced and digital divides of 21st century societies.

H. DELIVERY PLATFORMS
To create platforms capable of bringing Musical XR expe-
riences to wider audiences through research into how tech-
nology can be leveraged to make Musical XR experiences
more accessible, and how it can transform the ways in which
musical artists engage with audiences.

The audience experience of Musical XR performances is
limited due to practical issues related to current technology.
For instance, with performances that involve VR, it is often
not feasible to bring an entire concert audience into the virtual
space due to cost, maintenance and sanitary considerations.
Parallel to the continual growth in the accessibility of XR
technologies, we need to envision delivery platforms. To this
end, software systems that canmitigate the current limitations
in concert experiences involving XR performances will need
to be devised to render such performances more engaging
and immersive for the audiences. Furthermore, the afore-
mentioned ongoing work on browser-based XR experiences
can help Musical XR practitioners to engage with broader
audiences.

I. INTELLIGENT INTERFACES
To enhance Musical XR interfaces with context-awareness
and proactivity features, and provide ad-hoc services to their
users to support musical engagement.

Opportunities to progress the state of the art of Musical XR
interface design include the enhancement of such instruments
with artificial intelligence capable of conferring them with
the ability of being aware of their context of use (includ-
ing the user, activity, location, temporal aspects, and social
dimensions), proactively providing services, and wirelessly

communicating with a plethora of connected devices and the
cloud. Such opportunities envisioned in [145] with respect to
Smart VRMIs have yet to be explored for the most part.

J. STANDARDIZATION
To define standards for Musical XR that will allow practi-
tioners to avoid fragmentation and facilitate interoperability
among different XR platforms.

What emerges from our survey of the literature is a picture
of Musical XR as a field rather fragmented at the technolog-
ical level, where artists and researchers have often focused
on the development of bespoke systems and individual tech-
nologies. A project created using one engine or framework
is generally not compatible with or easily portable to not
only other engines or frameworks, but also with the previous
versions of the tools used in the design of the project. Audio-
visual output and hand-held control systems are for the most
part proprietary and not interoperable, much to the frustration
of content and system creators. Such fragmentation signif-
icantly hinders the development and successful adoption of
Musical XR technologies. Standardization initiatives across
the industry, such as WebXR and OpenXR, can counteract
this trend, by providing interoperability, compatibility, and
effective cross-platform operations. Similarly, the Musical
XR community can strive to formulate or agree on standards,
such as communication protocols, input mapping schemes
and immersive audio processing and spatialization APIs to
establish a level of platform independence for future work in
this domain.

X. CONCLUSION
In this article we have attempted to define the field ofMusical
XR, using a hybrid approach encompassing interviews with
experts and a systematic review of relevant peer-reviewed
literature. The first step was to build a database of publica-
tions related to both theoretical aspects and practical applica-
tions of Musical XR, currently comprising 260 entries. This
database was evaluated in various ways: we presented the his-
torical distribution of the entries in the database, portraying
the field of Musical XR since 1977; we analyzed 199 entries
from the last decade based on the theoretical or applicative
nature of the study, target user, primary function, the social
aspect of the XR experience and its level of connectivity; we
discussed experimental, artistic and perceptual studies, sur-
veyed evaluationmetrics, and offered a comparative overview
of what constitutes the state of the art in Musical XR.

Based on our findings we discussed trends and themes
that emerged in the last decade, and how projects from this
period have been pushing boundaries of the field. We also
identified new directions that could benefit the practitioners
and users of Musical XR. The results of our investigation
shed light on many areas of the field that still require fur-
ther technological, artistic and theoretical inquiry. Whereas
certain areas of the Musical XR field are more mature
(e.g., XR performances, VRMIs design), others are rela-
tively under-developed (e.g., networked XR performances,
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XR systems that support composition and sound engineer-
ing). Clearly, the evolution of these fields are directly influ-
enced, by developments in XR technology.

We believe that XR shows its greatest potential for musi-
cal applications when it facilitates experiences that cannot
be encountered in the real world. We also believe that XR
technologies enable novel musical experiences that extend
beyond those offered by conventional musical interfaces,
such as analog or digital musical instruments. Despite the
depth and breadth of the studies discussed in this paper,
Musical XR as a field is still in its infancy. We hope that
this paper will stimulate discussions across a broad range of
communities and encourage a growing body of researchers to
take on new technical and artistic challenges in Musical XR.
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