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ABSTRACT System deployment of a computer environment plays a critical role in the daily administration
of computer systems, and tasks of massive deployments may take a lot of time for data center administra-
tor(s). The existing solutions for massive deployment normally consist of storage spaces and extra computer
servers for running deployment services. Existing solutions of multicast massive deployment are not robust
because the overall deployment performancewill worsen if one client machine fails. Because of the limitation
of the network protocol, a multicast solution is not scalable. Although scholars have proposed solutions
based on BitTorrent (BT) to overcome performance and scalability problems, solutions are not good enough
because they still require the storage space to save the image file. In this paper, we present a novel mechanism
of massive deployment called ‘‘BT deployment mechanism from the raw device’’ (BDMfRD), which differs
from conventional solutions in that it avoids creating any image file in the deployment process or using
external storage for it. The proposed solution was verified by conducting 10 experiments to replicate the
50 GB system of the source machine to 1–32 destination computers. Experimental results showed that the
proposed method reduced the total time for deploying 32 computers by 45.289%. The implemented software
is the first massive deployment solution that provides light, robust, efficient, and scalable capabilities
simultaneously.

INDEX TERMS System deployment, bare-metal provisioning, massive deployment, free software, open
source, cloning, imaging, peer-to-peer (P2P), BitTorrent (BT).

I. INTRODUCTION
The activity to enable the uses of an operating system (OS)
and applications in computers is called system provision-
ing or system deployment [1]–[3]. As information is digi-
tized, scientific computing and information education play
increasingly important roles in the modern world, and sys-
tem deployment becomes critical daily because the OS and
applications are the bases for computer services. In computer
terminology, creating a backup (or saving information) is
the process of storing the contents of a disk or a partition
to an image file [4]; meanwhile, restoring refers to writing
an image to a disk or a partition. The processes of backing
up or restoring files are called imaging whereas the process
of duplicating the data from one machine’s disk partition
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directly to another disk partition, without saving any image,
is called cloning. Disk restoring or cloning can be done
one to one or one to many in the local disks on the same
computer as well as on multiple destination computers. When
the process is executed on numerous destination computers,
it is called massive system deployment, or massive deploy-
ment for short. In order to reduce system administration’s
maintenance efforts significantly, an efficient scheme for
massive deployment is a must. As the number of machines
to be deployed concurrently increases, the performance and
functionality of massive deployment techniques have to be
enhanced. Many researchers and developers (e.g., ROCKS
and OpenGnSys [1], [5]) have tried to reduce the gap between
users’ needs and the current massive deployment solutions
by using solutions that rely on the automatic installation,
network booting, and network protocols (e.g., unicast, broad-
cast, multicast and peer-to-peer [P2P]). Some vendors also
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providemassive deployment solutions, such as Norton Ghost,
Acronis True Image [3], Commercial Scale-Out (CSO) [6],
the P2P deployment patent by IBM Corporation [7], and
the method and apparatus for operating system deployment
patented by Sun Microsystems, Inc. [8]. Among these com-
mercially available solutions, the P2P mechanism being pro-
posed in the patent of IBM [7] is described as follows: ‘‘All
of the computer system will be sorted as different groups.
. . . For example, if the total computers are classified into
three groups, the first group sends a wake-on-LAN (WoL)
instruction and boots each of the second group in the begin-
ning. The second group identifies a set of third group that
corresponds to each of the selected second group. Following
the same mechanism, the second group sends the WoL signal
to each of the third group, and the third group is booted
over the computer network from the second group.’’ This
approach is one of the P2P solutions, and apparently the
solution proposed by IBM can provide good scalability for
massive deployment. However, an image has to be stored
in each level of computers belonging to the group. Thus,
more disk space is required, meaning there is still room for
improvement.

Some firms also provide different solutions for massive
deployment by using hardware. One example is the recovery
card [9] from the Taiwan-based company TOPOO Technol-
ogy, which uses a peripheral component interconnect (PCI)-
based interface card and embeds the data replication soft-
ware in its read-only memory (ROM). Every computer to
be deployed should be equipped with this peripheral card to
receive the data blocks being forwarded by the server. How-
ever, this solution is not flexible as every update in the replica-
tion software has to be written to the erasable programmable
read-only memory (EPROM), which is not easy for a system
administrator. In addition, the expense is a burden as extra
costs will be required to add a PCI card in every machine.

Generally speaking, existing solutions for massive deploy-
ment normally consist of storage spaces and extra computer
servers for running deployment services. Existing solutions
for multicast massive deployment are not robust because
overall deployment performance will worsen if one client
machine fails. Because of the limitation of the network
protocol, the multicast solution is not scalable. Our previ-
ous studies [3], [10] have revealed that the network-based
deployment system using unicast, broadcast, and multicast
mechanisms have some drawbacks. Such systems cannot be
enhanced to achieve good efficiency and scalability. The BT
deployment mechanism from an image (BDMfaI) solution
proposed in our previous study [10] was based on the BitTor-
rent (BT) protocol [11], a P2P [12] file-sharing technology
developed approximately 20 years ago. The BDMfaI has pro-
vided a robust and scalable scheme for massive deployment.
However, some improvements are still required so that the
BDMfaI solution can finish massive deployment in a lighter
and more efficient way, where lighter means the extra disk
space required is reduced. The original BDMfaI solution
requires extra storage spaces to store the image files. A lighter

solution can resolve this problem. Meanwhile, the original
system is inefficient as the disk of the source machine has to
be stored as an image and then the image must be converted
to the file system blocks transferring (FSBT) format [10].
These storing and converting actions are time consuming and
make the BDMfaI solution an imperfect solution when the
source machine’s hard drive contains huge used file blocks
by the installed OS and applications. For example, when the
OS and applications have the data size of about 100 GB,
the BDMfaI solution might have to spend 30 minutes saving
the contents of a disk as an image and then another 30minutes
converting the image to the FSBT format required by the
BDMfaI solution.

Nevertheless, the existing massive deployment solutions to
be discussed in section II have some problems or limitations,
which include the requirement of extra hardware resources,
unrobustness, inefficiency, and unscalability. No existing
solution(s) can address these issues altogether. To solve
these problems and limitations, we propose a novel massive
deployment solution that is lighter, more efficient, robust,
and scalable. The proposed solution differs from conventional
solutions by avoiding the creation of any image file in the
deployment process or adopting external storages for the
image file. In addition, for efficiency, robustness, and scal-
ability, BT was chosen as the data communications protocol
for massive deployment.

The focus in this study is to neglect the time required
to save the disk of the source machine as an image and
convert the image to the FSBT format. To greatly enhance
the performance, the system architecture of available solu-
tions [10] will be modified. Therefore, in Section 3, a novel
solution called the BT deployment mechanism from the raw
device (BDMfRD) is proposed. A raw device is a special
kind of block device file that allows for accessing a storage
device directly [13], bypassing the OS buffer. The proposed
BDMfRD solution does not need to save the contents of disks
of the source template machine as an image and convert these
images as the FSBT format.

To achieve the goals of reading directly from and writing
directly to the hard drives of the source machines, the open-
source programs Partclone [14] and EZIO [15] were modified
to provide the required functions that the BDMfRD solution
needs. In addition to proposing the solution, the implemen-
tation and improvements of existing solutions [10] will also
be discussed. To verify the feasibility and demonstrate the
efficiency, the proposed BDMfRD solution was tested and
verified in experiments by deploying the OS and applica-
tions from 1 up to 32 physical personal computers (PCs) in
the same place. Based on the proposed BDMfRD solution,
the total time of deploying 32 computers was reduced from
2526 seconds (secs) to 1382 secs when compared with the
earlier BDMfaI [10] solution, resulting in a time reduction of
45.289%. The experimental results, comparisons, and discus-
sions in this research demonstrate the feasibility, efficiency,
and performance of the proposed solution. With the proposed
method, a system administrator of cluster computing, for
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example, can put the software we developed in this research
in a USB flash drive, boot the template machine with it, and
dispatch its OS and applications in the internal storage device
to other machines or clusters. There is no need to create
any image file in the process or use any external storage for
storing the file. To the best of the authors’ knowledge, this
is the first to provide a light, robust, efficient, and scalable
solution for massive deployment.

The rest of this paper is organized as follows.
Section 2 reviews and discusses the system deployment meth-
ods and network protocols. Section 3 defines the proposed
system architecture for the massive deployment using the
BDMfRD solution. The experimental results are described in
Section 4. The differences and performance of the proposed
BDMfRD solution in this study are compared with our
previous BDMfaI solution, as well as other mass deployment
programs in Section 5. The rationalities of the enhancements
are also discussed. Section 6 concludes this study, and the
suggestions for future research are put forward.

II. RELATED WORKS
This section reviews and discusses the related works for
massive deployment, which include the system deploy-
ment methods and the related network protocols for system
deployment.

A. SYSTEM DEPLOYMENT METHODS
The system deployment methods can be classified into three
categories [3]: (1) differential update, or restoring previ-
ously saved files from a disk [16]; (2) automated installa-
tion, or installing OS and applications from scratch with
an automated installation and configuration program [17];
and (3) file system imaging, or restoring an image of a
previously saved file system [5]. Due to the efficiency in file
synchronization, the network bandwidth consumption, and
the requirement for a file system to be created prior to system
deployment, the differential update method is not adequate
for the bare-metal system deployment.

Many applications require massive deployment, such as
high-performance computing (HPC) clusters, modern class-
rooms, and modern offices, as well as numerous comput-
ers that should be rapidly deployed to fulfill users’ needs.
In addition to these applications, cloud computing adopts
emerging virtual technology (i.e., hypervisor and container)
for rapid system deployment [3], [18]–[21]. Thus, the OSs
and applications can be ready for people to use in a very
efficient way and the systems can be ready to serve users
in a short time. However, cloud computing relies on the OS
and applications installed on the physical host machines.
In other words, cloud computing cannot provide services
without the OS(s) and applications on the host machine(s).
Thus, system deployment on the physical machine is essential
for cloud computing because massive physical machines are
required to deliver cloud-based services when serving many
users. Accordingly, system deployment is indispensable in
the modern ages as computing power is required in many
locations.

TABLE 1. Summary of data transmission protocols for massive
deployment.

Given these identified requirements, many researchers
have endeavored to develop massive deployment techniques
by using an automatic installation technique or file system
imaging scheme. The solutions using an automated installa-
tion technique include Heckle [22], xCat [23], Perceus [24],
OSCAR [25], ROCKS [1], Chef [26], Puppet [27], Ansi-
ble [28], SaltStack [29], Kickstart Installation [1], Fully
Automatic Installation (FAI) [30], and metal as a ser-
vice (MAAS) [3] whereas resolutions using a file system
imaging mechanism include Norton Ghost [31], Acronis
True Image [32], Partimage, Partclone, Fsarchive, Redo
Backup, OpenGnSys, FOG, MS Windows Deployment Ser-
vices (WDS), Frisbee, and Emulab [3]. Although so many
massive deployment tools have been studied and developed,
these solutions all need an extra disk repository to store the
image. Meanwhile, scalability issues exist due to two rea-
sons: (1) the consumption of network bandwidth—that is, the
available network bandwidth between the server and every
unicast destination (client) machine—decreases linearly as
the number of destination machines increases and (2) the
deployment server’s high system loading due to too many
connections and requests from the client machines. A novel
scheme for massive deployment is required to address these
two issues, which include the extra disk repository require-
ment and scalability.

B. UNICAST, BROADCAST, MULTICAST, AND BITTORRENT
PROTOCOLS FOR SYSTEM DEPLOYMENT
Many protocols for data transmission in computer networks
have been proposed and existed for a long time. Typical
examples include the unicast, broadcast, multicast, [33],
and P2P networking [34]. Various researchers [3], [5], [10],
[33]–[42] have attempted to implement the last three pro-
tocols (i.e., broadcast, multicast, and P2P networking) for
massive deployments.

The characteristics of these four categories of protocols
are summarized in Table 1. A review of the literature [10]
indicated that the P2P solution, although consuming the most
bandwidth. surpasses the remaining protocols due to its excel-
lence in terms of reliability, efficiency, and scalability from
the aspect of massive deployment.

As shown in Table 1, data transmissions between one
sender and one receiver are the mechanism for unicast pro-
tocol. The broadcast protocol is designed for data transmis-
sions between one sender and all receivers. Furthermore,
the multicast protocol improves the efficiency of unicast
by transmitting data from one or many senders to many
receivers; thus, the multicast protocol has the ability to
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select the destination receivers instead of sending data to
all receivers. Although the multicasting mechanism outpaces
the traditional unicasting one in performance enhancement,
the multicast protocol has a drawback in packet loss stem-
ming from the user datagram protocol (UDP) [43]. Conse-
quently, the scalability of the multicast-based deployment is
very limited. The scalability and performance are acceptable
when the destination machines are limited, yet the scalabil-
ity/performance becomes worse as the number of destination
machines increases. Moreover, a multicast-based solution has
a limitation. When a client has a packet-receiving issue,
the server will be requested to resend the packets. At this
moment, other clients have to wait for the overall packet
transmission to be completed, which will lower the overall
performance of massive deployment. Therefore, the multicast
mechanism is not suitable for large-scale deployments.

In order to overcome the weaknesses of the broadcast
and multicast mechanisms in massive deployment, the P2P
protocol was proposed; its sharing mechanism leverages a
distributed network architecture, which enables the partici-
pants in the distributed network to serve as both providers
and requestors [12]. One of the merits of P2P solutions is that
they have the provisions of resources belonging to each peer,
which include computing power, storage space, and network
bandwidth. Consequently, once the peers obtain part of the
data, they can start sharing the data, and the system’s total
data-sharing capacity also grows.

On the other hand, for the client–server architecture with
a fixed set of servers, when more clients are added, the data
transmission rates for all clients decreases. Accordingly, this
distributed nature of P2P solutions also increases robust-
ness in the case of failures by replicating data over multiple
peers [7]. Therefore, the P2P solution is very suitable for data
transmission between many-to-many nodes due to the best
performance.

P2P sharing is an overall idea, and many protocols have
been proposed for this purpose. Typical examples include
eDonkey [44], Gnutella [45], FastTrack [46], and BT [47].
Of these, the BT protocol [47] developed in 2001 aims to cut
the file to be shared into segments called pieces, where the
file size generally varies from hundreds of kilobytes (KBs)
to a few megabytes (MBs). Typically, the BT environment
consists of three parts: (1) a torrent tracker, which keeps
track of senders and receivers; (2) a torrent server, where
the torrent metadata file is kept; and (3) peers, which are
the instances on the network that can transfer data. The BT
protocol has the mechanism to ensure the high availability
of resources, meaning that peers can download pieces in a
‘‘rarest-first’’ [48] approach, which enables peers to seek the
rarest piece available among the peers. Alternatively, peers
download pieces in a random approach. Based on these subtle
mechanisms of BT, the server, peers, and network can work in
an efficient mode when sharing big files. Thus, the BT-based
solution can be scalable. In addition, the proposed solution
can leverage the advantages of BTwhile reducing energy con-
sumption in the future. Because a large number of computers

is involved in P2P networks, total energy consumption can be
high. A good solution (e.g., Marozzo et al. [49]) can reduce
overall energy consumption in P2P networks. The BitTor-
rentSW proposed by Marozzo et al. [49] can save energy
while ensuring good file-sharing performance. This approach
is a sleep-and-wake mechanism for BT networks, which
allows seeders to switch cyclically between wake and sleep
modes. The analytic results demonstrate that in a network
with 50% seeders, compared with a standard BT-based solu-
tion in which all seeders are always turned on, BitTorrentSW
can reduce energy consumption by 20% while increasing
the average time required to complete a file download task
by 7% only. In addition, in a network with 60% seeders,
BitTorrentSW can reduce energy consumption by 28% while
just increasing download time by 4%. The BitTorrentSW
proposed byMarozzo et al. [49] demonstrates effectiveness in
reducing energy consumption with limited effects on average
download time.

Due to the features of the P2P protocol (i.e., its ability to
distribute large files efficiently and be scaled up), researchers
have studied related topics, and some typical examples are
reviewed herein. For example, Tracey and Sreenan ()[50]
proposed a P2P-based approach for fog computing and imple-
mented a prototype to demonstrate how a Holistic Peer-to-
Peer (HPP) architecture and application layer protocol can
meet the requirements for the Internet of Things (IoT). Viml
and Srivatsa [51] proposed a P2P-based Interplanetary File
System (IPFS) to share resources or files in a distributed
system. The IPFS aims to increase the efficiency of the P2P
file-sharing system by using the blockchain. To motivate the
miners, who have computing power and verify the transaction
on a blockchain, for successful transaction, an IPFS-based
incentive solution such as the filecoin has been proposed.
The services provided during the file transfer process and
the security strength and some of the incentives based on
IPFS are discussed in the work by Viml and Srivatsa [51].
Ali et al. [52] proposed a blockchain-based decentralized
P2P remote health monitoring system, built on the Ethereum
blockchain, which serves as a medium for negotiating and
record-keeping, along with the onion router (TOR) for deliv-
ering data from patients to doctors. The work byAli et al. [52]
enables patients to share their biomedical data with doctors
without the data being handled by trusted third-party entities.

As for the system deployment based on the BT protocol,
Jeanvoine et al. [40] developed a BT-based massive deploy-
ment solution called Kadeploy3, which has been widely
adopted on the Grid’5000 test-bed since the end of 2009.
The solution has been deployed more than 117,000 times by
620 different users, where the largest deployment involved
496 nodes [40]. Xue et al. [36] proposed a BT-based solu-
tion, the Efficiency, Scalability, Independence, and Relia-
bility (ESIR), for image transference in mass deployments.
The ESIR has demonstrated higher image distribution perfor-
mance than multicast solutions. Qadeer et al. [53] proposed a
flexible framework to automate the process of bringing up
an infrastructure for the deployment of several OpenStack
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distributions as well as resolving dependencies for a success-
ful deployment. To reduce the bare-metal provisioning time,
Shestakov and Arefiev [54], [55] introduced a BT solution to
the original OpenStack Ironic project. The computing node
to be deployed is able to download the image from both peers
and the object storage as well as share the downloaded data
with other peers. Only 15 minutes were required to deploy
a 3 GB image to 90 nodes by the work proposed by Shes-
takov and Arefiev [54], [55]. In comparison with the standard
OpenStack Ironic, which took 1 hour to provide 15 nodes
for the same sized image, the performance of Shestakov
and Arefiev’s work is apparently much better. Although the
number of nodes to be deployed is six times greater, the work
by Shestakov and Arefiev took only 25% of the deployment
time compared to the standard OpenStack solution. However,
Shestakov and Arefiev’s patch files have not been merged to
the OpenStack repository yet due to some concerns [54].

Although scholars have proposed various BT-based solu-
tions, earlier works related to the BT-based system deploy-
ment solutions have mainly concentrated on the efficiency,
reliability, and scalability of the systems. All BT-based solu-
tions reviewed thus far in this section have implicitly pre-
sumed that the image size of the OS and applications to be
deployed is smaller than the available random access memory
(RAM) size of the designated machine to be deployed. This
assumption is not universally applicable for all scenarios
because there is always some machine that does not have
sufficient RAM to store the image consisting of the OSs
and all the required applications. Consequently, our previous
work [10] has addressed the issue related to the shortage of
temporary storage by proposing a FSBT mechanism. Our
work [10] demonstrated the feasibility and efficiency that the
FSBT mechanism can solve the shortage problem of tempo-
rary storage in the destination machine(s). The robustness of
our previous BT and FSBTwork is due to the data distribution
to multiple peers in the BT mechanism. Thus, the BDMfaI
can reduce the possibility of failure that some peers cannot
receive the data, which is a drawback in server–client archi-
tecture. Furthermore, the BDMfaI solution was conducted
with the used blocks data to be deployed from the source
machine larger than the size of the destination machine’s
RAM. In addition, because the BDMfaI solution makes all
the destination machines to be deployed and the source
machine use BT protocol to transmit the used blocks data,
it has excellent scalability, as demonstrated in our previous
study [10].

Although the FSBT mechanism can solve the problem
related to the shortage of temporary storage, it creates some
additional issues—namely, the BT server has to prepare an
extra storage space to keep the image and requires extra
time to convert the image being saved from Partclone to the
FSBT format [10]. These two requirements are the major
drawbacks when the hard disk on the source machine con-
tains the OS and many applications where the size of used
blocks to be deployed could be more than 100 GB. A few
hours may be required to save the contents of the source

disk as an image and then convert the image to the FSBT
format. Thus, a mechanism must be designed and imple-
mented to ease this pain andmake the BT-based solutionmore
efficient.

Based on the reviews in this section, existing massive
deployment solutions have some problems or limita-
tions, which include the requirement of additional hard-
ware resources, unrobustness, inefficiency, and unscalability.
No existing solution can address these issues simultaneously.
Consequently, this study aims to propose a novel scheme,
the BDMfRD, for massive system deployment.

III. DESIGN AND IMPLEMENTATION
In our previous study [10], we proposed the BDMfaI scheme
that can apply the BT protocol on massive deployment and
verified it as feasible. However, as mentioned in Section II,
some drawbacks still need to be improved. Among these
drawbacks, one of the main concerns is the requirement to
save an image from the hard drive of the source machine,
and then the image is converted to the files in FSBT format
and used for the BT seeder to replicate the data to other
machines. This approach requires some time to save an image
from the source machine and then convert the image, and
the image needs storage space to be preserved. If these two
requirements for the image and storage space can be removed,
the efficiency of the massive deployment based on the BT
mechanism would be increased. Therefore, we proposed
the BDMfRD solution to address these two issues in this
work. This novel BDMfRD scheme contains four features:
(1) lightness; (2) good efficiency; (3) robustness; and (4) good
scalability. The software developed in this study, the upgraded
Clonezilla live [3], has a lightness feature because it does
not need to prepare these three extra resources: (1) no need
for storage space to store the image files; (2) no need to
prepare an extra server because the source template machine
can be booted by Clonezilla live as the server; and (3) no
need to insert an extra PCI interface card in each machine for
sending and receiving data. The proposed BDMfRD solution
has greater efficiency because the image is not required to
be stored in the storage and then converted to the FSBT
format. Instead, the proposed solution directly reads and
writes the used blocks from the disk device. Compared with
other BT-based solutions, the BDMfRD architecture pro-
posed in this research can be adopted to deploy the used
blocks data to be deployed from the disk of the source
machine, which is larger than the RAM size of the destination
machine. In addition, for the proposed BDMfRD solution,
the data are replicated to multiple peers so the sources are
diverse. Consequently, the proposed solution reduces the risk
of single point failure, which has commonly been seen in
server–client architectures. Hence, the proposed solution is
robust. Because all the destination machines to be deployed
and the source machine use the BT protocol to transmit the
used blocks data, excellent scalability can be achieved, as dis-
cussed in Part B of Section II. The feasibility of the proposed
solution will be demonstrated in Section IV by deploying
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FIGURE 1. The flowchart for the BDMfaI solution.

FIGURE 2. The flowchart for the BDMfRD solution.

a GNU/Linux system from a source template machine to
numerous destination machines in a computer classroom.

The flowchart of the original BDMfaI solution is depicted
in Figure 1while Figure 2 presents the flowchart for the newly
proposed BDMfRD solution in this study. For the BDMfaI
solution, the steps are:

O1: prepare the source template machine (i.e., install the
OS and applications).

O2: save the image from the source template machine’s
hard drive.

O3: convert the image to the FSBT format [10].
O4: create the BT metainfo files (∗.torrent) of the FSBT

files.
O5: start the tracker for the BTmechanism and the network

booting service.
O6: boot destination machines via network booting and

then start the massive deployment via the BT mechanism.
For the BDMfRD solution, the steps can be reduced as

follows:
N1: prepare the source template machine (i.e., install the

OS and applications).
N2: parse the used blocks of the file system on the source

template machine’s hard drive.
N3: create the BT metainfo files (∗.torrent) based on the

results of step N2.
N4: start the tracker for the BTmechanism and the network

booting service.
N5: boot the destination machines via network booting and

then start the massive deployment via the BT mechanism.
These two procedures are illustrated in Figures 1 and 2.

As shown in the two illustrations, Figure 2 has fewer pro-
cesses after the source template machine is ready for massive
deployment. Although there is such a merit, the BDMfRD
solution still has some limitations, as we will discuss in
Section V.

To combine procedures O2 and O3 from the BDMfaI solu-
tion into a single step (N2), a new mechanism was proposed
in BDMfRD. The basic idea is that the data already existed
on the hard drive, so there is no need to save the used blocks
of the file system on the hard drive as an image and then
convert the image to the files in the FSBT format. Apparently,
when the BDMfaI solution is implemented, the same data will
exist in three different formats: (1) the original used blocks
on the hard drive; (2) the image files; and (3) the files in the
FSBT format. Therefore, the BDMfaI solution is not efficient

because it requires two more storage spaces for the same
data but in different formats. Therefore, by introducing the
BDMfRD, the image file and the files in the FSBT format
are unnecessary. Although we do not have to save the image
and convert it to the FSBT format, the used blocks on the file
system still have to be parsed by the Partclone [14] so that a
mapping file and the metainfo file for the BT mechanism can
be created. In addition, the EZIO program [15], a BT-based
deployment program, has to be improved to read andwrite the
used blocks directly from and to a raw device. The details of
implementing Partclone and EZIO tomeet these requirements
are described in detail in section A of the Appendix.

Based on the mechanisms mentioned in Appendix A, our
earlier works on massive deployment [3], [10] were enhanced
so that the system could be deployed directly from a source
template machine without any external storage space and an
extra server machine. The template machine can be adopted
directly as both the source machine and massive deployment
server. Figure 3 demonstrates the services on the source
template machine and the corresponding functions required
by the destination machines during system deployments.
Once the source template machine is ready, it is booted by
Clonezilla live and enters the ‘‘Lite Server Mode’’ [56]. The
services started on the source template machine, including
the dynamic host configuration protocol (DHCP), trivial
file transfer protocol (TFTP), hypertext transfer protocol
(HTTP), EZIO, and BT tracker, are similar to those in
our previous work [3], [10]. However, the major difference
between this study and the previous one is step D3 for BT
deployment—that is, steps O2 and O3 were merged into step
N2, as previously mentioned in this section.

Figure 4 presents an example of adopting the mechanism
proposed in this study to replicate the OS and applications
reading directly from the source template machine’s hard
drive to three other machines. The major difference between
this mechanism and the one proposed in our earlier work [10]
is the lack of an image repository requirement. Users can
boot the source template machine with Clonezilla live, enter
the Lite Server Mode, assign the mode as ‘‘BT from the raw
device,’’ set the source template machine’s hard drive as the
source, and then boot the three destination machines via net-
work booting. The remaining jobs, including all deployment
tasks and system rebooting, will be finished automatically.
The used blocks on the hard drive from the source template
machine will be replicated to the three destination machines
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FIGURE 3. The services provided by Clonezilla lite server in the source template
machine and their corresponding functions in system deployment.

FIGURE 4. The schematic figure for massive deployment. The template machine runs as the
source and deployment server, and the three destination machines are deployed.

using the BT protocol by EZIO. In Figure 4, EZIO reads only
used blocks from the source template machine (seeder), while
both reading and writing the used blocks from and to the hard
drives of these three destination machines (leechers).

Based on the mechanism discussed in the section, the
software we have implemented has been released as an
open-source program for download [56]. Furthermore, a
step-by-step document has been released on the website [57].

IV. EXPERIMENTAL PROCESS AND RESULTS
This section presents the experimental process and results
of the proposed mechanism for massive deployment. The
conditions of experiments are presented in sub-section A.
Then, sub-section B demonstrates the process of system
preparations and massive deployments. Finally, sub-section

C demonstrates the experimental results and compares the
results being derived by various deployment methods.

A. CONDITION OF THE EXPERIMENTS
The experiments deployed a Linux system to 1 to 32 destina-
tion machines using the newly developed BDMfRD solution
in a computer classroom. The experimental environment
consisted of the following machines and images:
• The Cisco Catalyst 3560G switch with 48-gigabit ports,
was adopted as the network switch. The spanning tree
protocol was disabled to avoid the timeout of network
booting in the destination machines.

• A Dell T1700 source template machine was adopted,
which also served as the server. The central processing
unit (CPU) is a 3.3 GHz Intel Xeon E3-1226 processor.
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FIGURE 5. Configuration of the experiments. One of the PCs in the
computer classroom was chosen as the source template machine. The
rest of the 32 computers were connected with a 48-port gigabits
network switch.

The size of the RAM is 16 GB. The size of the hard disk
is 1 TB. An Ubuntu Linux system with applications and
data was installed on this template PC, occupying 50 GB
of the hard disk.

• For PC destination machines, Dell T1700 PCs with the
same configuration as the one serving as the server were
adopted.

In the experiments, 32 PC destination machines were con-
nected to the server using a Cisco Catalyst 3560G switch
and the Category 5e network cables. The configuration
of the experiments for massive deployments in large-scale
computers is presented in Figure 5.

When conducting the experiments, the source template
machine was booted with Clonezilla live and entered the
lite server mode, which has the function to relay the DHCP
requests from the PC destination machines to the existing
DHCP service in the LAN. After choosing the hard disk
(/dev/sda, i.e., the first disk in the source template machine)
as the source, the BT solution was chosen for the massive
deployment. The destination machines were booted from the
pre-boot execution environment (PXE) [58]. Ten experiments
were conducted to replicate the used blocks of the hard
drive on the source template machine to 1 to 32 destination
machines. During the deployment to some of the destina-
tion machines, the remaining destination machines from the
32 machines not deployed were powered off.

B. SYSTEM PREPARATION AND MASSIVE DEPLOYMENTS
When each massive deployment experiment is conducted,
the ‘‘total time’’ t is defined as the overall time required
to deploy the file system(s). The total time is equal to the
summation of the preparation time tp and the massive deploy-
ment time td (refer Eq. (1)). Here, the preparation time tp
includes the image saving time and metainfo file creating
time

t = tp + td (1)

TABLE 2. The time, tp (secs), required for massive deployment
preparation by different solutions.

TABLE 3. The time, td (secs), required to deploy a 50 GB Ubuntu Linux
system and applications using the sequential, multicast, BDMfaI, and
BDMfRD solutions.

The remaining time required for system booting, partition
table creation, image file conversion, and informing the server
regarding deployment results is not included.

Table 2 summarizes the preparation time required for
the jobs of the four types of solutions for massive deploy-
ments (i.e., the sequential [unicast], multicast, BDMfaI and
BDMfRD). No matter what the solution is, basically, three
types of jobs might be related to the four identified solutions
of massive deployments: (1) image saving; (2) FSBT file
creations; and (3) the creation of metainfo file. It should
be noted that these three types of job are not all required
by the four solutions. For example, the ‘‘image saving’’ is
required by the sequential and multicast solutions. There-
fore, the preparation time for both the sequential (tSQp) and
multicast (tMCp) solutions is 551 seconds. In addition, both
the ‘‘image saving’’ and ‘‘FSBT/metainfo file creation’’ jobs
are required by the BDMfaI solution only. The time (tBT1p)
required for the preparation is 1383 secs. For the BDMfRD
solution, the time is only required for creating metainfo file.
The required time for preparation (tBT2p) is 291 secs.
Table 3 summarizes the time td , which is required to

deploy a 50-GB Ubuntu Linux system and applications to
1 to 32 destination machines using the sequential, multicast,
BDMfaI and BDMfRD solutions. The time required for these
four solutions is obtained from the experiments conducted for
this study.
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TABLE 4. The total time, t (sec), required to deploy a 50-GB Ubuntu Linux
system and applications using the sequential, multicast, BDMfaI, and
BDMfRD solutions.

C. EXPERIMENTAL RESULTS AND THE COMPARISONS
BETWEEN DIFFERENT DEPLOYMENT METHODS
Tables 4 and 5 summarize the total and average time required
to deploy the machines using these four solutions, respec-
tively. The values in Table 4 were obtained by aggregating
the values from Table 2 and Table 3 using Eq. 1. The total
time required to deploy a 50-GB Ubuntu Linux system and
applications using the sequential is

tSQ = tSQp + tSQd (2)

while the time required for the BDMfRD solution is

tBT2 = tBT2p + tBT2d (3)

According the results in Table 4, the BDMfRD solution
clearly outperformed the other three solutions in all the
deployments to different numbers of destination machines
because the time required for the BDMfRD solution to deploy
all the files is the shortest, except when two destination
machines were deployed. For such a case, the multicast
solution (1025 seconds) performed slightly better than the
BDMfRD (1125 seconds).

Table 5 summarizes the average time required to deploy
a destination machine using the four previously mentioned
solutions. The values were obtained from the total time to
deploy the whole system divided by the number of des-
tination machines. Basically, the trend is the same as the
trend observed in Table 4. When 32 destination machines
were deployed (see Table 5), the BDMfRD solution only
spent 8.758% of the average time required by the sequential
solution, 50% of the average time required by the multicast
solution, and 54.430% of the average time required by the
BDMfaI solution.

Figures 6 and 7 demonstrate the results of the massive
deployments using the multicast, BDMfaI, and BDMfRD
solutions. The total time and average time required by these
three massive deployment solutions are demonstrated in
these two figures. As the sequential solution is not ade-
quate for this kind of massive deployment, the results of

TABLE 5. The average time, ta (sec), required to deploy a 50 GB Ubuntu
Linux system and applications to a destination machine using the
sequential, multicast, BDMfaI, and BDMfRD solutions.

FIGURE 6. The total time required for the massive deployment to various
destination machines using the multicast, BDMfaI, and BDMfRD solutions.

FIGURE 7. The average time required for the massive deployment to
various destination machines using the multicast, BDMfaI, and BDMfRD
solutions.

deployment when using the sequential solution is not pre-
sented in Figures 6 and 7.

Based on the illustrations in Table 4 and Figure 6, the total
time required for massive deployment by the proposed
BDMfRD solution is lowest compared with the total time
required by the multicast and BDMfaI solutions, except when
deploying two destination machines. This case is discussed
in Section V. In addition, the average time required for
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FIGURE 8. The speedup for the massive deployment to various
destination machines using the multicast, BDMfaI, and BDMfRD
solutions. The ideal speedup is also shown for comparisons.

TABLE 6. Speedups and ratios for BDMfRD to BDMfaI solutions.

deploying a destination machine using the BDMfRD solution
decreases as the number of destination machines increases.
This phenomenon reveals that the proposed BDMfRD solu-
tion has a good scalability in the massive deployment. All
of the destination machines deployed by these three massive
deployment solutions were verified as bootable and could
enter the Ubuntu Linux after being deployed. Therefore, these
experiments verified the feasibility, efficiency, and scalability
of the proposed BDMfRD solution.

V. DISCUSSION
This section discusses the performance achieved by the
proposed BDMfRD solution. The comparisons between the
proposed method and other solutions are also discussed.
Finally, the limitations of this study are presented.

A. PERFORMANCE OF THE PROPOSED SOLUTION
Based on our earlier definition [3], the speedup of the massive
deployment is the ratio of time required to deploy numerous
computers sequentially versus the time required to deploy
numerous computers through a massive deployment solu-
tion. Here, the time is the ‘‘total time’’ required, which
includes both preparation time and massive deployment time.
Figure 8 and Table 6 demonstrate the speedup being achieved
in the experiments incorporating 1 to 32 machines. The ideal
speedup case is provided for comparison. In the ideal case,
no overhead exists. Meanwhile, the speedup increases lin-
early as the number of destination machines increases, which
is provided for comparison.

TABLE 7. The time-saving ratio by the proposed BDMfRD solution
compared to the previous BDMfaI solution.

FIGURE 9. The time-saving ratio achieved by the massive deployment
solution BDMfRD when compared with the BDMfaI solution.

The results from the real-world experiments show that
both multicast and BT solutions achieved limited enhance-
ments of performance compared to the ideal case. Among
the multicast, BDMfaI, and BDMfRD solutions, the pro-
posed BDMfRD achieved the best performance from the
aspect of massive deployment. The speedup value of the
BDMfRD solution is 11.374 when 32 destination machines
were deployed, while the values of the multicast and the
BDMfaI solutions are 5.708 and 6.223, respectively. The
speedup ratio of the BDMfRD versus the BDMfaI solution
is 2.659 when there is 1 destination machine. The ratio
decreases slightly to 1.828 when 32 destination machines
were deployed.

In general, the proposed BDMfRD solution is about two
times faster than the BDMfaI one based on the speedup
ratios. The time-saving ratios are summarized in Table 7 and
demonstrated in Figure 9. The values of the time-saving ratios
were derived from the differences between the time required
by the BDMfaI and the BDMfRD solutions for the same
number of destination machines. The difference between the
time required by the two solutions was then divided by the
time derived from the BDMfaI solution.

Based on the analytic results, the proposed BDMfRD solu-
tion improved 62.391% when one destination machine was
deployed. The time-saving ratio was kept as 45.289% when
32 destination machines were deployed. From Tables 2 and 3,
the preparation time for the BDMfaI solution is 1383 secs
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while the time required by the BDMfRD solution is only
291 secs. The preparation time for the BDMfaI is 4.753 times
that of the BDMfRD, and it is almost about the same order
of time compared with the BDMfaI deployment time for
32 destination machines. This overhead takes too much for
the BDMfaI solution; thus, its performance is not as good
as that of the BDMfRD solution. As mentioned in the pre-
vious section, the time required by the BDMfRD solution is
lowest except when two destination machines were deployed,
when the multicast solution showed better performance.
Although the preparation time for the BDMfRD solution is
only 291 secs, which is less than the preparation time for the
multicast solution (i.e., 551 secs), during deployment, the BT
solution adopted for deploying a small number of destination
machines will be choked in the source machine, which is the
only source of the data. As more destination machines join,
the downloading rate of BT can be achieved when all peers
increase [59]. When the number of destination machines is
very small, like the 2-destination-machine case in this work,
the strength of the BT-based solution cannot be demonstrated.
Therefore, the multicast solution performed better in such a
scenario.

The deployment time between the BDMfaI and BDMfRD
solutions can be compared in Table 3. Based on the compar-
ison results, the deployment time by the BDMfRD solution
is smaller than that of the BDMfaI if the preparation time is
neglected, nomatter what the number of destinationmachines
is. When the BDMfRD solution is adopted, the used block
data on the file system to be transferred is read directly
from the disks of all destination machines joining in the BT
mechanism. Instead, for the BDMfaI solution, the source data
is from the FSBT files located in one of the directories on the
source template machine (server). Hence, the OS has to spend
some time first locating the FSBT files and then sending the
files to the destination machine(s) via the BT mechanism.
Thus, the BT-based mechanism in the BDMfaI solution is not
as efficient as the BDMfRD solution as the EZIO program
can directly read the used blocks from the disk of the source
template machine in the BDMfRD solution. However, when
more destination machines join the BT-based mechanism in
the BDMfaI solution, the FSBT files exist only on the server
while the rest of the peers will also use the EZIO program
to read and write the block data directly from and to the
disks on the destination machines. Therefore, as the number
of destination machines increases, the impact on the required
time to locate the FSBT files on the server will become less
when the BDMfaI solution is adopted.

From Table 3 and Figure 6, the scalability of the BDMfRD
solution can be demonstrated. When the number of destina-
tion machines increases from 8 to 32, the total time to deploy
all destination machines increases from 899 to 1091 secs,
which is about a 21.357% performance enhancement at the
moment when the number of destination machines increases
by 400%. Based on the results derived in this study, this
trend cannot be guaranteed when the number of destination
machines is more than 32. However, based on the nature of

TABLE 8. Comparisons of the BDMfRD and BDMfaI solutions.

TABLE 9. Summary of comparisons of characteristics of the BDMfRD and
BDMfaI solutions.

BT [47] and earlier works [60], the BT protocol canworkwell
when more than 32 peers exist.

B. COMPARISONS
Our previous study [10] identified the pros and cons between
BT and multicast mechanisms. In this study, although the
same BT protocol is applied, the BDMfaI and BDMfRD
solutions can still be differentiated. The pros and cons should
be discussed, as summarized in Table 8. According to the
usage scenarios, the BDMfaI solution showed better flexibil-
ity because the user can choose different images to deploy
the destination machines. The BDMfRD solution has the pros
that no extra disk space is required and it can provide better
performance and scalability.

Table 9 compares the work and the previous solutions
for BT-based massive bare-metal provisioning. From the
aspect of efficiency, the BDMfRD solution has better effi-
ciency than the BDMfaI solution based on the experimental
results demonstrated in Section 4 and Table 7. The aver-
age time-saving ratio for 10 experiments is 52.211% (see
Table 7); thus, the time reduction due to the BDMfRD solu-
tion is 52.211% for these 10 experiments when compared
with the BDMfaI solution. Considering the number of des-
tination machines, the time reduction can be sustained when
the number of destination machines to be deployed is more
than 32.

Table 10 compares Clonezilla live and other massive
deployment solutions, including open source and proprietary
ones. Clonezilla live, which has been improved by using
the BDMfRD solution in this work, was released under the
open source, free software GNU General Public License
(GPL) [61], while Kadeploy [40] is offered under another
open source, free software license CEA CNRS INRIA Logi-
ciel Libre (CeCILL) [62]. The remaining programs, includ-
ing SmartDeploy [63], Acronis Snap Deploy [32], Microsoft
Deployment Toolkit [64] and EZ-Back System [65], are all
proprietary software. As demonstrated in Table 10, Clonezilla
live is superior to other solutions as it supports more features,
such as allowing the source to be from an image or a raw
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TABLE 10. Comparisons of massive deployment solutions.

device, having the capability to deploy bothMSWindows and
GNU/Linux systems, and being able to adopt the BT protocol
to replicate the data, resulting in better reliability and scalabil-
ity than other solutions based only on the unicast or multicast
protocols. In light of these factors, the improved Clonezilla
live with the newly added BDMfRD solution adopting the BT
protocol in this research once again demonstrated superiority
for massive deployments.

C. LIMITATIONS
Despite the successful implementation in this study, the pro-
posed BDMfRD solution still has some limitations, including
no option for choosing the source image and a fixed device
name. Overall, the BDMfRD solution lacks flexibility. These
limitations are discussed next.

1) NO OPTION TO CHOOSE THE SOURCE IMAGE
When using the BDMfRD solution, there is no need to save
the image of the disk because the source data will be read
directly from the template machine’s raw device. Hence, only
one source is available for deployments. However, when the
BDMfaI solution is adopted, the user can choose the image
to be deployed from many of the images in the repository.
Moreover, the image file is portable; the file can easily be
duplicated and transferred to different places. However, raw
devices, like the hard drive in the BDMfRD solution, cannot
be duplicated and transferred in the same way to different
places because the hard disk is a physical item. Hence, the
circulation of the hard disk is not as easy as the digitalized
image file.

However, the BDMfRD and BDMfaI solutions do not
conflict with each other. One can put the image on the stor-
age server as the repository and then use the Clonezilla lite

server to mount the image repository to perform massive
deployment when using the BDMfaI solution. If the template
machine is ready to serve as the source machine, where the
OS and applications have been installed, one can boot the
source template machine as the Clonezilla lite server. The
system can then be massively deployed to other destina-
tion machines using the proposed BDMfRD solution. Hence,
users still have the option to choose either the BDMfRD or
BDMfaI solution.

2) DEVICE NAME
When the BDMfRD solution is applied, the used block data
on the file system has to be read and written directly from and
to the physical raw device. If the BDMfaI solution is adopted,
users can choose the image from the repository. If the des-
tination device is different from the source device due to
the differences in the type of hard drives (e.g., the source
device is /dev/sda while the destination is /dev/nvme0n1),
then Clonezilla can convert the image saved from the /dev/sda
to the /dev/nvme0n1 format. However, as previously men-
tioned, Clonezilla has no way to convert the raw device name
if the BDMfRD solution is applied, as the data have to be
directly read andwritten from the physical raw device. Hence,
the BDMfRD solution can only be used for the same type of
hard drives between the source and the destination machines.

VI. CONCLUSION
This work proposed a novel mechanism of massive deploy-
ment, BDMfRD, based on the BT protocol. Previous works
have been improved by making the Partclone program scan
the file system on the hard drive and then list the used
blocks so that the EZIO program can directly read and write
the used blocks on the hard drive. This BDMfRD mecha-
nism allows the OS and applications of the source template
machine to be massively replicated directly from the hard
drive of the source template machine to other destination
computers without the preparation and usage of an image file.
In addition, the BT-based mechanism proposed is light, more
robust, efficient, and scalable. The BDMfRD solution is light
because no storage space is required to store the image files.
Furthermore, no extra server is required because the source
template machine can be booted as the server. Unlike other
hardware solutions, the mechanism proposed does not need
to insert an extra PCI card in each machine in order to send
and receive data. To the best of the authors’ knowledge, this
is the first solution that can provide such a light, robust, effi-
cient, and scalable solution formassive deployment. Based on
the empirical study, the proposed solution outperformed the
previous BDMfaI solution with a 45.289% time savings when
32 computers were deployed. Overall, based on the compar-
isons with the features and performance of prior works as well
as some commercial solutions, the proposed solution offers
significant advantages and better performance.

As for the future research possibilities, it is valuable to
apply the work done by Marozzo et al. [49] to our mas-
sive deployment solution so that the energy consumption
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FIGURE 10. The mechanism to parse the used blocks of the file system in the BDMfRD solution.

can be reduced while the impact on the average deployment
time can be negligible. Moreover, it is worth extending this
research to non-x86 architecture, especially the Advanced
RISC Machine (ARM)-based platforms because such solu-
tions are widely adopted in the HPC environment [66], [67]
due to their energy-efficient features. Meanwhile, the BT
mechanism has been adopted in only system deployments; the
network booting process, where every destination machine
to be deployed downloads about 300 MB of system booting
files, has not been studied. If the number of destination
machines increases, the network booting process will become
the bottleneck for the whole deployment procedure when all
of the destination machines boot at almost the same time.
Hence, this improvement is essential when the BDMfRD
solution is applied to a deployment with a very large scale.
Furthermore, both the BDMfaI and BDMfRD solutions have
the potential to be adopted for data replications in multiple
sites when the files to be transferred contain numerous small
files. In this case, transferring the used blocks on the file
system might provide better efficiency than transferring the
files for data transmission because, by reading and sending
the used blocks on the file system, it does not have to go
through the OS file system for every single file. This topic
is very suitable for future explorations.

APPENDIX
A. SOFTWARE IMPLEMENTATION
To combine procedures O2 and O3 from the BDMfaI
solution (Figure 1) into a single step (N2) in BDMfRD
(Figure 2), a new mechanism shown in Figure 10 was intro-
duced. We improved Partclone with the options ‘‘-t’’ or
‘‘–btfiles_torrent’’ for generating the metainfo file required
by the BT mechanism in this study. Thus, the used blocks on
the file system can be parsed and listed. The new options,
‘‘-t’’ or ‘‘–btfiles_torrent,’’ in Partclone are different from
the options ‘‘-T’’ or ‘‘–btfiles’’ in our previous study [10].
The option ‘‘-t’’ or ‘‘–btfiles_torrent’’ in Partclone in this

study only generates the torrent information file, which lists
the offsets and lengths of the used blocks on the file system
while the ‘‘-T’’ or ‘‘–btfiles’’ in Partclone in the previous
study [10] creates the files in FSBT format based on the
used blocks of that file system. Here, we provide an example
of using the option ‘‘-t’’ or ‘‘–btfiles_torrent’’ in Partclone.
To parse the used blocks of the ‘‘ext4’’ file system on the first
partition of the first disk (/dev/sda1), the buffer size for the
data being parsed is ‘‘16777216’’ bytes, and the output file
‘‘torrent.info’’ is put in the path /bt-data/, so the command
for Partclone is

partclone.ext4 -c -t –buffer_size 16777216 -s /dev/sda1 -o
/bt-data/

In this command, the option ‘‘-c’’ is used to enable Part-
clone to save the information from the file system instead of
restoring it.

The content of the generated file ‘‘torrent.info’’ is demon-
strated in Figure 11 as an example, where every set of the
offset and length on the file system forms the so-called
used blocks on the file system. When the used blocks are
parsed by Partclone and their size is larger than the buffer,
the checksum of the used blocks will be created by the Secure
Hash Algorithm 1 (SHA-1) [68], and the checksum will
be stored in the ‘‘torrent.info’’ file. Although other modern
and better hash algorithms (e.g., SHA-256 or SHA-512) are
available nowadays, the checksum is still calculated by the
SHA-1 algorithm because the checksum has to be derived
using the SHA-1 algorithm according to the BT metainfo
definition [47].

Then, a BTmetainfo file containing the information, which
includes (1) the used blocks list file from the ‘‘torrent.info’’
file, (2) the torrent server, (3) the creator’s name, and (4)
the partition name, can be created. In this work, a program
called ‘‘gen-torrent-from-ptcl’’ was developed to fulfill this
purpose. For example, based on the following information:
(1) the used blocks from the first partition of the first disk is
‘‘sda1’’; (2) the torrent server’s IP address is ‘‘192.168.1.1,’’
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FIGURE 11. The used blocks list generated by Partclone for the BDMfRD solution;
only the first few parts are shown.

with transmission control protocol (TCP) port 6969; (3)
the creator’s name is ‘‘Clonezilla’’; (4) the used blocks list
file is ‘‘/bt-data/torrent.info’’; and (5) the desired output BT
metainfo file is ‘‘/bt-data/sda1.torrent,’’ the following com-
mand is executed to combine them and create the metainfo
file ‘‘/bt-data/sda1.torrent’’:

gen-torrent-from-ptcl -p sda1 -t http://192.168.1.1:6969/
announce -c Clonezilla -i /bt-data/torrent.info -o /bt-data/
sda1.torrent

The EZIO program [15] is a BT-based deployment pro-
gram. In our previous work [10], EZIO can only support
the reading of used blocks from an image file. In this work,
EZIO has been improved to read and write the used blocks
directly from and to a raw device so that we can skip step
O2 in Figure 1. The novel BT-based mechanism follows the
flowchart in Figure 2. Moreover, with the features being
implemented in the BDMfRD solution, there is no need to
provide more storage space for extra files in the different
formats required in BDMfaI. In the BT mechanism, a peer
with all data is called a seeder whereas a peer with only part
of the data is called a leecher [10]. In the BDMfRD solution,
the seeder only reads the used blocks from the raw device
whereas the leecher reads and writes the used blocks directly
from and to the raw device. Here, we provide two examples
of the improved EZIO serving as the deployment program in
the seeder and leecher:

• Seeder:

For the seeder, when the cache size is set as 2459085 KiB
(half the size of the free memory on the destination machine;
decided before the execution of EZIO), the file containing the
used blocks information is ‘‘/bt-data/sda1.torrent.’’ The used
blocks are loaded from the partition /dev/sda1. No timeout
will occur. That is, the program will be executed continually
until the process is terminated by the system administrator.
The command for EZIO in the seeder is

ezio -U –cache 2459085 -T /bt-data/sda1.torrent -L
/dev/sda1

• Leecher:
As for the leecher, when the timeout is defined as one minute,
the file containing the information of the used blocks is
‘‘/bt-data/sda1.torrent.’’ The blocks are written to and read
from the partition /dev/sda1. The leecher will share data if
available. So the leecher not only receives data from others
but also sends data to them. The command for EZIO in
the leecher is ezio -t 1 /bt-data/sda1.torrent /dev/sda1 Here,
the one-minute timeout means that, once the leecher finishes
deploying the raw device, /dev/sda1, it will continually spend
one more minute waiting for other leechers to request data.
If no other leechers request data within one minute, the EZIO
command will be terminated, and another EZIO command
will be started to deploy the rest of the partition(s). After all
the partitions are deployed, the post tasks (e.g., boot loader
restoring) will be performed.
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