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ABSTRACT With the continuous improvement of human living standards, population aging has become a
global development trend. At present, China has entered an aging society, the health and safety of the elderly
have become the focus of social concern. Due to the aging of physiological structure and the decline of
physical function, the probability and frequency of accidental falls in the elderly are very high. Under the
above background, the purpose of this study is based on a heterogeneous sensor data fusion algorithm in an
intelligent wearable sensor network. This article proposes a heterogeneous sensor data fusion algorithm
based on wearable wireless body area network technology, and constructs a high-precision and stable
wearable elderly activities of daily living (ADLs) and fall monitoring system. We first select the three-
axis acceleration sensor, three-axis magnetic sensor, and three-axis angular velocity sensor to monitor the
activities of the elderly. Then, we use Bluetooth to transmit the data collected by heterogeneous sensors to
smartphones, and communicate with service centers and users through the mobile phone communication
network, Family members interact to form a wireless city network based on wearable technology. Our
proposed data fusion approach is based on the Kalman filter algorithm, which can reduce the system noise
and improve the stability of the system. The experimental results demonstrate that the fall detection system
proposed and implemented in this study can well detect accidental falls in the daily activities of the elderly,
the sensitivity and specificity of the fall detection system are 98.7% and 98.5% respectively. The study in
this article has a high research value and practical application significance in protecting the healthy life of
the elderly.

INDEX TERMS Wearable sensor network, heterogeneous sensors, attitude measurement, data fusion.

I. INTRODUCTION
The rapid increase in the number of elderly people has
brought great challenges to the medical system of the entire
society. More and more wearable elderly health monitoring
systems choose wearable wireless sensor body area networks
for real-time and remote monitoring of the human body so
that the user’s family or doctor can grasp the patient’s body
condition in real-time [1]. At present, with the development
of computer applications and the improvement of computer
processing ability, the acquisition of human motion param-
eters becomes more scientific and reliable, and the research
results are more and more valued by all walks of life. With
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the rapid development and maturity of microelectronic
technology, the performance of various electronic compo-
nents has been greatly improved, and the manufacturing
process has also made considerable progress. The sensor is
developing towards the direction of intelligence and minia-
turization, which makes the motion recognition based on
wearable sensors become the hot direction in the field of
pattern recognition [2].

The wearable sensor network is a new technology that
has developed rapidly in recent years. This is mainly due to
the social development and improvement of living standards
that have made people pay more and more attention to their
own health. Medical treatment has also changed from passive
treatment to active prevention and monitoring. The wearable
sensor network embodies the concepts of mobile medical and
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telemedicine, and can provide people with personalized and
ubiquitous medical care services. Life status monitoring and
a series of research work provide a technical platform.

Falls in the elderly are a major public health problem in the
world, as it often leads to disabling fractures. The accidental
fall of the elderly has always been an important issue in social
health care. According to statistics, nearly 30% of the world’s
elderly people over the age of 65 will fall accidentally every
year. With the aggravation of the aging population in China,
more andmore attention has been paid to the accidental injury
of the elderly due to falls. With the development of medical
technology, a kind of health management (health card) ser-
vice for the elderly or people with mobility difficulties has
emerged, which is designed to help them carry out their daily
life smoothly. With the advancement of the aging society, the
proportion of elderly and weak patients who are unable to
move due to old age is increasing year by year, so the demand
for the above services is growing.

In recent years, heterogeneous sensor data fusion is a chal-
lenging field. Two of the challenges are learning frommissing
data and finding shared representations of multimodal data
to improve reasoning and prediction. Zhang proposed a deep
modal encoder (DME) based on the deep learning technology,
which is used for sensor data compression, missing data
filling, and new modal prediction. The traditional method
only captures the intra-pattern correlation, while DME can
simultaneouslymine the intra-pattern correlation of the initial
layer and the deeply enhanced pattern correlation. In this way,
the statistical structure of sensor data can be better used for
data compression. By introducing a new objective function,
DME has a significant ability to fill the missing data in
the sensor data [3]. Valero proposed a real-time monitoring
decision-making method of Bayesian nonparametric Dirich-
let process (DP) based onmultiple heterogeneous sensor data.
Under different experimental conditions, the sensor signal is
obtained from the UPM device, which is composed of micro
tri-axial force, tri-axial vibration, and acoustic emission (AE)
sensors installed near the tool. They use an adaptive non-
parametric DPmodeling technology to track the obvious non-
linear and non-Gaussian signal patterns in the sensor data
obtained by experiments [4].

This research mainly focuses on the heterogeneous sensor
data fusion algorithm in the intelligent wearable sensor net-
work. The algorithm combines the carrier attitude estimation
method and the filtering algorithm. The former is used for the
calculation and representation of human motion attitude, and
the latter is used to improve the accuracy of the algorithm.

II. WEARABLE WIRELESS SENSOR NETWORK SYSTEM
A. WEARABLE WIRELESS SENSOR NETWORK
ARCHITECTURE
1) WEARABLE WIRELESS SENSOR NETWORK STRUCTURE
Due to the development and expansion of the concept of
wearable computers, wearable sensor networks came into
being [5]. It is composed of wireless sensor nodes with dif-
ferent functions and is mainly deployed on low-power mobile

FIGURE 1. Node structure of a wearable wireless sensor network.

targets. Sensor nodes mainly include photoelectric sensors,
temperature and humidity sensors, pressure sensors, etc. [6],
[7]. The use of short-range wireless communication technol-
ogy for communication between nodes is a sensor network
that can intelligently sense information about the human body
and its surrounding environment, and belongs to a new type of
wireless sensor network [8], [9]. In the underlying data trans-
mission stage, short-range wireless communication technolo-
gies such as Bluetooth, ZigBee, and Wi-Fi are mainly used
to build a new wireless human body area network (WBAN),
which is wireless, self-organizing, highly flexible, and even
hidden. In this network, the sensor nodes mainly monitor
the user’s various movement status information in real-time,
extract the characteristics of the collected data, merge the
data, and use the wireless communication protocol to send
the fusion result to the wireless communication module, and
then, the received data send to the terminal device for process-
ing. The biggest difference between wearable wireless sensor
networks and wearable computers is that sensor networks can
effectively complete decentralized control [10], [11].

2) SENSOR NODE STRUCTURE
Sensor networks belong to task-based networks, which are
designed and deployed with different architectures according
to different application backgrounds, especially with per-
tinence [12]. The general sensor node structure is shown
in Figure 1.

Among them, the data acquisition module is composed
of multiple wireless sensors with different functions and
digital to analog conversion components, which are respon-
sible for information acquisition and data conversion of
the monitored area or object. The data processing mod-
ule includes processor and memory, whose main task is to
control the operation instructions of all sensor nodes, The
data collected by itself or transmitted by other nodes are
stored and processed. The main task of the data transceiver
module is to transmit radio frequency signals, communicate
with other sensor nodes wirelessly, and exchange control
information and data collected by sensor nodes with each
other. The power module is responsible for providing the
energy required for normal operation of the wireless sen-
sor nodes, Generally, micro-batteries are selected for power
supply [13], [14].
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FIGURE 2. Three-dimensional human coordinate system.

B. DEFINITION AND TRANSFORMATION OF 3D
COORDINATE SYSTEM
The posture of the human body is the azimuth relationship
between the human body coordinate system and the geo-
graphical coordinate system, so this study involves two coor-
dinate systems: the human body coordinate system and the
geographical coordinate system [18].

For the inertial MEMS sensor, the human body coordinate
system is the most basic coordinate system, because the
inertial MEMS sensor is fixed on the human body and moves
with the movement of the human body, so the sensor coordi-
nate system and the human body coordinate system remain
coincident [19], [20]. The three-dimensional human body
coordinate system is shown in Figure 2. Its origin coincides
with the center of mass of the human body. The x-axis points
forward to the front of the human body, the y-axis points
to the side of the human body to the right, and the z-axis
vertically coincides with the gravity direction. The three axes
are perpendicular to each other, and the arrow direction is
positive, forming the right-hand coordinate system.

The geographic coordinate system is the local horizontal
coordinate system, also known as the NED coordinate sys-
tem or the inertial rectangular coordinate system, which is
also represented by three mutually perpendicular vector axes
that satisfy the right-hand orthogonal rule. Its origin coincides
with the origin of the human body coordinate system. The N
axis points to the north of the earth along the local meridian,
the E axis points to the east of the earth along the local
latitude, and the D axis coincides with the direction of gravity
and points to the center of the earth [21].

Because the posture of the human body is expressed by
the orientation relationship between the human coordinate
system and the geographic coordinate system, it involves
the conversion between the two coordinate systems. In the
mathematical method, the conversion from one rectangu-
lar coordinate system to another rectangular coordinate sys-
tem requires two operations of rotation and translation, but
because translation does not change the direction of the

coordinate system, only the coordinate rotation is considered
here [22], [23]. The angular relationship between two spatial
coordinate systems can be expressed by a matrix, namely the
direction cosine matrix.

A three-dimensional rectangular coordinate system
OX1Y1Z1 is provided, and the unit vectors on its three axes
are i1, j1, k1, respectively. Any vector L can be represented
by its components on three axes:

L = LX1i1 + LY1j1 + LZ1k1 (1)

Here, the component LX1, LY1, LZ1 is the projection of the
vector L on the three axes X1Y1Z1, |L| in the formula (2) is the
modulus of the vector L, and θLX1, θ

L
Y1 and θ

L
Z1 are the angles

between the vector L and the three axes of the coordinate
system OX1Y1Z1 respectively [24], [25].

LX1 = |L| cos θLX1
LY1 = |L| cos θLY1
LZ1 = |L| cos θLZ1 (2)

Obviously, when cos θLX1, cos θ
L
Y1, and cos θLZ1 are deter-

mined, the direction of the vector L relative to the coordinate
system OX1Y1Z1 is also determined, so cos θLX1, cos θ

L
Y1, and

cos θLZ1 are called the direction cosine of the vector L in the
coordinate system OX1Y1Z1.

Now suppose there is another three-dimensional rectangu-
lar coordinate systemOX2Y2Z2, where the direction cosine of
the X2 axis in three directions relative to theOX1Y1Z1 coordi-
nate system are cos θX2X1 , cos θ

X2
Y1 , and cos θ

X2
Z1 ; the Y2 axis in

three directions relative to theOX1Y1Z1 coordinate system are
cos θY2X1 , cos θ

Y2
Y1 ,and cos θY2Z1 ; the Z2 axis in the three direc-

tions of theOX1Y1Z1 coordinate system are cos θX2Z1 , cos θ
Z2
Y1 ,

and cos θZ2Z1 ; then there is a directional cosine matrix:

C2
1 =


cos θX2X1 cos θX2Y1 cos θX2Z1

cos θY2X1 cos θY2Y1 cos θY2Z1

cos θX2Z1 cos θZ2Y1 cos θZ2Z1

 (3)

L2 = C2
1L1 (4)

L1 and L2 in formula (4) represent the column vectors
of the coordinates of vector L in OX1Y1Z1 and OX2Y2Z2,
respectively:

L1 =
[
LX1 LY1 LZ1

]T (5)

L2 =
[
LX2 LY2 LZ2

]T (6)

Since the nine elements in C2
1 are the direction cosine

between the coordinate axes of the two coordinate systems,
it reflects the angular position relationship between the two
coordinate systems, so the matrix C2

1 links the two sets of
coordinates of the same vector.

C. MATHEMATICAL MODEL OF DATA FUSION ALGORITHM
1) SAMPLING DATA MODEL
Because the measurement data of the sensor is not accurate
enough, a single sensor is not enough to meet our accuracy
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requirements for human activity measurement. In order to
obtain satisfactory and accurate data, wireless sensor net-
works usually monitor the same target through multiple sen-
sors of the same type, integrate the results of multiple sensors,
merge relevant information, and perform overall calculations
to get closer to the final result. Therefore, data fusion is based
on sampling data from multiple sensors.

Suppose that at time t there are n sensors measuring
the relevant parameters simultaneously in different direc-
tions. The sensor sequence can be expressed as S (t) =
{S1 (t) , S2 (t) , . . . , Sn (t)}, then:

s1(t) = X + ηi (t), i = 1, 2, ...n (7)

In formula (7), s1(t) is the measured value of the sensor
S1(t) at time t, X is the true value, ηi (t) is the noise of
the sensor at time t, and the prior knowledge E [ηi (t)] and
D [ηi (t)] are unknown.

Record the sampled data from t1 to tm, the sampled data
matrix is as follows:

D =


s1(t1) s1(t1) · · · s1(t1)
s1(t1) s1(t1) · · · s1(t1)
...

...
. . .

...

s1(t1) s1(t1) · · · s1(t1)

 (8)

Each element in the matrix D represents the measured value
of the sensor i at time t. The columns in the matrix represent
the measured values of the sensor sequence at the same time.
The rows in the matrix represent the sequence of sampled
values of the same sensor over time. This form of sampling
data is convenient for observation and comparison, and the
data records are clear, which is convenient for taking values
and is conducive to calculation. It is the most used data
sampling model and expression in data fusion algorithms.

2) FUSION FUNCTION
The data measured by the sensor will be more or less affected
by noise, so the measured data are different, and the impact of
noise varies, these factors will make the difference between
the data. In order to measure the size of the difference
between the data, the absolute difference is used to quantify
the "difference". The absolute distance is disij:

disij
∣∣si − sj∣∣ (9)

The definition of the absolute distance disij is to measure
the difference between the two data. It can be intuitively
understood as the distance between the two values on the
number axis. The distance is a non-negative concept, so it is
expressed as an absolute value. The concept of absolute dis-
tance simply represents the difference between two numbers,
but it plays an important role in the concept of fusion and is
also the basis of fusion.
For the data in the sampling sequence D, if there is data that

deviates from the overall trend and range of other data, then it
can be considered that it is affected by a lot of noise, the devi-
ation from the real value X is large. It can be considered that

the proportion of this data occupied in the fusion process is
smaller than other data, and its effect is lower. In order to
measure the role of data in the fusion process, the concept of
the fusion degree function is introduced. The fusion function
can be expressed as follows:

cij = exp
{
R • disij

}
(10)

where R is a negative constant, and the fusion degree function
describes the fusion degree of value si relative to value sj.
When the absolute distance between the two is large, it means
that the fusion degree of the value si relative to the value
sj is small, and the fusion degree is low. The fusion degree
function maps the absolute distance into the interval [0,1]
and is a decreasing function, which meets the concept and
requirements of the fusion degree.

3) FUSION DEGREE MATRIX
The fusion function is considered to be the relative degree of
fusion between the two data. However, the degree of fusion of
data should be compared with the entire sampling sequence
D during the entire fusion process in order to describe its
characteristics more objectively and accurately. To this end,
the fusion degree matrix is introduced to facilitate overall
calculation and analysis. The fusion matrix can be expressed
as follows:

C =


1 c12 · · · c1m
c21 1 · · · c2m
...

...
. . .

...

cm1 cm2 · · · 1

 (11)

The element cij in thematrix represents the degree of fusion
of the data si with respect to the data sj in the sequence D. The
diagonal elements of the fusion degree matrix are all 1, this is
because the fusion degree of a data relative to itself does not
make sense. It can be considered that its fusion degree with
itself is 1. Therefore, in order not to let the data itself affect
the estimation of the total fusion degree, in the data fusion
algorithm, the row or column of the fusion degree matrix can
be omitted by 1 to calculate other elements.

The multi-sensor data fusion algorithm is based on the
fusion degree matrix and performs relevant calculations on
the elements in the matrix to obtain the final fusion result.
The fusion degree matrix is the cornerstone of the data fusion
algorithm and has a very important role and significance.

4) FUSION RESULT EXPRESSION
For the sampled data sequence D, each data should be consid-
ered to have a certain degree of influence on the final fusion
result. However, the magnitude of the influence is different
depending on the deviation of each data from the overall
trend of sequence D. Therefore, the weight coefficient is used
to quantify the influence degree of each data on the final
fusion result. The calculation of the weight coefficient has
different calculation methods in different algorithms. But the
weight coefficient has very important rules and characteris-
tics. qi represents the weighting coefficient of the data si.
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Then there are:

q1 + q2 + . . .+ qn = 1 (12)

For extreme data, it is not excluded that the value of 11 is
1 or 0. However, the sum of the weight coefficients is qi,
and the weight coefficients are all non-negative and less than
or equal to 1. The weight coefficient can be regarded as
the output result of the fusion algorithm in a certain sense.
When the calculation of the weight coefficient is completed,
it means that the fusion result is determined. Therefore,
the weighting factor can be regarded as the "final result". The
final expression of the fusion result is as follows:

results = q1 × s1 + q2 × s2 + . . .+ qn × sn (13)

The fusion result is the product of each element in the
sampling sequence and each weighting coefficient and then
summation. It is not difficult to understand why the weight
coefficient is actually the output of the algorithm, and it is
also the "final result".

D. GENERAL SENSOR DATA FUSION ALGORITHM
The heterogeneous sensor data fusion algorithm is to syn-
thesize the processed heterogeneous sensor information to
form a way of expressing the characteristics of the external
environment or the measured object. A single sensor can
only get some information about the measured object, and
after the fusion of the heterogeneous sensor information,
it can accurately reflect the characteristics of the objective
environment or object.

Because the MEMS sensor is susceptible to the edge of
noise interference, Therefore, it is very necessary to filter
the noise from the collected data information. Researchers
in different fields have proposed different filtering meth-
ods according to their specific purposes. For example, Y.
Chen et al. proposed a robust weighted least absolute
value state estimation approach with optimal transformations
(WLAV-OT) in 2015 and has been preliminarily tested with
promising results [26]. They also proposed a robust state
estimator based on maximum exponential absolute value
(MEAV) in 2017, and make simulation tests based on the
IEEE benchmark systems and two real grids of China to
demonstrate the proposed MEAV estimator is very robust
with high efficiency [27]. Y. Chen et al. also proposed a
robust state estimation (SE) method based on second-order
conic programming(SOCP) for the integrated electricity-heat
system(IEHS) in 2020 [28].

Several filters such as Complementary filter, low pass fil-
ter, Kalman filter, Extended Kalman filter are used for sensor
fusion in the last few decades. The complementary filter uses
a relatively easy algorithm, which is easy to implement for
it only requires less computation, it preferred for embedded
systems. Using high pass filter and low pass filter remove
accelerometer spike and Gyroscopic drift relatively. Kalman
filter is an iterative filter, which is efficient but high compu-
tational complexity [29]. The advantage of Kalman filter is

that it has very low memory. It works by correlating between
current states and predicted states.

Kalman filter is an ideal filter for getting precise value. It is
well known for its high accuracy. It is an ideal filter for getting
precise value. Tariqul Islam et al. made an experiment com-
pared complementary and Kalman filters, the result shows
that after introducing the Kalman filter the curve is stable
and the value is much more precise. Kalman filter is a more
complex and considerate algorithm [30]. The Kalman filter
algorithm can be used to optimize the estimated attitude angle
during system implementation. The robustness and computa-
tional efficiency of the Kalman filter are tested in [31]. The
working principle of the Kalman filter is mainly the following
five formulas.

Î−t = FÎ−t + Aut (14)

Among them: Î−t is the prediction result inferred based on
the state at the previous moment; F is the state transition
matrix, and A indicates how to infer the state at the current
moment from the previous moment; ut indicates how the
control variable acts on the current state.

P−t = FPt−1FT + Aut (15)

Among them: P−t is the noise covariance matrix, and FT is
the noise covariance matrix of the prediction model itself.

Kt = P−t G
T (GP−t G

T
+ R)−1 (16)

Among them; Kt is the Kalman measurement coefficient;
GT is the conversion relationship between the predicted value
and the observed value; R is the measurement noise covari-
ance matrix.

Ŷ−t = Ŷ−t−1 + Kt (Zt − HX
−
t ) (17)

Among them: Zt is the measured value.

Pt = (I − KtH )P−t (18)

In the above formulas, (15) and (16) are state prediction
equations; (16), (17), and (18) are state update equations. By
analyzing the above relational expressions, it is possible to
measure the influence of a part of the noise elimination on
the measured value of the MEMS acceleration sensor, which
can greatly increase the accuracy of the measurement, reduce
the system noise, and improve the stability of the system.

III. WEARABLE SENSOR NETWORK DATA
FUSION EXPERIMENT
A. EXPERIMENTAL DATA COLLECTION
The construction process of an elderly action database based
on the wearable sensors can be divided into the following
four modules: action data acquisition module, action data
processing module, background storage module, foreground
query module.

The data acquisition module includes the following parts:
recording the basic information (date, name, gender, height,
weight) of the elderly participating in the experiment, which
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is convenient for later on-demand query; the data acquisition
and preprocessing (original data, format conversion data) of
the elderly is the data source of the elderly action database.
Among them, the original data is collected by volunteers
wearing the wearable sensor modules.

The data processing module is to cut the original long
data (including multiple action segments) according to each
complete action segment interval.

The backend storage module will use PostgreSQL to
design the database. It includes three pieces of information:
basic information of human movement, data information of
human movement, and schematic diagram of human move-
ment. PostgreSQL software is used to input basic information
about human movement. The PostgreSQL software is used
to input the basic format of the data table; the MATLAB
software is used to write the program, and the corresponding
pieces of information are inserted in batches according to the
basic format of the data table.

B. SELECTION OF EXPERIMENTAL SENSORS
The principle and structure of the sensor are different, so the
first problem to be solved when using the sensor for measure-
ment is the selection of the sensor, that is, the correct sensor
is selected according to the measurement purpose and the
measurement object. After the sensor is determined, the cor-
responding measurement method is determined accordingly,
so the accuracy of the final measurement result depends to a
certain extent on the selection of the sensor.

1) SELECTION OF ACCELERATION SENSOR
Adxl345 is a kind of low-power triaxial acceleration sensor
with high resolution, which can reach 13 bits. There are four
kinds of ranges, namely−2G ∼ +2G,−4G ∼ +4G,−8g ∼
+8g,−16g ∼ +16g. The output is in the form of a 16-bit
binary complement, which can be accessed by the IIC or SPI
interface. Adxl345 is chosen because it is suitable for mobile
devices. It can not only measure the static acceleration of
gravity, but also the dynamic acceleration caused by motion,
and it has a very high cost performance. Its resolution can
reach 3.9mg/lsb.

2) SELECTION OF ANGULAR VELOCITY SENSOR
L3g4200d is a low-power three-axis digital output gyro-
scope with three optional full scales, namely ± 250dps,
± 500dps, ± 2500dps. It has 16-bit rate data output and
can communicate with the outside world through the dig-
ital interface IIC or SPI. When FS = 250dps, the sensi-
tivity is 8.75mdps/digit, FS = 500dps, the sensitivity is
17.50mdps/digit, FS = 2500, the sensitivity is 70mdps / digit.

3) SELECTION OF MAGNETIC SENSOR
Hmc5883l is a weak magnetic sensor chip with a digital
interface, which is widely used in low-cost compass andmag-
netic field measurement. It is composed of an hmc118x series
magnetoresistance sensor with high resolution, an integrated
circuit including amplifier, automatic demagnetization driver,

FIGURE 3. Structure diagram of wearable sensor network node platform.

deviation calibration, and a 12-bit analog-to-digital converter,
which makes the compass accuracy within the range of 1 to 2
degrees. The size of hmc5883l is 3mm ∗ 3mm ∗ 0.9mm, with
16 pins, adopting lead-free surface packaging technology.

C. STRUCTURE DESIGN OF EXPERIMENTAL PLATFORM
In the measurement system design, theMEMS sensor GY_80
contains three three-axis sensors. They are three-axis acceler-
ation sensor, three-axis magnetic sensor, and three-axis angu-
lar velocity sensor. For the three-axis acceleration sensor,
the ADXL345 sensor from Analog Devices is used in this
study, which can provide an acceleration range of 2g-16gwith
a resolution of 3.9mg/LSB. The three-axis magnetic sensor
uses Honeywell’s HMC5883L three-axis digital compass,
which can achieve a resolution of 5 milligauss in the mea-
surement range of -8 gauss to 8 gauss. The three-axis angular
velocity sensor uses ST’s L3G4200D three-axis digital gyro-
scope with a range of 250dps to 2000dps. The data processing
module uses CC2530, including 8051CPU, SRAM/FLASH,
CC2420 radio frequency chip, and I/O controller, and other
modules. Through the CC2430 RF chip module, based on
the Zigbee protocol, the data is sent to the embedded gate-
way module, using the RS232 protocol of the USB inter-
face to transfer the data to the PC. The hardware platform
structure of the wearable sensor network node is shown in
Figure 3.

IV. EXPERIMENTAL ANALYSIS OF HETEROGENEOUS
SENSOR DATA FUSION ALGORITHM
A. NETWORK MODEL SIMULATION ANALYSIS
The experiment uses fuzzy neural network to collect data for
training and evaluation and uses heterogeneous sensor data
fusion algorithm for data fusion. The experimental parameter
settings are shown in Table 1.

After evaluating the network convergence rate and network
inference accuracy and other indicators, the performance of
the data fusion algorithm is verified to be good, indicating
that the data fusion algorithm is feasible. Compare the tradi-
tional T-S fuzzy neural network algorithm with the improved
algorithm (as shown in Figure 4). The algorithm training
convergence comparison chart illustrates the advantages of
this algorithm.
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TABLE 1. Related parameter setting table in simulation experiment.

FIGURE 4. Convergence graph of traditional and improved fuzzy neural
network algorithms.

It can be seen from Figure 4 that the traditional fuzzy
neural network algorithm requires 65 steps to meet the error
accuracy requirements. Since the improved algorithm avoids
the slow and unstable network convergence caused by high-
order partial derivatives, the network convergence speed is
reduced from the previous 65 steps to 32 steps to complete
the convergence, greatly reducing the network training time,
indicating that the algorithm can improve network training
Speed improves the real-time and stability of the network.

The heterogeneous sensor data fusion algorithm is used
to compare the convergence speed between multiple nodes
to illustrate the advantages of the data fusion algorithm pro-
posed in this study in terms of energy saving of wireless
sensor nodes.

As shown in Figure 5, in the time-consuming comparison
experiment of multiple sensor nodes using heterogeneous
sensor data fusion algorithm, when the frequency of the sen-
sor node processor is different and the number of sensor nodes
is different, the convergence speed of multiple sensor nodes
is compared. With the same processor frequency, the smaller
the number of sensor nodes, the longer the data fusion time;
the same number of sensor nodes, as the processor frequency
increases, the data fusion time decreases. When the processor
frequency is greater than 2000hz, the convergence speed of
the heterogeneous sensor data fusion algorithm is only related
to the number of nodes. It can be concluded that the data
fusion algorithm is effective.

FIGURE 5. Time-consuming comparison of data fusion algorithms on
multiple sensor nodes.

FIGURE 6. The accuracy, sensitivity and comfort of fall detection results
for different body parts.

In the analysis of the result of misjudgment, it is agreed
that the case of falling down but not sounding the alarm is a
serious misjudgment, and the case that the alarm is sounded
without falling is a general misjudgment. In the experiment,
no matter which sensor module is placed in the three parts of
the human body, the occurrence rate of serious misjudgment
is 0, which proves that the fall detection system has good
robustness; when the sensor module is placed in the shoulder
and foot of the human body, the general misjudgment occurs
respectively. According to the ratio of general misjudgment,
the following conclusion can be drawn: when other con-
ditions are the same, the system has good robustness, The
sensor module is placed in the waist of the human body, and
the accuracy of the data measured is the highest, followed by
the shoulder, and finally the foot. The accuracy, sensitivity,
and comfort of different parts of the body are shown in
Figure 6.

17616 VOLUME 9, 2021



D. Pan et al.: Heterogeneous Sensor Data Fusion for Human Falling Detection

FIGURE 7. Comparison of roll and pitch angles which are processed by
data fusion algorithm and without algorithm processing.

B. ANALYSIS OF ALGORITHM RESULTS
In order to prove the accuracy and effectiveness of the pro-
posed data fusion algorithm, the posture data processed by
the data fusion algorithm and the posture data not processed
by the data fusion algorithm are compared and analyzed. The
effect is shown in Figure 7.

As Figure 7 illustrates, the fluctuation of the curve is
caused by the angle curve, which is not processed by the
algorithm due to data errors, especially at the beginning and
end of the experiment. The smoothness of the curve processed
by the algorithm is good, and it is in good agreement with
the unprocessed curve, indicating that the algorithm helps
reducing errors and improving data accuracy.

The computational efficiency of the proposed data fusion
algorithm is an important evaluation indicator. The com-
putational efficiency of the Kalman filter algorithm can be
estimated by the number of multiplications per cycle. One
cycle can be divided into two parts: the predict part and the
update part (the predict part subscript as P and the update part
subscript as U). The number ofmultiplicationsM is computed
using the standard formula, assuming that the components of
the measurement are independent and taking advantage of the
symmetric matrices i.e., only the upper triangular matrix has
to be computed [32].

1. Predict Part: MP =
3
2n

2(n+ 1)

2. Update Part: MU = nm
(
3
2 (n+ m)+ 3

)
+

2
3 (m

3
− m)

2.1 Update Via Inverse:MU ,I = nm
(
3
2n+

7
2

)
+

4
3 (n

3
−n)

3. Data Compression: MD = m3
(
7
6k +

2
3

)
+

m2
(
7
2k + 1

)
− m 2

3 (k + 1)

4. Estimate Compression:ME = (k+1)n
(
2
3 (n

2
− 1)+ n

)
Where n,m represent the number of rows and columns in

thematrix, k is themaximumofm-dimensional data sets [32].

TABLE 2. Daily activity test results.

TABLE 3. Fall test results.

The indicators of fall tests include false alarm rate and
false-negative rate. Therefore, in the test, the experiment is
divided into two groups, one is daily activities, that is, non-
fall scene, to test the false alarm situation of the system; the
other group is the fall scene to test the false alarm situation
of the system. The daily activity scenarios include straight
walking, walking and turning, standing to sit, standing to
squat, walking upstairs, and walking downstairs. The test
falls include falling forward, falling backward, falling to the
left, and falling to the right. Each test object is divided into
5 groups. When preparing for the training data, each daily
activity scene should last for 1 minute without interruption to
ensure that the completed training sample data are collected.
In addition, there is no limit on the time of the fall scene,
but the real effect of falls should be guaranteed. Moreover,
it should be noted that there should be a certain time interval
between the fall scene experiment and the daily activity scene
experiment. The experimental results of daily activity test
scenarios are shown in Table 2. In the daily activity test
results, there are false positives in the experimental scenes of
standing to squat, walking upstairs, and walking downstairs,
which indicates that there is a certain false alarm rate in daily
activities with a slight impact on the ground.

Among them, the fall test scenario experimental results are
shown in Table 3. In the fall experiment test results, therewere
some missing reports in the forward and backward falls, but
no missing reports in the fall to both sides of the body. This
shows that in the process of simulated falls, the human body
has certain protective actions in the process of forward and
backward falls due to its self-protection consciousness, so as
to reduce the violent impact with the ground.

From the above two groups of test results, we can see that
the false alarm rate and false negative rate of the system
are relatively low, which are 1.3% and 1.5% respectively.
At present, there are no standard evaluation criteria to evalu-
ate the fall detection system, but the sensitivity and specificity
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of the fall detection system are generally used to judge the
excellence of the fall detection system. Among them, the sen-
sitivity is defined by the proportion of the number of falls
detected in the total number of falls; the specificity is defined
according to the proportion of the number of falls not detected
in the total number of non-fall activities. In the test results of
the system, the corresponding two indicators are the correct
rate of the two groups of test results, which are 98.7% and
98.5% respectively.

V. CONCLUSION
With the rapid increase of the elderly population, health mon-
itoring of the elderly has become a hot topic of social concern.
With the growth of age, the muscle, bone, and other functions
of the elderly begin to decline naturally, which leads to the
rapid decline of balance ability, activity ability, and strain
ability. Therefore, in this study, to solve the elderly health care
issues, a fall detection system for the elderly wearable sensor
is designed and implemented, combined with electronic and
communication technology. To a large extent, it can solve
the problem of the empty nest elderly living alone, so that
the elderly go out alone no longer have great psychological
pressure, and the children and family members of the elderly
also reduce the psychological burden.

This article studies thewearable sensor network and related
technologies. The concept of a wearable sensor network and
its application background is summarized. The most basic
attitude representation methods and their mutual conversion
methods, and the basic theories of heterogeneous sensor data
fusion are combed, and the process, functional model, archi-
tecture, and main methods are discussed in detail. Proposes
a heterogeneous sensor data fusion algorithm based on wear-
able wireless body area network technology, the data fusion
processing is based on the Kalman filter algorithm, which
can reduce the noise interference and improve the stability of
the system. Constructs a high-precision and stable wearable
elderly activities of daily living (ADLs) and falls monitoring
system.

Finally, it is verified through experiments. The tri-axial
acceleration sensor, tri-axial magnetic sensor, and tri-axial
angular velocity sensor are selected to monitor the activities
of the elderly, use Bluetooth to transmit the data collected
by heterogeneous sensors to smartphones, and communicate
with service centers and users through mobile phone commu-
nication network, family members interact to form a wireless
city network based on wearable technology. The experimen-
tal results indicate that the fall detection system designed
and implemented in this study can well detect accidental
falls in the daily activities of the elderly, the sensitivity and
specificity of the fall detection system are 98.7% and 98.5%
respectively.

The adaptability of the algorithm in this article on sensor
nodes needs further verification. The algorithm verification
environment proposed in this article is carried out on a
personal computer, but in actual applications, the algorithm
should be embedded in the sensor node, which can collect

data in real-time, process data in real-time, and feedback the
attitude information of the carrier in real-time. The algorithm
can be applied to the actual environment. Evaluate the pros
and cons of the algorithm well, so using the actual environ-
ment to test the algorithm is a problem that needs to be solved
further.
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