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ABSTRACT Parametric family of statistical distributions are of great importance for several applications.
In particular, we propose to investigate the generalized Gamma mixture model (g0MM) for modeling and
classifying medical imaging (Chest x-ray and CT-scans). The main advantage of this mixture over some
existing Gaussian models is that it allows additional flexibility in shape modeling, which is crucial for
classification systems. In order to capture accurately the intrinsic nature of medical images, we propose
to derive some efficient measures based on Fisher, Kullback-Leibler and Bhattacharyya distances for
the mixtures of generalized Gamma distributions. Indeed, the main idea is to investigate these distances
effectively via the statistical model parameters in order tomake our proposed scheme particularly appropriate
for image classification problem. The proposed approach involves the extraction of robust texture descrip-
tors, the learning of mixture model g0MM via the expectation-maximization (EM) and Newton-Raphson
algorithms, and the classification of images using the derived mixtures-based distances. We evaluate our
model against the challenging problem of early diagnosis of pneumonia diseases. Experimental results on
different datasets show the merits of our developed framework compared with the other methods.

INDEX TERMS Mixture models, generalized Gamma distribution, Fisher distance, Kullback-Leibler
distance, Bhattacharyya distance, chest x-ray images (CXR) classification.

I. INTRODUCTION
Chest X-ray (CXR) imagery is one of the cheapest and
affordable procedures in the majority of hospitals and clin-
ical centers. It is proved to be fast, to provide sensitive
diagnostic standards and suitable for identifying lung abnor-
malities caused by many pneumatic diseases. In particular,
[1] reported the efficiency of using CXR for identifying
nowadays Corona virus (Covid-19) pandemic disease [2].
As known, the first wave of new Covid-19 locked most
countries and caused about a million deaths in the world,
the second wave comes with more violent and greater infec-
tion spreading and mortality rates worldwide. While sev-
eral techniques were developed to detect the infection, they
remain expensive and not affordable by several middle-and-
low income countries. Investigating these kinds of images
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is of high importance and can help in the early detection
of the infection and the efficient triage of patients mainly
in the very crowded cities with cost-effective manner and
therefore slow down its spreading worldwide. To do so, it is
necessary to develop smart tools based on medical images
since the accurate classification of input images as normal or
infected and the recognition of specific disease symptoms’
is a very valuable step for infection detection. However,
analyzing accurately and automatically a huge number of
medical images in real time is too difficult due to noisy
images, the lack of contrast between tissues and the lack of
experience of many radiologists. Moreover, the appearance
symptoms in images is not the same for different stages of
disease (i.e. early, middle, or advanced). For example, for
the case of an advanced stage, the covid-19 symptoms may
be exhibited clearly compared to the early and intermediate
stages. In other words, these symptoms can resemble other
viral infections like RSV pneumonia at early stage.
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FIGURE 1. The pipeline of proposed method. First, robust visual features are extracted from each CXR image. Then, features
are modelled using the mixture model (g0MM). Finally, images are classified on the basis of different distances between
mixtures.

Several promising biomedical image-based techniques
have been developed in the past decades to deal especially
with pneumonia infection detection [3]. In particular, many
image processing-based systems have been developed to
deal with infection localization, detection and quantifica-
tion. Among the statistical based systems, the ‘‘generalized
Gamma mixture model (g0MM)’’ has been proven to be
competitive, and works better than many other formerly
proposed statistical models especially for complex pattern
characterized images. The main advantage of the generalized
Gamma distribution is that it is very attractive given its com-
pact analytical form and its ability to model different family
of distributions. In our case, g0MM can be shown as a suit-
able choice for statistically describing the visual features of
chest x-ray images thanks to its high flexibility and its ability
to represent a rich family of distributions and models. Our
work here is motivated by the interesting results obtained pre-
viously with the generalized Gammamixture for data cluster-
ing and characterization. Thanks to these merits, we propose
to exploit this mixture model (g0MM) for covid-19 detec-
tion using medical imaging. It is noteworthy that generative
probabilistic models have many benefits and offer principled
way for incomplete data modelling, but the classification rate
is not always higher especially for complex data. To deal
with these limitations, we propose in this work to capture
accurately the intrinsic nature of medical images by deriving
some efficient measures based on Fisher, Kullback-Leibler
and Bhattacharyya distances for the mixtures of generalized
Gamma distributions. Indeed, the main idea is to investigate
these distances effectively via the g0MMmodel’s parameters
in order tomake our proposed scheme particularly suitable for
image classification systems. The proposed pipeline is shown
in Fig.1.

The rest of this paper is organized as follows.
Section 2 presents some related work. Section 3 describes
the proposed generalized Gamma mixture model as well as
its parameters estimation. Section 4 presents our image clas-
sification based on similarity measurement between mixtures

of generalized Gamma mixtures. Section 5 evaluates the per-
formance of the proposed model, and shows the experimental
results using different real datasets. Finally, the last Section is
devoted to the conclusion and future works.

II. RELATED WORKS
In the context of image processing and pattern recogni-
tion, non-Gaussian data modelling plays an essential role
for accurate data clustering and classification. This prob-
lem can be addressed with finite mixture models (FMM)
which are designed as well principled and successful sta-
tistical approaches in view of its ability to describe multi-
modal distributions [4]–[14]. For instance, finite Gaussian
mixture models (GMM) are employed to detect lung can-
cer in CT images [15]. FMM have shown to be helpful
for medical diagnosis and can assist to identify a variety
of infections and hence enhance the health care [13], [16],
[17]. Obviously, the main issue related to the exploiting of
mixture models for data classification is the choice of the
component’s densities which determines the flexibility of
mixture models. For instance, Laplace and Normal densi-
ties have applied with success in the past especially for the
case of low or medium-resolution medical images [18]–[22].
However, these densities suffer from several drawbacks and
cannot be always the best approximations for complex data
modelling such as X-rays and CT scan images. In fact,
there are many medical phenomena for which these densi-
ties cannot be realistic. In addition, they cannot guarantee
the convergence to optimal solution, thus resulting in the
difficulty of effectively classifying such complex images.
Furthermore, more advanced statistical models have been
shown to be more suitable for complex-real images. This is
the case of non-Gaussian mixture models such as Gamma
distribution that performs substantially better than conven-
tional models [23], [24] especially for the case of SAR
images analysis [7], [12], [25], [26]. However, Gamma
distribution fails when describing the heavier tails caused
by specific complex patterns in such images and when
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FIGURE 2. The basic pipeline for Local Binary Pattern (LBP) features extracted from
gray scale images.

dealing with multi-dimensional data like the classification
of high-resolution SAR images [27] and the characterization
of ultrasonic tissue [28]. In light of the previous limitations
which could affect the accuracy of the multidimensional data
modeling, we are motivated by (g0MM) flexible model for
classifying x-ray images. This passes through investigating
the robustness of this non-Gaussian model for multidimen-
sional data modelling and then to exploit it in the con-
text of discriminative framework for accurate medical image
classification.

III. LBP-BASED FEATURES EXTRACTION
A crucial step for computerized analysis of medical image
is the informative visual features extraction. Recently, this
step has become one of the main subjects in diagnostic pro-
cedures. It is noted that some image modalities like chest
x-rays are difficult to interpret by radiologists, consequently,
it is required to identify important local or global patterns
to understand better their content. For the case of medical
images, the characterization of appearing infections and the
accurate extraction of relevant details in x-ray images is
of great importance for further medical analysis steps and
for making decision. Textures are one of the most essential
visual features used in the context of medical image analysis
thanks to important information they contain. In particular,
texture-based classification plays a great part in computer
vision and pattern recognition applications. In this work we
proceed with texture features which is one of the main factors
of human visual perception. Some texture-based descriptors
are developed and are invariant to many geometric transfor-
mations. It is possible to extract texture features from images
with different techniques, including statistical methods that
often rely on higher order statistics which allow different
measurements to be accurately calculated [29]–[31]. In this
study, we are primarily motivated by local image information
that describes image in more details. One of the popular and
widely used scale invariant local texture descriptor is named
Local Binary Pattern (LBP) [32]. LBP has the advantage
to define the local contrast and spatial structure of a part
of an image. Unlike GLCM-based texture features (such as
Haralick) which take into account the global texture repre-
sentation and describe the entire image in an average manner,

LBP quantifies local information (extracted from small sub-
images) based on the current pixel value and its neighbor-
hood. As a result, LBPwill be more robust to invariant texture
analysis for many applications notably medical image anal-
ysis. This descriptor has undergone extensive development
and application in the context of pattern recognition and
image processing. Many researchers have considered LBP as
a commonly applied texture descriptor since it is able to help
classifiers give results with high accuracy thanks to its simple
implementation. The key idea of LBP operator is to transform
the input image into a list of integer labels describing its
small-scale appearance. In practice, it comes out to apply a
circular neighborhood strategy for each central point (CP)
with different size. Then, we calculate the LBP value that
encodes the local structure of this pixel by comparing the
value of the CP with its neighbors. In other word, this results
in testing whether the neighbors are less than or greater than
the current CP (i.e. the results is a binary value 0 or 1).
This process is repeated for all key points of interest in the
input image. Basically, most LBP-based feature extraction
techniques [33] follow the steps summarized in Fig. 2.

IV. GENERALIZED GAMMA MIXTURE LEARNING
In this section, we present the developed deterministic learn-
ing algorithm based on the generalized gamma mixture
model. Indeed, in mixture modeling, we suppose that our
observed data is generated from a mixture of sub popula-
tions. Given an observed data set Y with N data instances
Y = {EY1, . . . , EYN }, where each EYi = (Yi1,Yi2, . . . ,Yi,D) is
a D -dimensional positive vector that follows a mixture of
multi-dimensional generalized gamma distributions.

A. STATISTICAL MODEL SPECIFICATION
Let M denotes the number of clusters, N the number of
feature vector, and a set of features vectors Y where each
Yi (i = 1, . . . ,N ) is generated from a generalized Gamma
mixture model with parameter 2, then, the mixture model is
expressed as follows:

p(EYi | 2) =
M∑
j=1

πjp(EYi | θj) (1)
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where 2 = {θ1, θ2, . . . , θM , π1, . . . , πM } and θj =

{αj, βj, λj} is the set of parameters of the distribution related
to the class j. Here πj denotes the mixing proportion param-
eter where 0 6 πj 6 1, and

∑M
j=1 πj = 1. For a selected

cluster j, each EYi follows a generalized Gamma distribution
with the following probability density function:

p(EYi | θj) =
D∏
d=1

p(Xid | θjd )

=

D∏
d=1

λjd
βjd
X
βjd−1
id exp−(Xid

αjd
)λjd

0(βjd
λjd

)
(2)

where 0(.) is the Gamma function and the parameter θjd =
(αjd , βjd , λjd ) )d = 1, . . . ,D). Now, for M components,
we can express the mixture of generalized Gamma distribu-
tions as:

p(Y | 2) =
N∏
i=1

M∑
j=1

πjp(EYi | θj) (3)

Zi = (Zi1, . . . ,ZiM ) are the latent membership vectors that
indicates if the vector EYi belongs to cluster j (Zij = 1) or not
(Zij = 0). Thus, the complete-data likelihood of our mixture
model is given as:

p(Y,Z | 2) =
N∏
i=1

M∏
j=1

πjp(EYi | θj)zij (4)

B. PARAMETERS ESTIMATION
In this section, we estimate the parameters of the
statistical mixture model based on the well known
Expectation–Maximization algorithm [34]. These parame-
ters are estimated using the maximum likelihood estimator.
Indeed, setting the derivate of the complete log-likelihood
with respect to the parameters will lead to find the appropriate
equation of each parameter. Thus, we need to maximize the
following log-likelihood function:

log p(Y,Z | 2) =
N∑
i=1

M∑
j=1

Zij logπjp( EYi | θj) (5)

As a result we obtain the log likelihood function given by.

log p(Y,Z | 2) =
N∑
i=1

M∑
j=1

Zij logπjp(EYi | θj)

+3(1−
M∑
j=1

πj) (6)

By setting the derivate of the complete log-likelihood with
respect to the mixing weight and the model’s parameters
πj, αjd , βjd , λid , respectively, we obtain the update equation
of the mixing weight as follows:

πj =

∑N
i p(j | EYi)
N

(7)

where p(j | EYi) is the posterior distribution that defines the
probability of affecting each vector Xi to the appropriate
cluster j. In this case, the posterior probability function Ẑij =
p(j | EYi) is given as:

Ẑij = p(j | EYi) =
πjp(EYi | θj)∑M
j=1 πjp(EYi | θj)

(8)

Regarding the estimation of the other parameters, we com-
pute the second derivative of logp(Y | 2) with respect to αjd
and βjd , and we obtain respectively the following:

αjd=

(
λjd

βjd

∑N
i=1 p(j | EYi)X

λjd
id

Nπj

) 1
λjd

(9)

βjd = λid9
−1

(
λjd

(∑N
i=1 p(j | EYid ) log(Xid )∑N

i=1 p(j | EYid )
−log(αjd )

))
(10)

where 9−1(.) is the inverse digamma function.
Now, regarding the parameter λ, it has not a closed

form because it is coupled with the other parameters.
To solve this issue, we apply an iterative algorithm based
on Newton-Raphsen method. The new expression ofλjd is
determined as:

λnewjd = λ
old
jd − γ

∂ log p(Y | 2)
∂λjd

(
∂2 log p(Y | 2)

∂2λjd

)−1
(11)

where γ is the constant step size.

C. THE COMPLETE LEARNING ALGORITHM
In the following, we summarize our algorithm used for the
learning and that take into account for model complexity.
Indeed, the determination of the model complexity M is a
crucial step in mixture modeling problems allowing us to
provide better generalisation capabilities. For this purpose,
we use the Minimum Message Length criterion (MML) that
has been used successfully in several approaches [35]–[37].
This criterion is based on information theory that is used to
evaluate statistical models according to compress a message
containing the data. MML has the advantage to estimate
the accurate optimal number of components in the mixture
through minimizing the following function:

MML(2,Y ) = −log(p(2))− L(2,Y )+
1
2
log|F(2)|

+
Np
2
−

1
2
log(12) (12)

where p(2) is the prior probability, |F(2)| is the determinant
of the Fisher information matrix, and Np is the number of
parameters.

In the following, we choose a prior distribution, p(2), and
derive an expression for |F(2)|. It is noted that the parameters
of different mixture’ components are independent since there
is no knowledge from a parameter of one class to provide for
other classes. Thus, we have the following:

p(2) = p(α)p(β)p(λ)p(π ) (13)
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Algorithm 1 Proposed Learning Model
Input : Data set Y, Mmax
Output: K∗,2∗

1 foreach 1 ≤ K ≤ Mmax do
2 Initialization algorithm :
3 Apply K-Means to initialize the parameters of each

component.
4 repeat
5 for 0 ≤ j ≤ M do
6 E-step :
7 Compute posterior probabilities using the

following: Ẑij = p(j | EYi) =
πjp(EYi|θj)∑M
j=1 πjp(EYi|θj)

8 M-step :
9 Update the parameter αj using Eq (9).

10 Update the parameter βj using Eq (10).
11 Update the parameter λj using Eq (11).
12 end
13 until Convergence of Likelihood
14 Calculate the associated message length using

Eq(12).
15 Save 2, M and the MML of each model
16 end
17 Return the optimal model Mopt with the minimum

MML criterion.

For the prior distribution of p(π ), we take a Dirichlet prior.
This prior is given by:

p(π ) = Dir(π |u0) =
0(
∑M

i=1 u0)∏M
i=1 0(u0)

M∏
i=1

πu0−1 (14)

For the parameter α, β, and λ, we adopt the Gamma prior
distributions as follow:

α ∼ Gamma(a0, b0)

β ∼ Gamma(a1, b1)

λ ∼ Gamma(a2, b2) (15)

where Gamma(x; a, b) = 1
0(a)b

axa−1e−bx

The Fisher information matrix is the determinant of the
Hessian matrix of −L(Y |2). Given the complicated analyt-
ical form of this quantity for the case of mixtures, we pro-
ceed with an approximate form of the determinant of Fisher
Information matrix which is determined as follows:

|F(2)| = |F(π )|
M∏
j=1

|F(αj)||F(βj)||F(λj)| (16)

V. IMAGE CLASSIFICATION BASED ON SIMILARITY
MEASUREMENT BETWEEN g0MM
The similarity between images (or mixtures) is measured
by evaluating the inconsistencies or similarities between the
mixtures. In this work, we apply the developed statistical
model g0MM to represent the histogram of textures and to

compare between images. In other words, similarity quantity
between mixtures g0MM is one of the main questions for
the image classification tools. Given the model g0MMwhich
is characterized by 2 (our model parameter). In this case
g0MM is sensitive to selected values of its parameter that
is a little modification in the parameter can cause a marked
difference in its distribution). Therefore, it is clear that we
coul not directly measure the distance between parameters.
To overcome this problem and to fully exploit the advantages
of the model g0MM (i.e. its parameters ), we will instead
consider some effective similarity measures such as Fisher,
Symmetrized Kullback-Leibler Distance (SKLD), and Bhat-
tacharyya distances for similarity measurement between dif-
ferent mixtures.

A. FISHER DISTANCE (FD)
Fisher distance [38] is one of the efficient techniques to
measure the similarity between two distributions or two mix-
tures. In our case, we address the general case (i.e. mixtures),
and thus similar mixtures have same log-likelihood gradi-
ents in the mixture space. To use Fisher distance, we need
first to derive the log-likelihood gradient of each generalized
Gamma mixture model (g0MM). Then, similarity between
two mixtures (Y and Y ′) is determined as:

FD(Y ,Y ′) = U tr
Y (2)I−1(2)UY ′ (2

′) (17)

The derivatives of the log-likelihood (i.e the gradient of
log(p(Y|2))) with respect to 2 = (π, α, β, λ) are expressed
after simplification as:

UY (2) = ∇ log(p(Y|2)) =
∂ log(p(Y|2))

∂2
(18)

∂ log(p(Y|2))
∂πj

=

N∑
i=1

[
Ẑij
πj
−
Ẑi1
π1

]
(19)

∂ log(p(Y|2))
∂αj

=

N∑
i=1

Ẑij

−βj
αj
+
λjY

λj
i

α
λj+1
j

 (20)

∂ log(p(Y|2))
∂βj

=

N∑
i=1

Ẑij

log(Yi)−log(αj)− ψ(βjλj )
λj


(21)

∂ log(p(Y|2))
∂λj

=

N∑
i=1

Ẑij

[
1
λj
−

((
Yi
αj

)λj
log

(
Yi
αj

))

+

ψ(βj
λj
)βj

λ2j

 (22)

B. SYMMETRIZED KULLBACK-LEIBLER DISTANCE (SKLD)
The second efficient solution is called Symmetrized
Kullback-Leibler distance (SKLD) [39]. This distance is
derived from the KL divergence and has the advantage
of offering a more balanced measurement than the asym-
metrized KLD, which makes it more appropriate for classi-
fication task. In order to derive the SKLD distance, we first
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FIGURE 3. Fitting real data (blue plot) with generalized Gamma mixture model (red plot).

need to calculate the asymmetrized-KLD between two mix-
tures p1 and p2 using the following equation:

SKLD(p1(EY |21), p2( EY ′|22))

= KLD(p1(EY |21), p2( EY ′|22))

+KLD(p2( EY ′|22), p1(EY |21)) (23)

KLD(p1(EY |21), p2( EY ′|22))

= e−BF(p1(EY |21),p2( EY ′|22)) (24)

where B is a real positive factor used for computational
stability purpose, and

F(p1(EY |21), p2( EY ′|22))

=

∫
ω

p1(EY |21) log
p1(EY |21)

p2( EY ′|22)
+ p2( EY ′|22) log

p2( EY ′|22)

p1(EY |21)

Noted here that is not impossible to find a closed expression
for the KL divergence, therefore we choose to apply an effec-
tive approximate based on the so-called Monte Carlo method
[40], [41].

KLD(p1(EY |21), p2( EY ′|22)) ≈
1
L

L∑
i=1

log
p1(EYi|21)

p2( EY ′i|22)
(25)

C. BHATTACHARYYA DISTANCE (BD)
The third distance used to compare betweenmixtures is called
‘‘Bhattacharyya distance’’ [42]. This distance is defined as:

BD 1
2
(EY1, EY2) =

∫
∞

0
p(EY |21)1/2q(EY |22)1/2d EY (26)

Here also, an analytical expression for the Bhattacharyya
distance is intractable given that we deal with mixtures of
generalized gamma distributions. Therefore, we proceed like
the case of symmetrized Kullback-Leibler (KL) distance by
approximating a Bhattacharyya distance using an efficient
approximate based on the Monte Carlo simulation technique
[40], [41]. The distance is then expressed as:

BD 1
2
(EY1, EY2) ≈

β

N1

N1∑
i=1

p1/2(EYi|21)
Z1

p1/2(EYi|21)

+
1− β
N2

N2∑
i=1

q1/2(EYi|22)
Z2

q1/2(EYi|22) (27)

where β ∈ [0, 1] and the normalized factors Z1, Z2 are used
for the densities p and q.

VI. EXPERIMENTAL RESULTS
In order to show the effectiveness of the statistical mix-
ture model in terms of goodness-of-fit with respect to data
histogram, we provide some plots in Fig 3. These results
are conducted on one-dimensional (D = 1) data sets gener-
ated from both two and three generalized Gamma densities
(M= 2, N= 100). These plots show clearly that the proposed
model fits well the data.

For real data sets, the implemented approach includes
first a visual features extraction step through LBP detector.
Indeed, each image is encoded with and LBP features vec-
tor and then modelled through the mixture g0MM. Then,
we measure the similarity between images (i.e. mixtures)
using the different implemented distances. Indeed, the main
idea is to investigate these distances effectively via the model
parameters in order tomake our proposed scheme particularly
appropriate for image classification (or covid-19 detection)
systems with various image databases. The statistical mod-
els are built to distinguish the normal and COVID affected
patients using Chest X-ray and CT scan images. We per-
formed different image processing steps. After processing the
data, we extracted a list of statistical parameters. Themajority
of studies have shown that the primary organs that are affected
by this disease are the lungs. In our analysis, we focused
on extracting the lungs area using image thresholding and
segmentation processing, we identified and isolated left and
right lungs fromChest X-ray images using themethod in [43].
In order to remove noise from the image, we applied the
Gaussian filter. In our experiments, we run the Monte-Carlo
approximation algorithm within 10.000 samples.

A. X-RAY IMAGES CLASSIFICATION FOR
COVID-19 DETECTION
As mentioned before, we experiment our model on the chal-
lenging Covid-19 infection detection context via processing
Chest X-ray images. The example in Fig 4 depicts an exam-
ple of Chest X-ray image that contains covid-19. The main
source of COVID-19 images is the available dataset1 made

1https:https://github.com/ieee8023/covid-chestxray-dataset
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FIGURE 4. Chest X-ray images of (a) normal and (b) COVID-19 patients.

TABLE 1. CXR data statistics.

TABLE 2. Overall accuracy for CXR-COVID Dataset.

by Cohen et al. [44], [45]. This dataset was developed by
gathering several Chest X-ray (CXR) images. At the time
of writing, this dataset comprises in total 542 images with
different type of pneumonias. Currently, a subset of 434 CXR
images of patients potentially positive to COVID-19 and
the rest are COVID-19 negative. Metadata are provided for
every image, including several information such as the patient
ID, the location and other annotations. Details related to the
number of images are given in table 1.

For performance investigation, we run the three learning
approaches for finite generalized Gamma mixture model
and we evaluated their performance in terms of overall
accuracy (Acc), detection rate (DR), and false-positive rate
(FPR). For this experiment, the selected value of B for
the Symmetrized Kullback-Leibler distance is equal to 2.
Table 2 shows the obtained results for the CXR-COVID
data sets when applying different learning approaches namely
Gamma mixture (0MM), Gaussian mixture(GMM), Gaus-
sian mixture(GMM) with different distances (Fisher, sym-
metrized Kullback-Leibler, Bhattacharyya), Gamma mixture

TABLE 3. Augmented data statistics.

with different distances, and with generalized Gamma mix-
ture with Fisher distance (g0MM-FD), with symmetrized
Kullback-Leibler distance ( g0MM-KD), and with Bhat-
tacharyya distance (g0MM-BD). Please note that our imple-
mentation tackles the problem of grouping images in an
unsupervised way which is more difficult than the supervised
one. According to the results, we can see clearly that the
proposed generalized Gamma mixture model provides better
results using the three distances-basedmeasures, as compared
to Gaussian-based and Gamma-based models. In particular,
the Fisher distance allows to provide the best result with over-
all accuracy (Acc = 89.01%), however with the GMM and
0MM it is about 82.11% and 85.22%, respectively. Finally,
we can explain the fact that these results are not really that
high (for this particular dataset) since we are not dealing with
a large data set.

B. AUGMENTED X-RAY IMAGES CLASSIFICATION FOR
COVID-19 DETECTION
We conducted also our experiments on several other
augmented chest x-ray images from the publicly dataset
‘‘Augmented COVID-19 Dataset’’.2 This dataset contains
augmented X-ray images for COVID-19 disease detection
and the number of images is more important than the pre-
vious dataset. Indeed, the size of the new covid-19 images
is increased from 48 to 912 images which make the dataset
appropriate for learning. The augmentation process is con-
sidered very important since the number of covid-19 samples
is low, and this process includes some image transformations
such as rotation, flipping, translation, and scaling. The aug-
mented dataset is collected from two online available datasets
Kaggle3 and.4 Table 3 describes this dataset. For this appli-
cation, the value of the parameter B for the SKLD distance is
selected experimentally and it is equal to 8. Table 4 depicts
the classification accuracies for this repository when applying
different generative approaches. Accordingly, we can see
clearly that our proposed approach with the different mea-
sures outperforms both the Gaussian and Gamma models.
Indeed, our work has better accuracy as well as lowest false
positive rate than these models. We can also notice that the
Fisher distance is slightly better (Acc = 94.08%) than the
KL-based (Acc = 93.90%) and Bhattacharyya-based dis-
tances (Acc = 93.88%), respectively. These results encour-
age the choice for flexible generalized Gamma mixtures
with different distances which are able to improve the

2https://data.mendeley.com/datasets/2fxz4px6d8/4
3https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
4https:https://github.com/ieee8023/covid-chestxray-dataset
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TABLE 4. Overall accuracy for CXR-Augmented-COVID Dataset.

TABLE 5. Pneumonia data statistics.

classification accuracy. Moreover, the size of this dataset
which is increased compared to the previous one, the flexibil-
ity of the generalized Gamma mixture, and the effectiveness
of texture-based features lead to more stable results here.

C. MULTI-LABEL PNEUMONIA CLASSIFICATION
In this work we also addressed the issue of detecting pneu-
monia. For this purpose, we conducted several experiments
on the publicly repository Kaggle. This dataset contains two
categories (Pneumonia/Normal) for lung and it is structured
into 3 folders (train, test, val). It is noted that pneumonia is a
lung inflammation caused by a viral or bacterial infection.
The current dataset includes 1583 normal CXR cases and
4273 pneumonia images, for a total of 5856 images. The
number of the images used in the experiment from this dataset
is depicted in table 5. Table 6 shows the obtained results for
all methods. We note here that the value of the parameter
B for the SKLD distance is equal to 8. It is clear here that
all mixture models are able to provide encouraging good
results. Likewise, we came to the same conclusion with this
dataset and we obtain the highest accuracy (ACC about 92%)
with our approach. We note also that the precision increases
(and the false positive decreases) as the dataset size increases
given that the current dataset (CXR-Pneumonia) contains
more images than the previous ones (i.e. CXR-COVID and
CXR-Augmented-COVID). As a result, it is obviously clear
to confirm the merits of our proposed framework thanks to its
flexibility (since it has more degrees of freedom) with respect
to the Gaussian and Gamma mixtures. Moreover, thanks to
the texture characteristics which are one of themost important
descriptors, in particular for medical applications, the mod-
eling of these characteristics with the proposed statistical
model leads to good results of differentiation between the
images. [46].

TABLE 6. Overall accuracy for CXR-Pneumonia Dataset.

TABLE 7. CT-scan data statistics.

TABLE 8. Overall accuracy for CT-COVID-19 Dataset.

D. CT-SCAN IMAGES CLASSIFICATION FOR
COVID-19 DETECTION
In this work we also addressed the detection of COVID-19
patients in CT scans. It is noted that CT scans are promis-
ing in giving precise analysis and screening of COVID-19.
Our experiments are based on the public dataset [47] con-
taining in total 470 CT scans where 275 are positive cases
for COVID-19 and 195 are negative cases and are labeled
as Non-COVID-19. It is noted that this dataset is storing
more images over time, till April 28, 2020. Moreover, it is
verified by senior radiologists who have performed several
diagnoses on many COVID-19 patients. Table 7 describes
this dataset. In this case, the value of B for the Symmetrized
Kullback-Leibler distance is equal to 2. Based on the results
in Table 8, we notice that our developed model still provides
better results with the CT-scan dataset, despite the complexity
of these images. Indeed, for this kind of images, it should
be noted that the steps of modelling and characterization are
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difficult especially when these images include acute respi-
ratory distress syndrome. This difficulty is due to the little
contrast at the boundary of the lung. In addition, the number
of images in this dataset is too small. For all these reasons,
the obtained results are lower than the previous datasets. Our
goal is to analyze these CTs images in order to detect and
predict whether a patient is affected or not with COVID-19.

VII. CONCLUSION
In this paper, we have presented a three-parameter general-
ized gamma mixture model for modeling chest x-ray (CXR)
images via texture image classification. The advantage of
this mixture model over the existing Gaussian model is that
it provides more flexibility to control the shape of model
which is critical for classification systems. In order to make
our proposed framework particularly appropriate for image
classification problem, we derived some efficient measures
based on Fisher, Kullback-Leibler and Bhattacharyya dis-
tances for the mixtures of generalized Gamma distributions.
Thus, the proposed approach involves the extraction of robust
texture descriptors, the learning of the developed mixture
model, and the classification of CXR and CT scans using
the derived mixtures-based distances. Through challenging
applications involving pneumonia/covid-19 detection and
texture classification, we have shown how our flexible model
in conjunction with effective distances measures between
mixtures can be used and provide excellent modeling and
classification capabilities. One of the advantages of our devel-
oped framework is it can be easily extended to incorporate the
selection of relevant features which can further improve the
expected classification results. We hope that other real-world
applications will be addressed as part of the approach we
are proposing. Extensive experiments were conducted on
standard medical datasets and the results demonstrate that
the proposed approach outperforms many other generative
approaches. In our future work we will study if the proposed
framework can be extended via nonparametric Bayesian prin-
ciple in order to increase the classification accuracy. Future
works could be also devoted to avoiding the limitations of
Monte-Carlo approximations by considering for example the
Cauchy-Schwarz divergence as previously done successfully
for differentmixturemodels [23], [29], [30].We plan to inves-
tigate this work for other tasks such as image segmentation by
classifying the smaller regions and evaluate it for other related
image classification tasks such as object recognition.
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