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ABSTRACT The need to cope with the continuously growing number of connected users and the increased
demand for mobile broadband services in the Internet of Things has led to the notion of introducing the
fog computing paradigm in fifth generation (5G) mobile networks in the form of fog radio access network
(F-RAN). The F-RAN approach emphasises bringing the computation capability to the edge of the network
so as to reduce network bottlenecks and improve latency. However, despite the potential, the management of
computational resources remains a challenge in F-RAN architectures. Thus, this paper aims to overcome the
shortcomings of conventional approaches to computational resource allocation in F-RANs. Reinforcement
learning (RL) is presented as a method for dynamic and autonomous resource allocation, and an algorithm
is proposed based on Q-learning. RL has several benefits in resource allocation problems and simulations
carried out show that it outperforms reactive methods. Furthermore, the results show that the proposed
algorithm improves latency and thus has the potential to have a major impact in 5G applications, particularly
the Internet of Things.

INDEX TERMS Fifth generation, fog computing, Internet of Things (IoT), radio access network, reinforce-
ment learning, resource allocation.

I. INTRODUCTION
The forthcoming ubiquity of the Internet of Things (IoT)
in everyday life, combined with the continuously growing
number of connected users and the increased demand for
mobile broadband services, have created a challenge for cur-
rent cellular networks and necessitate an essential change in
the way in which wireless networks are designed and mod-
elled [1]. This challenge, which is particularly eminent when
considering the need to deal with the exponential amounts of
data produced at the edge of the network, is further exacer-
bated by the current network state, which is both extremely
heterogeneous and immensely fragmented [2].

Fifth generation wireless network technologies (5G) are
the next generation in mobile communications, beyond
the current fourth generation (4G) and Long Term Evolu-
tion (LTE) mobile networks, and promise to play a crucial
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role in enabling a better-connected networked society. 5G
is anticipated to provide new opportunities that enable us
to deliver unprecedented applications and services that can
support new users and devices. These applications encom-
pass massive machine-type communications (mMTC)- also
known as the Internet of Things (IoT), enhanced mobile
broadband (eMBB) requiring high data rates over a wide
coverage area, and ultra-reliable and low-latency communi-
cations (URLLC) with stringent requirements on latency and
reliability [3], [4].

The proposed architecture for 5G, in an effort to deal
with the expanding amount of user traffic and the increasing
number of IoT devices, is the cloud radio access network
(C-RAN) architecture. In the C-RAN approach, the function
of processing data is borne by a pool of centralised baseband
units (BBU) inside the core network, which are characterised
by a limited fronthaul [5]–[7]. In order for processing to
take place in the centralised BBU pool, a high bandwidth
fronthaul with low latency is required. However, the fronthaul
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in the C-RAN is prone to time-delay and capacity constraints,
which presents several challenges for 5G applications, par-
ticularly when considering the massive traffic produced by
IoT devices. Furthermore, CRAN does not exploit the storage
and processing capacity of edge devices and may excessively
burden the core network and consequently adversely affect
the quality of service (QoS) experienced by the end users [8].

As a means to overcome the challenges in the CRAN
effort, the notion of introducing fog computing in 5G RAN in
the form of fog radio access network (F-RAN) has emerged
as a promising architecture. The F-RAN approach empha-
sises bringing the computation capability to the edge of the
network so as to enable a lower burden on the fronthaul
and meet the demands of ultra-low-latency applications [9].
As a secondary advantage to reducing network bandwidth
bottlenecks and improving latency, the F-RAN technique
also bears great potential in very low Average Revenue Per
User (ARPU) areas, particularly when the connection to
the cloud is unavailable or limited [10]. These developing
regions, which are characterised by a lack of adequate broad-
band infrastructure, are referred to as underserved areas.

Despite all these attempts to handle the growing demand of
IoT applications, management of computational and network
resources of processing entities in the 5G F-RAN (i.e. fog
nodes) still remains a high priority goal for future network
designs. Contrary to resources in the C-RAN, the resources
at the network edge are inherently: (i) restricted in terms
of computational resources - a constraint imposed by the
limited processor size and power budget of edge devices,
(ii) heterogeneous, and (iii) dynamic with variable workloads
and applications contending for the limited resources [11].
Therefore, resource management continues to be one of the
key challenges in 5G F-RAN.

Conventional legacy approaches to computational resource
allocation in virtualised networks, such as the 5G F-RAN, are
static mechanisms inwhich a fixed resource size pool (includ-
ing storage resources, computing resources, and bandwidth
resource) is allocated to each fog node when the network
is configured [12]. However, the dynamic nature of F-RAN
resources coupledwith the heterogeneity and increasing com-
plexity of IoT applications deem static allocation mecha-
nisms insufficient for satisfying the needs of future mobile
networks and necessitate dynamic allocation approaches that
can predict changes in the workload and autonomously adjust
resources accordingly.

Drawing from the literature review, there is a lack of studies
in the area of designing dynamic and autonomous resource
allocation mechanisms that allow each fog node to indepen-
dently manage its computed power allocation. Nonetheless,
learning-based resource allocation has been implemented
in [13]–[15] through a centralised controller that acts as
the primary decision maker for the service provider. Most
research efforts aimed at addressing the computing resource
allocation problem in 5G F-RAN are commonly focused on
offloading data from the resource-constrained F-RAN to the
core network, in order to meet the data rate and latency

demands of eMBB and URLLC applications, respectively.
For instance, the work in [16] considers offloading as a means
to optimise latency. The major shortfall of the offloading
approach is that it is ill-suited for networks in underserved
areas, where the connection to the remote cloud is unavailable
or limited. The issue of computing resource allocation for
5G F-RAN architectures in underserved regions is an area of
research that has not been studied extensively in literature.

By taking this into account, this paper leverages the capa-
bilities of machine learning and fog computing in order to
address the computing resource allocation problem in 5G
F-RAN architectures for mMTC services in underserved
communities. Consequently, the main contributions of this
paper include the following:

1) We propose reinforcement learning as a technique for
dynamic and autonomous resource management and
design an algorithm based on Q-learning.

2) We demonstrate, through simulation-based perfor-
mance evaluation, the efficiency of the proposed
algorithm.

The remainder of this paper is organised as follows.
The state of the art is presented in Section II, along
with an overview of the related work. Section III defines
the system model and formulates the resource allocation
problem. In Section IV, a reinforcement learning model
for autonomous resource allocation in 5G F-RAN is pre-
sented based on proactive auto-scaling, including the learning
parameters and the proposed Q-learning algorithm. After
describing the simulation setup in Section V, the results are
presented and discussed in Section VI. Finally, Section VII
elaborates on the major contributions of this paper and gives
a brief overview of possible extensions as part of future work.

II. RESOURCE MANAGEMENT TECHNIQUES IN 5G F-RANs
F-RANs have been presented as a promising architecture to
provide high spectral and energy efficiency in future wireless
networks. The potential of F-RANs has been highlighted
in numerous relevant works, however, the cache resource
optimization remains a challenging task due to the uncer-
tainty and dynamics of user file requests. The work in [17]
proposed a deep reinforcement learning (DRL) based algo-
rithm as a means to improve this. In addition to cache
resource optimisation, achieving ultra-low latency for emerg-
ing cellular networks is still challenging due to constrained
fronthaul capacity. The work in [18] attempted to achieve
ultra-low latency by presenting a distributed content sharing
and computing mechanism combined with the greedy algo-
rithm. The proposed approach, which was successful at opti-
mising the transmission rate, was proven to be a sub-optimal
solution.

In [19], an approach was devised based on DRL to
minimise power consumption of the network in the long-
term. The authors demonstrated that integrating transfer
learning with DLR yields promising performance gains and
requires much fewer interaction with the environment. The
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work in [20] made an effort to investigate the computation
offloading problem by designing an algorithm to optimise
the joint allocation of radio and computation resources.
The proposed iterative algorithm showed promising perfor-
mance gains, including computational complexity. Similarly,
an iterative algorithm was adopted in [21] to optimise the
CPU-cycle frequency, the transmit power control, and the
offloading decision. The proposed solution, which was based
on the conventional convex optimisation methods, minimised
total energy consumption while guaranteeing that the restric-
tions on maximum latency tolerance and capacity are adhered
to.

As part of the F-RAN resource management effort,
the authors in [22] set out to design a resource allocation
strategy based on differential game and bipartite graph mul-
tiple matching, and proposed a distributed uplink computa-
tion offloading strategy with Lyapunov theory and deviation
update decision algorithm (DUDA). The proposed mecha-
nism performed well in terms of system consumption and
resource demand satisfaction rate. In [23], the resource allo-
cation problemwas formulated as aMarkov Decision Process
(MDP), for which an optimal decision policy was presented
through reinforcement learning. The proposed resource allo-
cation method learned from the IoT environment how to
strike the right balance between two conflicting objectives of
maximising the total served utility and minimising the idle
time of the fog node. The transmission latency between fog
nodes, node-to-UE, and fronthaul latency strongly depends
on interference power from the undesired network element
as well as end-users. At the same time, the computational
latency increases with the queuing delay. In [24], a load
balancing scheme was proposed to address the trade-off
between transmission and computing latencies in F-RANs.
The suggested method outperforms the greedy approach in
terms of low latency and minimal task offloading to the
cloud.

Considerable advances have been made in the area of
designing algorithms for the management of resources in
the 5G F-RAN architecture, with machine leaning paving
the way for dynamic and autonomous mechanisms. Despite
the promise, most of these efforts make the assumption that
the resources are fixed and/or the network functions are exe-
cuted on black boxes. The problem with these approaches is
that they do not account for the dynamic formation of the
5G F-RAN. Furthermore, most approaches to the resource
allocation problem adopt computation offloading, which may
result in adverse consequences to the performance due to
additional offloading delays in scenarios where the fog nodes
are very resource constrained. There is a lack of studies that
address the self-management of networks with softwarised
and virtualised resources.

As a means to address the shortcomings identified in
literature, we derive a mathematical model for 5G F-RAN
architectures and propose a technique for autonomous and
dynamic resource management in 5G F-RANs in the subse-
quent sections.

FIGURE 1. System architecture of F-RAN.

III. SYSTEM MODEL
The system model considers a hierarchical architecture,
which is composed of UEs, 5G base stations, fog nodes and
SDN-based remote cloud servers. UEs connect to the fog
nodes through wireless communication links using 5G base
stations, while fog nodes access servers in the remote cloud
data centre through fibre-optic communication as illustrated
in Fig. 1. This work is focused on underserved communities,
which are often characterised by intermittent or no Internet
connectivity. Therefore, most data processing is completed in
the fog network, while the cloud is used for historical storage
and batch analytics.

The model is based on dual radio connectivity, incorpo-
rating the architecture of 4G LTE and 5G New Radio (NR).
The LTE eNB is deployed as the master eNB, while the
NR eNB/gNB is the secondary eNB balancing the load and
enhancing user throughput.

The network functions of the system are softwarised and
run on isolated virtual machines (VMs) through the Network
Function Virtualisation (NFV) technique. These VMs, also
referred to as fog nodes, connect to each other using Soft-
ware Defined Networking (SDN), while also monitoring and
managing network traffic among them.

The specification of virtual network (VN) resource require-
ments is represented by a weighted undirected graph G =
(N ;L), where N and L represent the sets of fog nodes and
links respectively. Each virtual link lij ⊆ L or fog node i ⊆ N
is characterised by requirements such as maximum delay,
CPU, memory, bandwidth etc. In the network, the set of UEs
is denoted by K = {1, 2, . . . , |K |}. A set of UEs of a specific
node n is denoted as Kn, while kn denotes a single UE of the
node. Various kinds of UEs send their task data to a certain fog
node n, and the service arrival rate to the node is γkn packets
per second. For simplicity, it is assumed that each task packet
has the same size ofM bits.

A. DELAY MODEL
The transmission delay between a UE and a fog node is given
by:

T trankn =
Mkn

Rkn
(1)

where Mkn denotes the data packet size, Rkn denotes the
achievable transmission rates in bits/s.

The signal-to-noise ratio (SNR) is used to denote the
maximum transmission rate, through Shannon’s rule on the
upper bound limit for the achievable transmission rates on
the capacity of a communications channel. The limit can be
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defined in dB, in relation to changes in available bandwidth
B in Hz and SNR, as:

Rkn = B log2(1+ SNR) (2)

The transmission delay between the nth fog node and the jth

node is given as:

T trann,j =
Mn,j

Rn,j
(3)

whereMn,j is the fraction of data packet size being transmitted
from the nth node and the jth node, Rn,j denotes the achievable
transmission rate between the nth node and the jth node and
n ⊆ N .

On the fronthaul link, the transmission delay is defined as:

T trann,c =
Mn,c

Rn,c
(4)

whereMn,c is the data packet size being transmitted from the
node to the cloud and Rn,c is the fronthaul capacity between
the node and the cloud.

Finally, the total transmission delay for the UE becomes:

T trank = T trankn + T
tran
n,j + T

tran
n,c (5)

It is assumed that data processing only begins once all the
packet data has been received by the fog node and that the
task arrival rate follows a Poisson distribution. Considering
M/D/1 queuing system, the computational delay incurred is
given by:

T compk =
µkn

2µkn (µkn − γkn )
+
Dkn
fkn

(6)

where Dkn represents the required CPU cycles modelled as
Dkn = Mknakn , akn is the minimum processing density
requirement (CPU cycles/bit) and fkn is the fraction of CPU
clock frequency allocated. The first term in the equation
represents the waiting delay in the computation queue and
the second term is the execution delay.

B. THROUGHPUT AND UTILISATION MODEL
Using the assumption that all fog nodes in the system follow
exponential service rates, the aggregate arrival rate can be
defined as the sum of individual rates. If γn defines the
individual arrival rate, then the aggregate rate can be denoted
as:

λn =

K∑
k=0

γkn (7)

Each node’s utilisation can be defined as:

Un =
λn

µn
(8)

where µn denotes the average service rate of a fog node and
Cn is the node’s throughput, which is defined by:

Cn =
N∑
j=1

CjPnj + γn (9)

in a system with N queues and associated fog nodes, given
that packets leave the fog node n with the probabilities
defined as Pn0 = 1 − Pnj. The underlying notion behind the
definition is that the possibility of a task leaving the system is
equal to the complement of the probability that the task will
be left in the system. Since the throughput arriving from the
IoT network is known, C0 can be set to λ and solve for the
outstanding C terms.

C. PROBLEM FORMULATION
Given the abovementioned system model, the problem of
resource allocation for a fog-enabled 5G communication sys-
tem is formulated. Since the goal of the system is to minimise
the total end-to-end latency experienced by users through
computation resource allocation F while enforcing the max-
imum tolerable latency requirement constraint, the optimisa-
tion problem is defined as:

min
F
T =

∑
k⊆K

Tk (10)

subject to ∑
k⊆K

fkn ≤ f maxn , ∀k ⊆ K (11)

Tk ≤ Tmaxk ∀k ⊆ K (12)

fkn ≥ 0, ∀n ⊆ N , k ⊆ K (13)

where f maxn is the total computation resources in the nth node
and Tmaxk denotes the maximum tolerable latency of the k th

user. The constraint in (11) ensures that the computation
resources on individual nodes are not allocated in excess,
(12) guarantees that the service latency experienced by indi-
vidual users do not exceed their maximum tolerable latency
and (13) is the non-negative constraint on computation
resource allocation. In this work, only CPU is considered as
a computation resource.

IV. AUTONOMOUS RESOURCE MANAGEMENT MODEL
A. PROPOSED REINFORCEMENT LEARNING SYSTEM
PARAMETERS
The need to deal with the ongoing rapid increase in IoT appli-
cations and services, especially in complexity, scale and con-
nectivity, has created a need for the development of computer
systems with an aptitude for self-management [25]. Conven-
tional legacy approaches to systemmanagement involve algo-
rithms that are programmed to only respond to pre-defined
logic based on the specified cases, and inevitably respond
poorly when there are unpredictable changes in the workload.
Therefore, the proposed approach to the resource allocation
problem leans towards an autonomous method in order to
dynamically manage the heterogeneity of 5G applications.

In general, machine learning is aimed at constructing mod-
els and algorithms that are capable of decision making with-
out adhering to predetermined rules [26]. Instead, the models
and algorithms learn to apply data directly. In the case of
reinforcement learning, as illustrated in Fig. 2, learning is
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FIGURE 2. Reinforcement learning model.

facilitated by the interaction between an agent and the envi-
ronment, which can also be referred to as the system. The
agent gains rewards from interacting with the environment,
and with every action taken, the agent learns the optimum
policy of actions so as to maximise the expected cumulative
reward and achieve the objective [27].

Since the decision making often results in randomness and
uncertainty, reinforcement learning problems are generally
modelled as Markov Decision Processes (MDP), which out-
lines that the effects of an action taken in the current state of
the environment depend solely on that state and not on prior
history. The MDP model contains:

• A set of possible system states S
• A set of probabilistic transition from current state st to
the next state s′t , on the action at

• A set of possible actions A
• A reward function R for the action at on state st
Reinforcement learning can be characterised by a method

of trial and error in which an agent observes the current
state st of the environment at time t in order to take an
action at and transition into a new state. The end of each
interaction is marked by the agent receiving a reward rt ,
which represents a numerical value that the agent aims to
maximise by optimising its decision making in the long
run.

The key MDP parameters for the F-RAN system are
defined as follows:

• State: The current system state st is determined by the
data processing requirements of users and the state of
resource availability in the fog network. The system state
at time slot t is defined as st = [v, e, t,Ri,Ra,Rx] ⊆ S,
where v denotes the sum of user requests, e represents
the sum of request arrival rate, Ra is the percentage of
resource allocation, Rx is the percentage of allocated
resources currently unused, Ri is the sum of minimum
allocation requirement, and t defines the sum of maxi-
mum delay requirement

• Action: The action at time instant t is defined as at =
{upscape, downscale, no operation}

• Reward: The reward is determined by the link delayDij,
packet drop ratio Pi and resource allocation ratio Ra and
resource utilization Ru. rt is then defined by:

rt =

{
−100 if Ra ≤ Rmin;
αRu − (βDij + θPj) if Ra > Rmin.

(14)

where α, β and θ are constants that adjust the influence
of Ru, Dij and Pi on the overall reward, and Rmin is the
threshold for minimum resource allocation. The objec-
tive of the reward function is to encourage high virtual
resource utilisation while penalising nodes for dropping
packets and links for having a high delay. A punitive
reward of -100 to Ra below Rmin has also been assigned
to ensure that this is the minimum allocation to a virtual
resource and therefore avoid adverse effects to QoS in
cases of fast changes from very low to high virtual
network (VN) loading.

• Next state: A node’s change of state to a new state
will be dictated by the predicted number of expected
requests at the next time slot t + 1. In order to predict
the expected request arrival rate (δn), linear regression
statistical modelling is employed. The general form of
the linear regression model is given by the equation:

Yt+1 = aXt + b (15)

where Xt denotes the sample service request, Yt+1 is
the number of expected service requests, and t is the
time value when the request was taken. The values of a
and b can be calculated by solving the linear regression
equation as given by (16) and (17) below:

a =

∑
Xt2

∑
Yt −

∑
Xt

∑
XtYt

n
∑
Xt2 − (

∑
Xt )

2 (16)

b =
n

∑
Xt

∑
Yt −

∑
Xt

∑
Yt

n
∑
Xt2 − (

∑
Xt )

2 (17)

where n is the total number of service requests received.

B. PROPOSED RESOURCE ALLOCATION MECHANISM
To describe the procedure of the proposed method, the RL
agent evaluates the number of requests that arrived at a time t
and the amount of free resources in fog resource pool in order
to determine the state of the current system. The state can be
classified as under-utilised or over-utilised, with the former
indicating that there is a surplus of resources that are available
and thus must be released back to the resource pool by means
of a downscaling operation. Alternatively, a classification of
the current state as over-utilised dictates that an upscaling
operation should be initiated. In neither of the two cases,
the system resumes its normal operation.

The learning agent then determines whether or not the
next state of the system will be under-utilised or over-utilised
by taking into account the predicted number of expected
service requests at time t + 1. Based on the calculated future
availability and the requirement of resources, the agent then
makes a decision on the appropriate action to take, whether
to perform an upscale, downscale, or no scaling operation.

The described state-action mapping for the scaling deci-
sion is shown in Table 1.

If the entire environment model is known, a MDP problem
can be easily resolved by some dynamic programming meth-
ods, such as value iteration and policy iteration. However,
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TABLE 1. State-action mapping.

in most cases, the state transition probability function and
reward function are not known in advance. Q-learning [28]
is a model-free reinforcement learning algorithm which can
be used to find optimal policies by learning from previous
decision-making experiences. The term model free refers to
an algorithmic technique that does not need a prior trained
model to take dynamic decisions. It does not rely on complete
a priori knowledge of the environment. Following the basic
idea of reinforcement learning, agents constantly perform
actions in different states and then observe state transitions
and relevant rewards.

Among several RL techniques, Q-learning requires low
computational resources for its implementation and does
not require the knowledge of the model of the envi-
ronment, thus being a suitable learning technique for
the resource-constrained fog nodes [29]. Furthermore,
Q-learning has been used extensively to address resource
allocation problems [30], thus being a suitable learning tech-
nique for the problem.

The Q-learning algorithm is expressed by the Q-function
Q(s, a) where at time t an action at is taken on the current
state st which will lead to the next state st+1, and γ ⊆ [0, 1] is
the discount factor which describes how much future reward
affects current decision. It is used to finitely evaluate the
overall expected reward for an infinite sequence of decisions.
The Q-function is then updated by the Bellman equation (18):

Q(st , at ) = r(st , at )+ γ max at+1Q(st+1, at+1) (18)

The pseudocode illustrating procedures of the proposed
autonomous RL-based resource allocation algorithm is pre-
sented in Algorithm 1. The algorithm was implemented using
the Open AI Gym toolkit by constructing an environment to
record and store the Q-table values as a matrix.

V. SIMULATION SETUP
A. PARAMETER DESCRIPTION
The simulation environment was created using 5G K net-
work simulator, 5G K-SimNet [31]. 5G K-SimNet is an
open source ns3-based network simulator for evaluating end-
to-end performance of 5G systems. Its key elements for 5G
include support for 5G New Radio based on mmWave, 5G
core, multi-connectivity, SDN, and NFV modules.

As part of modelling a 5G network, a smart farm use
case is considered. In smart farming, various sensing tech-
nologies are deployed across the field for the provision of

Algorithm 1 Autonomous Resource Allocation
1: Initialise number of fog nodes
2: for every time step t do
3: for each fog node do
4: Read total number of requests
5: for each request do
6: Collect processing requirements
7: Read resource availability
8: Collect the request arrival rate
9: Calculate expected number of service
10: requests at time t+ 1 using (Eq.: 15)
11: end for
12: Initialise Q-values table of pairs (s, a) by zero
13: Observe the current state st
14: Choose an action at from the set of actions
15: defined for that state st in the Q-table
16: Perform the action at , receive the feedback
17: reward rt+1 to reach the next state st+1
18: Update the Q-value table using (Eq.: 18)
19: st = st+1
20: end for
21: t = t+ 1
22: end for

data to be processed and implemented as need be in order
to enable farmers to monitor and optimize crop yield while
adapting to changing environmental factors [32]. The idea
behind smart farming is to leverage real-time connectivity
to enable machine-to-machine communication between farm
equipment and other machines on the field. Thus, making 5G
and fog computing technologies suitable enablers for the use
case.

With respect to 5G NR, the performance objectives for
smart farm sensing and monitoring, which is classified as a
massivemachine-type communications (mMTC) application,
are identified below [30], [33]:

1) Ultra-low complexity and low-cost IoT devices and
networks.

2) Latency of 10 seconds or less on the uplink to deliver
a 20-byte application layer packet measured at 164 dB
Maximum Coupling Loss (MCL) or 21 dB of gain.

3) Connection density of 1 million devices per square km
in an urban environment.

In the simulation, UEs generate data after regular time inter-
val and transmit it to fog nodes for processing. Since the
output after processing is usually small, the simulation only
considers the uplink communication for the environment. The
simulation was executed on an Intelr Core (TM) i7 CPU at
2.70 GHz, with 8 GB of RAM, a Linux Ubuntu 16.04 oper-
ating system, 5G K-SimNet version 1.2, and Open AI Gym
version 0.17.1.

A LTE eNB is deployed as the master node and a NR
gNB as the secondary node, with UEs using the dual radio
interfaces of both LTE and NR for connectivity. 142 UEs
are connected to the RAN, and uplink packets are generated
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TABLE 2. Simulation parameter settings.

continuously throughout the simulation time, which is set to
300s. The gNB is also connected to the SDN network con-
sisting of an OpenFlow controller and OpenFlow switches.

The parameters used in the simulation are listed in Table 2.

B. PERFORMANCE METRICS
The following metrics were computed for the purpose of
performance analysis of the proposed algorithm:
• CPU utilisation (%)
• Virtual link utilisation (%)
• Latency (ms)
• Cost efficiency (%)

VI. RESULTS AND DISCUSSION
The performance evaluation through simulation modelling
seeks to determine the efficacy of the proposed reinforce-
ment learning algorithm regarding resource allocation in a
5G F-RAN architecture. This section describes the resource
allocation mechanisms used for comparison then presents the
performance results by measuring the proposed algorithm
with the systems described.

A. DESCRIPTION OF OTHER RESOURCE ALLOCATION
TECHNIQUES
The proposed reinforcement learning framework in this
paper implementing a proactive auto-scaling algorithm based
on Q-learning will be referred to as System I. The work
in [34] described several RL-based methods for resource
allocation in FRAN architectures. The algorithm based
on SARSA will be referred to as System II, while the
Monte Carlo mechanism is System III. The authors of [35]
described a dynamic resource allocation framework for an
NFV-enabled mobile fog cloud. The proposed framework

TABLE 3. Summary of resource management systems.

FIGURE 3. Relationship between the number of active requests and
resources.

consists of a fast heuristic-based incremental allocation
mechanism that dynamically performs resource allocation
and a re-optimisation algorithm that periodically adjusts allo-
cation over time. An offline algorithm estimates the desired
response time with minimum resources, and the auto-scaling
and load-balancing algorithm makes provision for work-
load variations. When the capacity violation detection algo-
rithm identifies a failure of the auto-scaling mechanism,
a network latency constraint greedy algorithm initialises an
NFV-enabled edge node to cope with the failure. This system
is referred to as System IV.

The summary of the various systems is provided in Table 3.

B. RESULTS
The relationship between the number of active requests that
approximates demand and capacity represented by the num-
ber of compute resources in the system is presented for the
proposed Q-learning algorithm in Fig. 3. The data plotted was
measured in every 30 second interval for the duration of the
simulation period (300 s). In every time slot, the number of
resources is either equal to or slightly higher than the number
of active requests. This demonstrates the effectiveness of
the proposed Q-learning algorithm because every increase
or decrease in the number of active requests is accompanied
by a corresponding increase or decrease in the number of
resources.

Fig. 4 shows the average amount of data transferred by
varying the number of connected users in the proposed archi-
tecture, compared with the cloud-only model. It is observed
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FIGURE 4. Average data transmitted vs number of connected users.

that using the proposed resource management architecture,
a significant reduction in the amount of data transferred
between users and the cloud can be achieved. On average,
the amount of data transferred between the fog node and the
cloud server is reduced by up to 90%, which is encouraging
particularly for mMTC applications which are characterised
by a large volume of data generated by connected sensors.
The proposed reinforcement learning model facilitates data
processing closer to the users at the fog nodes such that very
little traffic is transmitted beyond the local network. This is
promising for applications in underserved communities.

In order to take into account the resource utilisation of
the fog nodes, cost efficiency is measured, which quantifies
the percentage of users who receive their services within
the services’ latency requirements. The maximum tolerable
latency requirements are categorised as ultra-low (<1 ms),
low (10 ms), medium (100 ms), high (150 ms), and mixed
(randomly selected between 0 and 150 ms). Fig. 5 illustrates
the impact of maximum tolerable latency requirement on cost
efficiency. The graph shows that extremely strict network
latency requirements are less cost effective than more tolerant
latencies. Systems I, II and III achieves a cost efficiency
above 50% for all latency requirements, while System IV
achieves a maximum of 45% cost efficiency for a work-
load with lenient latency requirements. Therefore, it can be
concluded that dynamic auto- scaling is more efficient than
the fixed threshold counterpart. System I appears to utilise
resources more efficiently and outperforms all three systems
for ultra-low latency requirements, however System II is
comparable for low latency requirements. For flexible latency
requirements, both System I and System II achieve an optimal
operational cost where the efficiency is equal to 100 percent.

Resource utilisation of the proposed Q-learning algorithm
(System I) is measured against the reactive auto-scaling
approach where VMs provisioning is performed based on
a fixed scaling threshold (System IV). The CPU utilisation
of fog nodes is measured with every time slot, as illus-
trated in Fig. 6. The proposed reinforcement learning-based

FIGURE 5. Impact of latency requirements on cost efficiency.

FIGURE 6. CPU utilisation comparison vs time slot.

algorithm far surpasses the reactive approach in terms of
CPU usage. This is because in the former, resources are
dynamically allocated based on the actual traffic demand,
with unused resources being released back into the resource
pool to be reused by other VMs. The inferior performance
of the dynamic Q-learning approach can be attributed to the
initial learning period of the agent. In the early stages of
the simulation when the agent is still learning, fog nodes
are allocated less resources than their demand. However,
the algorithm progressively learns the Q-function, updating
it only for the visited states if and only when visited.

As shown in Fig. 7, the proposed Q-learning mechanism
performed better than the reactive auto-scaling approach in
terms of link utilisation. Therefore, the proactive approach
achieves better link efficiency because the virtual links in the
proactive Q-learning utilise more bandwidth than the links in
their reactive counterparts.

The measured CPU utilisation for the RL-based systems is
shown in Fig. 8. In all three systems, resources are dynam-
ically allocated based on the actual traffic demand, with
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FIGURE 7. Virtual link utilisation comparison.

FIGURE 8. CPU utilisation comparison vs number of iterations.

unused resources being released back into the resource pool
to be reused by other VMs. CPU utilisation increases with
the rise in the number of iterations, with System I achieving
the highest CPU utilisation. System I obtains the highest
maximum CPU utilisation earlier than the other systems.

The graph in Fig. 9 shows the sum of latency experienced
by users in the RL-based systems. The general pattern is
marked by an exponential decrease in latency in the initial
stages of training until an equilibrium is reached. As illus-
trated, System I converges to the minimum total latency
of 3 ms after 300 iterations, while System II reaches 4,4 ms
after 450 iterations and System III requires 550 iterations to
obtain a minimum latency of 5,4 ms. The maximum latencies
observed for Systems I, II and III are 20 ms, 40 ms and 60 ms,
respectively.

The percentage of users who receive their services within
the application’s latency requirements, referred to as cost
efficiency, was also measured for a system in which the
latency requirements are random integers between zero and
150 ms. The cost efficiency observed, illustrated in Fig. 10,
exhibits poor performance in the initial stages and converges
to optimal values. The beginning of the training period marks

FIGURE 9. Sum of latency comparison of RL systems.

FIGURE 10. Cost efficiency comparison of RL systems.

the agent’s initial learning period, thus the curve of cost effi-
ciency is at a state of constant fluctuation. System I achieves
the highest maximum efficiency of 92% after 300 iterations,
while System II and System III achieve amaximum efficiency
of 88% and 81% after 450 and 550 iterations, respectively.

C. DISCUSSION
The goal of the proposed Q-learning algorithm is to minimise
the total end- to-end latency experienced by users through
computation resource allocation while enforcing the maxi-
mum tolerable latency requirement constraint. It has been
demonstrated that the proposed framework always manages
to allocate sufficient resources in time to guarantee contin-
uous satisfaction of applications’ low latency requirements
under dynamic workloads. The amount of data transferred is
an important metric to gauge the communication frequency
between the fog nodes and the remote cloud server. Reduc-
ing the amount of data transferred between fog nodes and
the cloud also decreases the transmission delay, which
has an impact on end-to-end latency. Furthermore, reduced
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frequency of communication between fog nodes and cloud
servers reduces the propagation delay, since the distance
between users and fog nodes is much shorter than the distance
to the remote cloud and therefore there is a fewer number
of hops for packets to travel. Given that round-trip latency
proportionately declines when the number of hops and packet
size drops [36], one can deduce that the proposed algorithm
leads to lower latency. This is supported by the measure-
ments of latency against varying traffic loads, which demon-
strated that the proposed algorithm exhibits the minimum
latency. The proposed Q-learning algorithm achieves mini-
mum latency through computation resource allocation while
ensuring maximum CPU utilisation and maximum link util-
isation, compared with the reactive auto-scaling counterpart.
This serves as a demonstration of the potential of machine
learning capabilities in 5G F-RAN architectures for resource
management. In comparison with other reinforcement learn-
ing systems, namely SARSA and Monte Carlo, the proposed
Q-learning algorithm achieved a higher percentage of users
who receive their services within the application’s latency
requirements. Furthermore, the proposed Q-learning algo-
rithm converges faster than the other systems.

VII. CONCLUSION
Conventional legacy approaches to system management
involve algorithms that are programmed to work according
to a predetermined case-based reasoning method and gradu-
ally fail when there are unpredictable changes in the work-
load. In the case of resource constrained, heterogeneous and
dynamic resources, traditional approaches are insufficient.
This paper proposed reinforcement learning as a solution and
devised an algorithm for dynamic and autonomous resource
allocation in 5G F-RAN architectures based on Q-learning,
as a means to ensure minimum total end-to-end latency expe-
rienced by users through computation resource allocation
while enforcing the maximum tolerable latency requirement
constraint. The results showed significant improvements in
performance, including reduced end-to-end delay for applica-
tions with ultra-low latency requirements. The improvement
in latency is particularly significant because many applica-
tions in which fog computing is considered are time sensitive.
The relative difference can improve proportionally as the
network scales.

This paper focused on the integration of fog computing,
machine learning and 5G technologies as a means to aid
5G deployment in underserved communities. To this end,
the benefits of this work are divided into three parts. Firstly,
by exploiting the capabilities of the fog computing archi-
tecture to configure a 5G network with reduced cost, this
paper contributes to advancing the limited body of knowledge
about making efforts to deploy 5G in underserved regions of
developing countries as a means to bridge the digital divide.
Secondly, in comparison to URLLC and eMBB, mMTC
applications in 5G are an area that is lesser explored. There
is a lack of studies in the domain of utilising enhanced
next-generation network features such as 5G New Radio to

support deployment scenarios for mMTC services and appli-
cations. Therefore, by modelling an mMTC application to
measure the performance of the proposed methods, this work
makes an effort to validate the envisioned requirements of
IoT applications in 5G networks. Finally, there is a limited
number of studies that discuss the integration of fog com-
puting, machine learning and 5G. By using machine learning
techniques to address the resource allocation problem in 5G
F-RAN architectures, this paper has contributed to the area of
machine learning applications in fog computing and 5G.

The future work needs to investigate the scalability issue
in detail to adequately gauge the impact the proposed system
for mMTC applications. Furthermore, it would be interesting
to see how the proposed solution performs for eMBB and
URLLC applications, like in a network slicing architecture.
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