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ABSTRACT The multi-tenancy concept in cloud data center (DC) networks paves the way towards
advancements and innovation in the underlying infrastructure such as network virtualization. Multicast
routing is essential in leveraging multi-tenancy to its full potential. However, traditional IP multicast routing
is not suitable for DC networks due to the need to support a massive amount of multicast groups and hosts.
State-of-the-art DC multicast routing approaches aim to overcome these scalability issues by, for instance,
taking advantage of the symmetry of DC topologies and the programmability of DC switches to compactly
encode multicast group information inside packets, thereby reducing the overhead resulting from the need to
store the states of flows at the network switches. Although these approaches scale well with the number of
multicast groups, they do not perform well with group sizes and, as a result, yield substantial traffic control
overhead and network congestion. In this article, we present Bert, a scalable source-initiated DC multicast
routing approach that scales well with both the number and size of multicast groups through the clustering
of multicast group members where each cluster employs its own forwarding rules. Compared to the state-
of-the-art approach, Bert yields much less traffic control overhead by significantly reducing packet header
sizes and eliminating switch memory usage across the switches.

INDEX TERMS Cloud data center networks, multicast routing, multicast scalability, multi-tenancy, network
virtualization.

I. INTRODUCTION
Modern data center infrastructures have shifted from tradi-
tional on-premise physical servers to virtual networks where
data and services exist and are connected across pools of data
centers, both on-premises and in the cloud. Cloud computing
is an emerging service model where massive data centers
are built by cloud providers to offer services to tenants.
Today’s cloud data centers (DCs) host hundreds of thou-
sands of tenants [1], [2], with each tenant possibly running
hundreds of workloads supported through thousands of vir-
tual machines (VMs) running on different servers [3]–[5].
These workloads often involve one-to-many communications
among the different servers runningVMs supporting the same
workload/application [6]–[8]. Therefore, to enable efficient
communication and data transfer among different servers,
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multicast routing protocol designs must be revisited to suit
today’s cloud data center network topologies. In this article,
we study a critical requirement of DC topologies, i.e., multi-
cast scalability. Traditional IP multicast routing is primarily
designed for arbitrary network topologies and Internet traffic,
with a focus on reducing CPU and network bandwidth over-
heads, and hence is not suitable for DCs due to the need for
supporting large numbers of groups in commodity switches
with limited memory capability. In other words, DC switches
will have to maintain per-group routing rules for all multicast
addresses, because they cannot be aggregated on per prefix
basis.

That said, there have been few research efforts devoted
to overcome this scalability issue [9]–[15]. For instance,
Elmo [12], a recently proposed source-initiated multicast
routing approach for DCs, overcomes the scalability issue
and is shown to support millions of multicast groups with
reasonable overhead in terms of switch state and network
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traffic. Elmo does so by taking advantage of programmable
switches [16] and the symmetry of DC topologies to com-
pactly encode multicast group information inside packets,
thereby reducing the overhead resulting from the need to
store the states of flows at the network switches. However,
although Elmo scales well with the number of multicast
groups, it does not do so with multicast group sizes. When
considering large multicast group sizes, Elmo header can
carry on several hundreds of bytes extra, which increases
traffic overhead in the network. In addition, the number of
extra transmissions Elmo incurs due to compacting of packet
rules increases significantly with the size of multicast group,
yielding higher traffic congestion in the DC’s downlinks.
To overcome Elmo’s aforementioned limitations, we propose
in this article Bert, a source-initiated multicast routing for
DCs. Unlike Elmo, Bert scales well with both the number and
the size of multicast groups, and does so through clustering,
by dividing the members of the multicast group into a set of
clusters with each cluster employing its own forwarding rules.
In essence, Bert yields much lesser multicast traffic overhead
than Elmo by (1) significantly reducing the forwarding header
sizes of multicast packets, (2) avoiding spurious downstream
packet transmissions and (3) eliminating switch memory
usage across DC switches.

The rest of this article is organized as follows. In Section II
we discuss related works. Related state-of-the-art works
and limitations are described in Section III. We present
Bert, the proposed multicast routing scheme, in Section IV.
We study and evaluate the performances of Bert com-
pared to those obtained under Elmo in Section V. Finally,
we conclude the paper and discuss future directions
in Section VI.

II. RELATED WORK
Multicast technology enables group communication where
data is addressed to multiple destinations simultaneously
allowing for a source to efficiently send to a group of des-
tinations using a single transmission. Improving IP multi-
cast routing protocols such as IGMP [17] and PIM [18] has
been the focus of a large body of research. These proto-
cols were originally designed for irregular topologies and
Internet traffic which differ significantly from DC networks.
Thus, we restrict this section to works that are related to
DC networks.

DC multicast has been studied from various perspectives.
For example, frameworks proposed in [19]–[21] studied the
resource allocation and embedding of multicast virtual net-
works. They focus mainly on how to place and restore VMs
to provide high-performance non-blocking multicast virtual
networks while reducing hardware costs in fat-tree DCs.
Other works, including ours [22], focus on other
multicast routing problems such as scalability and load bal-
ancing in DCs. These works can be classified as decentral-
ized [11], [23], SDN-based [10], [24], [25], or source-routed
approaches [26]–[29].

A. SOURCE ROUTED MULTICAST
In [26]–[29], bloom filters are used to encode forwarding
state inside packets. These approaches import unnecessary
traffic leakage (unnecessary multicast transmissions). More-
over, these approaches can’t either support large group sizes
or large network topology. On the other hand, Elmo [12]
exploits programmable switches and the symmetry of
DC topologies to compactly encode forwarding states inside
packets. However, when considering large multicast group
sizes, Elmo header can carry on several hundreds of bytes
extra, which increases traffic overhead in the network. More-
over, Elmo incurs many unneeded multicast packet transmis-
sions, yielding higher traffic congestion in the DC’s down-
links. Contrary to these approaches, Bert improves scalability
with regards to the number and size of multicast groups in
DC networks as detailed in Section IV.

B. SDN-BASED MULTICAST
In [10], a centralized controller partitions the address space,
and local address aggregation are implementedwhen the table
space in switches is not enough. This approach suffers from
exhausting network switch resources with a large number of
flow-table entries, as well as a high number of switch entry
updates. [9], [30]–[32] focus, on the other hand, on multicast
tree reconstruction, but without addressing any scalability
issues.

C. DECENTRALIZED MULTICAST
In [11] and [23], the authors present new address mapping
schemes and discuss decentralized load balancing strategies,
whereas [33] presents prioritized multicast scheduling in
DCs. These approaches, however, do not scale well with large
numbers of groups due to their reliance on network switches
to store and forward multicast packets. Moreover, today’s
DCs operate under a single administrative domain and no
longer require decentralized protocols like PIM and IGMP.

III. DATA CENTER NETWORKING AND TECHNIQUES
Cutting edge cloud DC networks consist of massive numbers
of servers enabling multi-tenant occupancy, network virtual-
ization and programmable switches. Next, we discuss state-
of-the-art components and current limitations with modern
cloud DCs solutions.

1) DC TOPOLOGIES
Large-scale DCs typically are multi-rooted, tree-based
topologies (e.g., fat-tree [34] and its variants [35]–[37]).
These types of topologies provide large numbers of par-
allel paths to support high bandwidth, low latency, and
non-blocking connectivity among servers. The servers are
tree leaves, which are connected to top-of-rack (ToR)
(edge/leaf) switches. In general, DCs contain three types
of switches, leaf, spine, and core, with each type residing
in one layer, as shown in Figure 1. At the lowest layer,
leaf (aka edge) switches are interconnected through spine
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FIGURE 1. An example of a three-tier multicast Clos tree topology with four pods. In this topology, there are 4 hosts under each leaf switch (ToR).
H1 is the multicast source, and H4, H14, H15, H19, H25, H26, and H29 are the destinations of the multicast group.

(aka aggregation) switches, which constitute the second layer
of switches. The core switches, constituting the top/root layer,
serve as connections among the spine switches. With such a
DC topology, every server can communicate with any other
server using the same number of hops.

2) MULTI-TENANT DCs
In Multi-tenant DCs (like Microsoft Azure [3], Amazon Web
Services (AWS) [5], and Google Cloud Platform [4]), a frac-
tion of computing resources (e.g., CPUs, memory, storage,
and network) are rented to customers/tenants (e.g., commer-
cial or government organization, or an individual) by means
of virtualization technology. These multi-tenant DCs need
to guarantee resource isolation and sharing of bandwidth
among different tenants. By moving towards multi-tenant
DCs, tenants can lower their operational cost of maintain-
ing private infrastructure, meet scalability demands with
changing workload, and withstand disasters. For example,
Netflix, the world’s leading online video streaming service
provider, uses AWS for nearly all its computing and storage
needs [38].

3) VIRTUALIZATION IN DCs
In multi-tenant data centers, computing and network
resources are virtualized. Typically, this is done by using
software or firmware called a hypervisor [39]. The hyper-
visor allows one host computer to support multiple guest
VMs by virtually sharing its resources, such as memory
and processing. A virtual switch in the hypervisor, called
the vswitch [40], manages routing traffic between VMs on
a single host, and between those VMs and the network at
large. Moreover, these DCs employ tunneling protocols (like
VXLAN [41]) to guarantee resource isolation and fair share
of network resources among tenants.

4) PROGRAMMABLE SWITCHES
Emerging programmable switch ASICs (e.g., Barefoot
Tofino [42]) render flexible packet parsing and header manip-
ulation through reconfigurable match-action pipelines that
allow network operators to customize the behavior of physi-
cal switches. Network operators can program these switches
using high-level network-specific languages like P4 [43].
P4, a language for Programming Protocol Independent Packet
Processors, is a recent innovation providing an abstract model
suitable for programming the network data plane.

IV. CLUSTERED MULTICAST SOURCE ROUTING
The proposed multicast routing protocol, Bert, expands on
Elmo while addressing the multicast scalability issues. Bert
adequately splits multicast group destinations into a set of dis-
joint multicast clusters and encodes forwarding information
for each cluster to reduce packet header sizes and eliminate
switch memory utilization.

A. ELMO
Elmo [12] is a recently proposed DC multicast routing pro-
tocol that scales well with the number of multicast groups.
Elmo is a promising source-based routing protocol suitable
for modern cloud DCs through its use of virtualization and
programmable switches. In Elmo, packet headers are encoded
with packet forwarding state/rules to limit the flow state infor-
mation maintained at DC switches. Elmo exploits the pro-
grammable capability of DC switches and the symmetry of
DC topologies to compactly encode multicast group informa-
tion in packets, thereby reducing packet header overhead and,
consequently, network traffic load. Furthermore, Elmo’s use
of programmable switches in multicast environments avoids
the need for additional network hardware. These benefits are
essential for high performance modern cloud DCs.
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Although Elmo has shown to scale well with the number
of multicast groups, it still suffers from scalability issues in
terms of incurred traffic overhead when facing large group
sizes. For example, a packet header can carry on several hun-
dreds of bytes to encode all p-rules (packet rules) [12], incur-
ring excessive network traffic overhead and link congestions.
Elmo tries to overcome this by: (1) removing per-hop p-rules
from the header as packets traverse the network switches;
unfortunately, the downstream spine and leaf switches, which
happen to consume most of the header space, are removed
last, causing most of the traffic overhead to disseminate
over the network topology. (2) Switches in the downstream
paths having same or similar bitmaps are mapped to a single
bitmap. For example, as shown in Figure 1a, at the leaf layer,
L7 and L8 can share one p-rule; i.e. L7,L8 : 1100, yielding one
extra transmission in L8. However, sharing bitmaps results
in extra packet transmissions, which can increase traffic
overhead.

In order to overcome the aforementioned challenges of
Elmo, we propose Bert, which first clusters the set of mul-
ticast destination members into multiple subgroups, then
encodes multicast information in packet headers for each of
these clusters.

B. MOTIVATING EXAMPLE
To illustrate the limitations of Elmo and motivate the design
of the proposed scheme, Bert, we present a detailed example
in Figure 1. At a high level, for each multicast group, the con-
troller first computes a multicast tree and corresponding for-
warding rules, then installs these rules in the hypervisor of
the multicast group source. The hypervisor intercepts each
multicast packet and appends the forwarding rules to the
packet header. Elmo essentially focuses on how to efficiently
encode a multicast forwarding policy in the packet header.
Conversely, Bert, in addition to efficiently encoding the for-
warding rules, aims to alleviate traffic overhead caused by
header size and extra packet transmissions in the downstream
paths. The forwarding header consists of a succession of
p-rules that include rules for upstream leaf and spine
switches, as well as for the downstream core, spine, and leaf
switches. Each switch in the multicast tree will remove its
p-rules from the header when forwarding the packet to the
next layer. For both Elmo and Bert, each multicast packet’s
journey can be explained in two main phases:

1) UPSTREAM PATH
This path involves leaf-to-core switches. The p-rules for
upstream switches (leaf and spine) consist of downstream
ports and a multipath flag. When the packet arrives at the
upstream leaf switch, the switch forwards it to the given
downstream ports as well as multipathing it to the upstream
spine switch using an underlying multipath routing scheme;
i.e. ECMP [44]. In Elmo, only one packet goes through
upstream paths. Using Figure 1b for illustration, leaf switch
L1 first removes its p-rules (0001−M ) from the packet, then
forwards it to the host H4 as well as multipathing it to any

spine switch P1. The upstream spine switches will do the
same to forward the packet to the core switches. Our proposed
Bert, on the other hand, first clusters the destination members
of the multicast group into multiple (two in the example)
clusters, and then sends multiple (two in the example) copies
of the packet (with different headers but same payload), one
for each cluster; more detail on the clustering part will be
provided later. The first packet has the same upstream p-rules
as Elmo; i.e. R1, while the second packet (i.e. R2) does not
have any downstream rules for the leaf and spine switches
to avoid any extra transmissions. In Bert, although packet
duplication incurs some extra (minor) traffic in upstream
paths, it results in substantial traffic reduction in downstream
paths when compared to Elmo. That is, the overall traffic of
both upstream and downstream paths is significantly reduced
under Bert when compared to Elmo.

2) DOWNSTREAM PATH
This path involves core-to-leaf switches. The p-rules for the
core, spine, and leaf switches in the downstream path consist
of downstream ports and switch IDs. In the downstream
path, the core switches forward the packet to the given pod
based on the core switch p-rules. In Elmo, one core switch
sends the packet to the spine switches, which in turn forward
it (based on the spine switch p-rule) to the leaf switches.
The leaf switches do the same to deliver the packet to the
destination hosts. Note that because of topology symmetry,
any core switch can forward the packet to the destination
pods. Referring to the example in Figure 1b again, in Elmo,
core switch C sends the packet to P2, P3 and P4 switches
(three packets in total), and once the packet arrives at the
downstream spine switch, it is then forwarded based on the
spine switch p-rules to the leaf switches. These leaf switches
do, in turn, the same to deliver the packet to the destination
hosts. In Bert, C4 forwards the first packet (i.e. R1) to P2 and
P3, while C1 forwards the second packet (i.e. R2 ) to P4 (see
Figure 1a). Note that the number of core-pod packets, which
is three in the example, is the same in both Elmo and Bert.

This example shows that Bert greatly reduces the header
size. For instance, the header size of the first packet (R1)
and second packet (R2) is 40 and 24 bits respectively. To iden-
tify switches, we use four bits for each of the spine and
leaf switches. Hence, the average header size in Bert is
about 32 bits per packet whereas with Elmo it is 62 bits
(see Figure 1b). Thus, the average header size for the down-
stream packet in Bert is 1

k of that of Elmo’s packet, where
k is the number of clusters of the multicast group, a design
parameter of Bert.

In Elmo, in order to reduce the header size, switches in
downstream paths can share the same p-rules. Referring to the
example in Figure 1b, when all leaf switches in the multicast
tree share one p-rule—which should then be bitwise OR of
all these leaf switches (i.e., L4,L5,L7,L8 : 1111), Elmo
incurs 10 extra packet transmissions. This reduces Elmo’s
header size to 50 bits, which is still larger than Bert’s header.
However, these unnecessary packet transmissions can cause
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switch processing, network traffic, and power consummation
overheads.

C. BERT ARCHITECTURE
Bert consists of three main components: a centralized con-
troller, hypervisor switches, and network switches. Figure 2
illustrates our design architecture and is summarized below:

FIGURE 2. Bert’s architecture. A multicast group is clustered into two
clusters, blue and green. The forwarding rules for each cluster are
installed in the multicast source’s hypervisor. The hypervisor copies each
multicast packet and adds the p-rules R1 and R2 to the original and
copied packet respectively.

1) CONTROLLER
The controller is responsible for calculating themulticast tree,
the traffic cost, and the optimal number of clusters for each
multicast group. It also encodes the forwarding rules (p-rules)
for each cluster and installs them in the source hypervisor.

2) HYPERVISOR SWITCH
The hypervisor software switch, which is deployed at the end
server, is in charge of maintaining p-rules for the multicast
groups whose multicast source resides in that server. The
hypervisor switch intercepts each multicast packet generated
from multicast sources and matches the multicast IP address
to the p-rules at the forwarding table. Based on the number of
clusters of the corresponding multicast group, the hypervisor
switch makes copy/copies of the multicast packet. Finally,
the hypervisor switch adds the corresponding p-rules to each
copy/copies of the multicast packet.

3) PHYSICAL SWITCHES (NETWORK SWITCHES)
As in Elmo, we assume DCs are running P4 programmable
switches [43], which allow for parsing up to 512 bytes of
the packet’s header size [12]. Bert uses the network switches
(programmable switches) only to parse and forward the mul-
ticast packets. However, in addition to that, Elmo uses these
switches to store some forwarding rules, s-rules, when the
size of a multicast group is large.

D. OPTIMAL NUMBER OF CLUSTERS
In Bert, although the number of clusters, k , is a tunable design
parameter, there exists an optimal k value that yields the

highest performance improvement in overall traffic savings,
and in this section we aim to determine it. To gain some
insights on the impact of the value of k on the overall (payload
plus header) incurred traffic, we show in Figure 3 how the
amount of traffic incurred in the upstream (from leaf switches
to core switches) and downstream (from core switches to
leaf switches) paths varies as k increases for a multicast
group scenario with 5000 members and 1500-byte payload.
Observe that while the upstream traffic always increases
with k , the downstream traffic keeps decreasing as k increases
(though the decrease rate is higher for smaller k). However,
the overall combined traffic decreases at first, then starts to
increase again, with an optimal overall traffic amount being
achieved when k is about 7.

FIGURE 3. Multicast group size is 5000 members. Packet payload
B = 1500 Bytes. The member placement strategy is leaf-based, described
in Section V. The total (payload + header) traffic is minimized when k = 7.

For the general scenario, let us consider a multicast group
whosemembers are already placed across the DC servers, and
let us denote the forwarding header size by H , the packet
payload size by B, and the number of hops between leaf
and core switches by h. We want to mention here that H
depends on the size of the multicast group, as well as on
where the group members are placed in the DC servers, and,
hence, it is constant for this considered multicast group. Also,
the parameter h is DC-topology specific; for instance, h = 1
in 2-tier fat-tree topologies and h = 2 in 3-tier fat-tree
topologies. The overall (upstream and downstream) traffic
incurred by Bert can be expressed as

h(H + kB)+
h∑
i=1

ri(
H
k
+ B) (1)

where ri, 1 ≤ i ≤ h, is the total number of destination
switches in the downstream path at hop i. For example,
referring to Figure 1a for illustration, we have h = 2, r1 = 3,
and r2 = 4. In Eq. (1), the terms h(H+kB) and

∑h
i=1 ri(

H
k +B)

represent the total traffic in the upstream and downstream
paths, respectively.

Note that, like header size H , the parameter ri depends on
the multicast group size and on the placement of the group
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members across the DC servers, but not on the number k of
clusters chosen by the multicast group. After simple calcula-
tion, the optimal value of k that minimizes the total traffic can
be expressed as ( xh

∑h
i=1 ri)

1/2 where x = H/B is the faction
of the header size to the payload size. Since this optimal
value may not be an integer, for practical and evaluation
purposes, we set the optimal k to the closest integer. We want
to mention here that, as will be explained in Section IV-E,
group members are clustered based on the pods as opposed to
the leaf switches to prevent redundant packet transmissions.
Therefore, we also restrict k to be lesser than the number of
pods.

E. MULTICAST GROUP CLUSTERING
Bert aims to reduce the control message traffic by reducing
the traffic overhead that Elmo incurs in the downstream
paths, as well as the size of the multicast packet header.
As illustrated in the motivating example given in the previous
section, Bert achieves this goal by clustering the set of group
members into k clusters using Algorithm 1. The optimal k
from Section IV-D is calculated for each multicast group
independently. Before presenting the clustering approach of
Bert, we introduce the following notations/parameters of the
studied three-tier DC: throughout, let us denote the number
of pods by n, the number of ports per-leaf switch by l,
the number of leaf switches per pod by m. Note that although
in traditional fat-tree DC, m = n/2 and l = n/2, for the
sake of keeping our technique applicable to any tree-based
DC topologies, we use the general parameter notation. Also,
let L jg,i be the l-bit binary vector, corresponding to the jth
leaf switch belonging to the ith pod, where 1 ≤ i ≤ n and
1 ≤ j ≤ m, with each bit corresponding to one port of the
leaf switch and taking 1 when the port is serving a member
of the multicast group g and 0 otherwise. For each multicast
group g and each pod i, let Lg,i be the concatenation of the m
l-bit vectors of the m leaf switches belonging to pod i. That
is, Lg,i = L1g,i||L

2
g,i|| . . . ||L

m
g,i; here, Lg,i is a binary vector of

size l × m.
Back to Bert’s clustering method, we begin by mentioning

that in Bert, we choose to cluster group members based on
the pods as opposed to the leaf switches. That is, for each
multicast group g, Bert clusters the set of n vectors, Lg,i
with 1 ≤ i ≤ n, as opposed to the set n × m of vectors,
L jg,i with 1 ≤ i ≤ n and 1 ≤ j ≤ m. This choice is
supported shortly via an example. Bert uses K-Means clus-
tering algorithm with the Hamming distance as the distance
metric, where the Hamming distance between two binary
vectors is simply the number of bit positions in which they
differ. For each multicast group g, K-Means algorithm takes
as an input the set of n vectors, Lg,i with 1 ≤ i ≤ n, and
the number of clusters, k , and outputs k clusters, with each
cluster specifying a subset of the pods that need to belong
to the same cluster. Once clustering is done, the p-rules of
each cluster are created by the hypervisor, which makes one
copy of the multicast packet (data + header/p-rules) for each

cluster. For example, in Figure 1a, when the hypervisor of
host H1 receives the multicast packet, it creates another copy
of this packet, and adds the R1 rules to the first packet and the
R2 rules to the second packet.

F. POD-BASED VERSUS LEAF-BASED CLUSTERING
In Section IV-E we mentioned that Bert adopts pod-based
clustering rather than leaf-based. The reason for that is as fol-
lows: if we cluster the downstream pods based on the p-rules
for the downstream leaf switches regardless of which pod
they belong to, extra packets transmissions will occur at the
core and spine switches in the downstream path. For example,
in Figure 4b, when clustering is based on leaf switches only
and when using the Hamming distance similarity, L4 and L5
will be clustered in the same cluster (i.e. R2), and L3 and L6
will be clustered in the other/second cluster (i.e. R1). In this
case, because L3 and L4 are in the same pod (pod 2) but they
are in different clusters, the packet will be sent twice at both
core and spine downstream layers. The same thing happens
with L5 and L6. To avoid this, Bert adopts a clustering choice
that is locality-aware of leaf switches (see Figure 4a).

Algorithm 1 Clustering of Multicast Group
Input: Multicast Group G
Output: k clusters G1,G2, ..,Gk
1: calculate TRBert
2: int(k) = argmin TRBert (k)
3: if k > n then

%n is the number of pods.
4: k = n
5: end if
6: if k > 1 then
7: initializeM
8: for i ∈ {1, . . . , n} do
9: for j ∈ {1, . . . ,m} do

10: for l ∈ {1, . . . , l} do
11: if l ∈ G then
12: M (i, j ∗ l) = 1
13: else
14: M (i, j ∗ l) = 0
15: end if
16: end for
17: end for
18: end for
19: k-means(M , k, hamming distance)
20: return k clusters, with each cluster specifying a subset

of the pods that need to belong to the same cluster.
21: else
22: exit %no need for clustering.
23: end if

G. KEY FEATURES OF BERT
Bert strikes to balance between two conflicting objectives:
maintaining low network overhead while not increasing CPU
overhead substantially. Here CPU overhead is captured in
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FIGURE 4. Clustering choice example of a three-tier multicast Clos tree topology with four pods. In this topology, there are 4 hosts under each leaf
switch (ToR). H1 is the multicast source and H4, H10, H12, H13, H14, H17,H19,H23, and H24 are the destinations of the multicast group.

terms of number of packet replications the source needs to
make, which in some sense captures other aspects of CPU
cost, like processing delay, CPU power consumption, etc.
That is, Bert avoids substantial overhead caused by unicast
and overlay mulicast [45] approaches where all packet repli-
cations occur at the host while reducing traffic cost and switch
memory usage. Although Elmo avoids packet replications
caused by Bert at the source, Bert surpasses Elmo in the
following regards:

1) REDUCING PACKET HEADER SIZE
In multi-rooted Clos topologies, unlike traffic load in
upstream paths which are equally distributed, downstream
paths are much heavier and are always the main bottleneck
of the network. This is because, in these types of topologies,
the upstream routing is fully adaptive, while the downstream
routing is deterministic. Moreover, the multicast workload
may make this worse because multicast packets are repli-
cated at the downstream paths in order to reach each group
member. In Elmo, by adding the p-rules to the packet, a data
packet may have several hundreds of bytes of forwarding
rules for each packet. In Bert, the average header size for the
downstream packet is inversely proportional to the number of
clusters k , i.e., 1k , of that of Elmo’s packet, as explained in the
previous subsection.

2) REDUCING NUMBER OF EXTRA TRANSMISSIONS
One of the key designs of Elmo that reduces header sizes is
to map multiple switches in downstream paths to a single
p-rule, as a bitwise OR of their individual p-rule. Unfor-
tunately, this strategy introduces huge amount of unwanted
redundant packets in downstream switches. These redun-
dant packets waste network bandwidth and induce net-
work switches processing overhead. Bert on the other hand,

significantly reduces the header size without incurring any
redundant transmissions in downstream paths.

3) ELIMINATE SWITCH MEMORY USAGE
In Elmo, when a multicast group is large and cannot be
encoded entirely in the packet header (i.e. header size ≥ 512
bytes), network switches are used to store forwarding rules.
Because header sizes in Bert are significantly smaller than in
Elmo, Bert does not use switch memory at all, which in turn
conserves switch memory resources.

V. PERFORMANCE EVALUATION
Multicast routing in large DC networks should be simple to
implement, scalable, robust, use minimal network overhead
and consume minimal memory resources. Scalability can be
evaluated not only in terms of the network overhead cost
in the presence of a large number of groups but also by
the number of participants per group and by groups whose
participants change often over time. For an accurate and fair
comparisonwith Elmo, wemimic the numerical experimental
setup of [12] and [10] where full-sized cloud DC topologies
are simulated, rather than implementing Bert on a small test-
bed. Running packet-level network simulations is not feasible
at such a large scale (e.g. we simulate tens of thousands of
groups each with hundreds or thousand members).

A. EXPERIMENT SETUP
In this section, we conduct a series of experiments to evaluate
and compare Bert and Elmo in terms of multicast scalability
on full-sized cloudDC topologies.Multi-tenant environments
are simulated while adjusting parameters such as the number
of tenants, number of VMs per tenant, VM placement strate-
gies, and number of multicast groups and their sizes. We also
consider P4 switches in the DC network so that network
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TABLE 1. Simulation environment.

operators can specify how a physical switch processes and
steers packets. Table 1 depicts the components used for our
simulation environment.

1) DC Topology: we use a symmetric 3-tierd fat-tree
DC topology consisting of 48 pods each with 24 leaf
switches where each leaf switch is connected to
24 hosts serving 27,648 hosts in total. The 3-tierd
fat-tree topology is the most widely used DC topology
network.

2) Tenants and their VMs: our DC network is populated
by 3000 tenants where the number of VMs per tenant is
exponentially distributed between 10 and 5,000. Each
physical server can host at most 20 VMs and tenant
VMs do not share the same host.

3) VMplacement: we consider three placement strategies
when mapping a tenant’s VMs to a physical host: (i)
a) pod-based where a pod is selected uniformly at

random and tenant VMs are greedily placed in all
the available pod hosts. If more VMs need to be
placed, another pod is selected at random and the
process is repeated. In this strategy, tenant VMs
tend to be too close.

b) leaf-based where a pod and leaf are selected uni-
formly at random and tenant VMs are placed
based on leaf host availability. If more VMs need
to be placed, a pod and leaf are selected at random
and the process is repeated. Here, tenant VMs
tend to be placed close to each other but not too
close as in the pod-based strategy.

c) random where a pod, leaf, and host are selected
uniformly at random to host tenant VMs. All
placement strategies are repeated until there are
no tenant VMs to be placed.

4) Multicast groups: the number of multicast groups
assigned to each tenant is proportional to the ten-
ant’s size. Each tenant’s group sizes are uniformly dis-
tributed between the minimum group size (i.e. 5) and
the entire tenant size. Note that varying the number of
groups and group sizes is a suitable strategy to measure
scalabilty.

In addition, our setup combines p-rules only when bitmaps
are the same, thus, preventing extra packet transmissions in

downstream switches. This, in turn, conserves overall net-
work resources.

B. PERFORMANCE ANALYSIS
We evaluate Bert and Elmo scalability behavior from two
perspectives: 1) A single multicast group with different mem-
ber sizes (e.g. 100-5000 members), and 2) different number
of multicast groups (e.g. 10K-100K multicast groups) each
with differentmember sizes. For each perspective, we analyze
Bert’s clusters, header sizes, traffic overhead, switch memory
costs, and source packet replications using the aforemen-
tioned VM placement strategies.

1) OPTIMAL NUMBER OF CLUSTERS
The number of Bert clusters depends on both the place-
ment strategy and the group size. In this analysis, the opti-
mal number k of clusters is based on our calculations from
Section IV-D. In pod-based and leaf-based placement strate-
gies, where group members are close to one another,
we observe from the results shown in Figure 5 that the optimal
number of clusters is small particularly when group sizes are
small (i.e. less than 1000 members). However, this number
slightly increases as group sizes increase. For example, when
group sizes are around 500 members, optimal k is 1 for both
pod-based and leaf-based placement strategies. Moreover,
when group sizes are around 3500, optimal k is 4 and 5 in
pod-based and leaf-based placement strategies, respectively.
Conversely, the random placement strategy requires larger
header sizes and is more optimal when the number of clusters
is large. For example, Bert generates 5 to 44 clusters as
group sizes increase. We verify our results by calculating and
showing in Figure 6 the average optimal number of clusters
achieved by averaging over multiple different groups. When
group members are placed very close to one another (i.e. pod-
based), the average of optimal k tends to be small (i.e. 1).
With a random placement strategy, where header size usually
is large, optimal k is around 14.

FIGURE 5. Number of clusters as a function of group size.

2) HEADER SIZE
Figure 7 shows the header size as a function of group size
using a single multicast group. For each placement strat-
egy, we calculate the header size for one multicast group
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FIGURE 6. Average number of clusters as a function of number of
multicast groups.

FIGURE 7. Header size as a function of group size: (a) pod-based, (b)
leaf-based and (c) random.

as the group size is varied between 100 and 5000. Elmo
shows to be sensitive to both the placement strategy used and
the size of the multicast group. In each placement strategy,
Elmo’s header size increases as the size of the group increases
whereas Bert adapts and keeps the forwarding header at the
smallest possible size by clustering the multicast groups.
Here, Bert obtains the optimal number of clusters using the
process described in Section IV-D.

We notice as group size increases, more switches need
to be encoded in the downstream path resulting in larger
header sizes (i.e. 1024 switches require 10 bits to identify).
In Figure 7a, with the pod-based placement strategy, Elmo
requires 100 to 300 bytes to handle group sizes of 1000 to
5000 members while the average header size of Bert’s clus-
ters is roughly 75 bytes. In Figure 7b, with the leaf-based
placement strategy, Elmo requires a maximum header
size of 512 bytes when the number of members reaches
2000 whereas the average header size of Bert’s clusters do
not exceed 135 bytes for all group sizes. Finally with the
random placement strategy, Elmo is forced to use the max-
imum header size for all group sizes where Bert only needs
100 bytes as shown in Figure 7c.

We observe that if groupmembers (i.e. VMs) are placed too
close to one another as in the pod-based strategy, we encode
fewer downstream switches in the packet header and thus,
header sizes are small. However, if group members are placed
at random, more downstream switches are encoded into the
header which, in turn, results in larger header sizes. In addi-
tion, as multicast group sizes increase, more switch infor-
mation needs to be encoded. Bert’s ability to calculate the
optimal k and cluster multicast groups into k clusters allows
for smaller header sizes to be used. That is, header sizes are
much smaller compared to Elmo when k > 1.

Figure 8 shows the average header size as the number of
multicast groups is varied from 10K to 100K groups. Bert
significantly reduces the header size by 55% and 73% for
the leaf-based and random placement strategies respectively.
In addition, Bert shows a 10% improvement in header size in
the pod-based placement strategy. Note that Elmo’s average
header size is comparable to Bert only in the pod-based
placement strategy particularly when group sizes are small
(as previously shown in Figure 7a).

FIGURE 8. Average header size as a function of the number of multicast
groups.

3) TRAFFIC COST
In this experiment, we evaluate the overall network overhead
incurred by Elmo and Bert (normalized to Elmo). In Figure 9,
we show the normalized traffic cost in terms of network
overhead incurred in the upstream and downstream paths
as described in Section IV. The figure evaluates pod-based
(Figure 9a), leaf-based (Figure 9b), and random (Figure 9c)
placement strategies using a multicast group with 5000 mem-
bers and a packet payload of 1500 bytes. Observe that Bert
contributes negligible network overhead in the upstream
paths (less than 0.1% of total traffic), however, more than
makes up for it in the downstream paths with a total improve-
ment of 11% for pod-based placement, 18% for leaf-based
placement, and 14% for random placement compared to
Elmo. Bert does incur overhead in the upstream path when
clusters or subgroups are greater than one, however, reduces
network traffic costs in the downstream paths resulting in
overall improvements in network performance.

Figure 10 illustrates the network traffic cost as a function
of group size using a single multicast group with different
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FIGURE 9. Upstream vs downstream traffic cost (d=5000): (a) pod-based,
(b) leaf-based and (c) random.

FIGURE 10. Traffic cost as a function of group size: (a) pod-based,
(b) leaf-based and (c) random.

VMplacement strategies. As shown in Figure 10a (pod-based
placement) and Figure 10b (leaf-based placement), when
multicast group sizes are small (i.e. few hundreds), Elmo
and Bert both incur additional traffic overhead compared to
the optimal (zero header overhead). However, as multicast
group sizes increase, Elmo contributes more traffic overhead
(25%) than Bert (8%) compared to the optimal as shown
in Figure 10b when group sizes are greater than 4000 in the
leaf-based placement strategy. Similar behavior is exhibited
in Figure 10c for all group sizes with the random placement
strategy where Elmo and Bert contribute 26% and 13% more
traffic compared to the optimal. Thus, by minimizing header
size, Bert is able to minimize total traffic overhead.

In addition, in Figure 11 we measure the average traffic
cost as a function of the number of multicast groups. Bert
shows improvements in traffic cost for both leaf-based and
random placement strategies. However, when most multicast
members are within the same pod, Elmo and Bert perform
similarly as shown in Figure 11a.

FIGURE 11. Traffic cost as a function of the number of groups:
(a) pod-based, (b) leaf-based and (c) random.

In Figure 12 traffic cost is analyzed using 100K multi-
cast groups and varying the packet payload sizes between
64 bytes (minimum transmission unit) and 1500 bytes. Here
we emphasize the benefit of Bert compared to Elmo when
different packet payload sizes are used. Bert provides sub-
stantial benefits when smaller payload sizes are used. For
example, with 64-byte payload sizes, Bert reduces traffic
overhead by 10%, 67% and 73% in pod-based, leaf-based,
and random placement strategies, respectively. For large pay-
load sizes (i.e. 1500 bytes), Bert reduces traffic overhead by
10% and 14% in leaf-based and random placement strategies,
respectively. That is, when packet payload sizes are small
Bert outperforms Elmo particularly in both leaf-based and
random placement strategies.

12702 VOLUME 9, 2021



J. Alqahtani et al.: Clustered Multicast Source Routing for Large-Scale Cloud DCs

FIGURE 12. Traffic cost as a function of packet payload size in bytes.

4) SWITCH MEMORY COST
Programmable switches typically set restrictions on the
packet header sizes they can parse (i.e., 512 bytes) [12].
In Elmo, when forwarding headers reach their maximum size
and not all forwarding rules can be encoded into the header,
switch memory is exploited to store the remaining rules.
In this experiment, we calculate the total memory usage at
the downstream switches for Bert and Elmo using amaximum
header size of 512 bytes.

In Figures 13 and 14, we evaluate and show the total
switch memory utilization by a single and multiple multicast
groups, respectively. In both leaf-based and random place-
ment strategies, Bert shows drastic improvements in switch
memory utilization whereas Elmo must use switch memory
to store its larger header sizes. Unlike Elmo, Bert does not
use switch memory to store forwarding rules as depicted
in Figures 13 and 14. Furthermore, in Elmo, when both the
size and the number of multicast groups increase, the switch
memory usage also increases. In the case of pod-placement
strategy, since the header size of Elmo and Bert do not exceed
512 bytes for all sizes of the multicast group, there is no need
to store rules and hence switch memory usage is zero for both
Elmo and Bert (figure for this scenario is not included).

FIGURE 13. Switch memory use with one multicast group.

5) SOURCE PACKET REPLICATIONS
Although Bert significantly reduces traffic overhead and
switchmemory usage, replicating packets at the source hyper-
visor might incur extra overhead. However, this overhead
is much lesser than that of unicast-based multicast proto-
cols, where separate end-to-end connections are needed for

FIGURE 14. Switch memory use with multiple multicast groups.

each receiver, and than that of overlay-based multicast proto-
cols [45], where all multicast packet replications occur at the
source. Figure 15 depicts the number of packet replications
incurred at the source for different group sizes. Regardless
of the group size or placement strategy, it is shown that Elmo
maintainsminimal overhead since only one packet replication
is done at the source. Contrarily, unicast and overlaymulticast
techniques replicate all packets at the source. For example,
if there are 2000 multicast members, overlay multicast would
need to replicate the packet 2000 times. This high number of
replications can inflate CPU overhead (i.e. processing delay,
CPU power consumption, etc.). In Bert, packets are replicated
per cluster where the number of packet replications depends
on the placement strategy used and group size. For instance,
given a group size of 2000, the number packet replications
in pod-based and leaf-based placement strategies is 2 and 3,
respectively. For a group size of 100, only one packet repli-
cation is done at the source in both pod-based and leaf-based
placement strategies.

FIGURE 15. Number of packet replications as a function of group size.

For the random placement strategy, the number of packet
replications ranges between 1 and 44 where group sizes range
between 10 and 5000 members. In other words, random
placement requires more clusters (more packet replications
at the source) because forwarding rules (header sizes) are too
large to encode even for small group sizes (e.g. k = 5 when
groupmembers are 100). This scenario is challenging for both
Bert and Elmo. In fact, Elmo suffers when groupmembers are
dispersed across the network (i.e. random placement), even
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when combined rules and switch memory are used; Elmo’s
traffic overhead is shown to increase by 123% compared to
overlay multicast in such scenarios [12]. Please note that,
in Bert, the number of clusters (k) is a tunable design param-
eter, and can be set to a small number such as 2 or 3, which,
in turn, can avoid extra overhead at the source. However, this
can also limit the amount of improvement in network traffic
and switch memory usage that Bert can achieve.

VI. CONCLUSION AND FUTURE DIRECTIONS
We proposed Bert, a scalable, source routed multicast scheme
for cloud data centers. Bert builds on existing approaches
to better suit state-of-the-art cloud data center networks.
By wisely clustering a multicast group into subclustes, Bert
alleviates traffic congestion at downstream paths (usually
highly congested links) by reducing both the packet header
sizes and the number of extra packet transmissions as well
as eliminating switch memory utilization. Experiments show
that Bert can reduce traffic overheads between 73–14% com-
pared to Elmo for 64-byte and 1500-byte packets. In brief,
unicast/overlay-based approaches incur excessive CPU over-
head, but minimal network overhead; Elmo reduces CPU
overhead substantially but at the price of increasing network
overhead; Bert offers a better balance between the two.

Current advancements in DC networks unlock a variety
of applications and open challenges. Contemporary literature
lacks real-world multicast studies related to cloud DCs.
Most works focus on flow characteristics such as flow sizes,
arrival rates and distributions [46]. Very few analyzemulticast
communication patterns which frequently arise in cloud DCs.
Thus, we believe there is still a need for studies to analyze
multicast behavior in detail such as the number of multicast
groups and their sizes in real-world data centers. These
studies would not only help in understanding communication
patterns in general but also in evaluating newly proposed
multicast approaches for DCs. In addition, many works addr-
ess load balancing and resource scheduling issues [47]–[49]
in DC networks pertaining to unicast communication and do
not consider multicast traffic [50]–[56]. As a result, there is a
clear need for load balancing protocols that handle both uni-
cast and multicast traffic. In addition to scalability and load
balancing, a reliable multicast protocol should easily handle
common multicast group dynamics when members leave
or join an existing group requiring forwarding information
in switches or packet headers to be updated. This behavior
known as churn, exhausts network hardware resources and
increases control plane overhead. Thus, stability and adaptiv-
ity against churn are of crucial importance for reliable multi-
cast protocols in cloud DCs. Evaluating Bert on a small-scale
testbed for proof-of-concept while considering multicast load
balancing and group membership dynamics are left for future
work.
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