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ABSTRACT In this paper, a novel Mutation-Improved GreyWolf Optimizer (MIGWO) model is introduced
in order to solve the optimal scheduling problem for battery energy storage systems (BESS), considering the
mass integration of renewable energy sources (RES), such as solar and wind generation, in active distribution
networks. In this regard, four improvements are applied to the conventional GWO algorithm to modify the
exploration–exploitation balance for an enhanced convergence rate. The validity and performance of the
proposed model are tested on 23 classical benchmark functions and compared to the original algorithm.
The new technologies present in active distribution networks lead to increased complexity in the efficient
coordination of existing resources, making it necessary to resort to advanced optimization and calculation
methods. As operational planning and control functions in power systems are computationally demanding
and require multiple power flow calculations, the necessity of simultaneous (parallel) computing techniques
emerged. In order to reduce the computing time, an accelerated GPU parallel computing technique is also
applied in the proposed model. The MIGWO algorithm is further applied on the modified IEEE-33 bus
system aiming to minimize the total power losses, based on the optimal coordination of BESS operation
scheduling and RES generation for multiple load demand and local generation scenarios, as well as for
various initial state-of-charge values of BESS.

INDEX TERMS Active distribution network, battery energy storage system, grey wolf optimization, parallel
computing.

NOMENCLATURE
ABBREVIATIONS
ADN Active distribution network
BESS Battery energy storage system
CPU Central processing unit
GPU Graphical processing unit
PV Photovoltaic panels
RES Renewable energy sources
SOC State-of-charge
WT Wind turbine

SETS
t Index of time
i, j, k Index of buses

The associate editor coordinating the review of this manuscript and

approving it for publication was Eklas Hossain .

ij Index of lines
l Index of MIGWO/GWO iterations
T Number of time intervals
NB Set of buses
NL Set of lines
Nmut Number of mutant wolves
Ntot Total number of wolves
Nβ Number of β wolves
Nδ Number of δ wolves
Nω Number of ω wolves

PARAMETERS
WBmax BESS energy capacity
SOC0 Initial state-of-charge
SOCmin, SOCmax Lower and upper bounds of the BESS

state-of-charge
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εSOC Daily SOC balance acceptable error
PB,min, PB,max Lower and upper bounds of the BESS

power exchange
ηch, ηdsc BESS charging and discharging

efficiencies
1t Length of time interval
VS Source bus operational voltage
PGi, QGi Active and reactive power generated

at bus i
SLi, PLi, QLi Apparent, active and reactive power

demand at bus i
Zij,Rij, Xij Impedance, resistance and reactance

of line ij
Gik , Bik The real and imaginary part of the bus

admittance matrix ikth term
Vmin,k , Vmax,k Lower and upper bounds of the volt-

age at bus k
Imax,ij The maximum capacity of line ij
Nmin
mut ,N

max
mut The minimum and maximum number

of mutants

VARIABLES
PB,t BESS active power exchange during the t th time

interval
SOCt The state of charge during the t th time interval
1SOCt The state of charge variation during the t th time

interval
1Ptot,t The total active power losses
Ps,t The total active power supplied by the slack bus
θi The bus voltage angle at bus i
Vi The bus voltage magnitude at bus i
Iij,t The current magnitude for line ij during the t th

time interval

I. INTRODUCTION
The modern-day electrical distribution systems are embrac-
ing the use of renewable energy sources for their environmen-
tal and economic benefits. The climate concerns that have
arisen in the past decades encouraged the massive renew-
able energy sources integration, such as wind turbines (WT),
photovoltaics (PV) and biomass, as clean power supply solu-
tions. Hence, current policies around the world promote
the renewable sources installation to respond to increas-
ing demand challenges and environmental issues. On that
account, a new framework for the energy distribution infras-
tructure took form, namely the active distribution networks
(ADN), that incorporates advanced monitoring techniques
and management strategies [1]. Based on the dropping gen-
eration cost, technologies improvement and governmental
incentives, WTs and PVs are particularly expected to cover
a significant part of the global energy portfolio in the follow-
ing years. However, the main drawback of these resources,
consisting in permanent fluctuations of the output, led to the
re-emergence of the energy storage concepts [2], [3]. Among
these, the battery energy storage systems (BESS) have known

a high interest and development in the last decades, due
to their stability, accessibility and ease of control, which
encouraged their deployment in most the power system sec-
tors. The BESS capability of shifting in time the power load
and generation stimulated their implementation in providing
a wide range of services to the power grid [4]. In [5]-[7],
the benefits of energy storage in managing decentralized
renewable energy resources and meeting the load demand
reliability are analyzed in the ADN context, based on the
BESS optimal operation. The BESS capacities in frequency
regulation were also studied. Authors of [8] consider the
increasing share of energy storage in frequency regulation
markets in order to develop an optimized bidding policy, that
maximizes profits while satisfying the market requirements.
In [9], control strategies for frequency regulation are pro-
posed by parallel operation of multiple energy storage sys-
tems, based on their state of charge and ramping capabilities,
while [10] emphasizes the importance of BESS in frequency
stability for low inertia power systems. Climatic changes have
also amplified concerns regarding power systems security.
The intensified severity and frequency of natural disasters,
including hurricanes, floods, ice storms, wildfires etc., have
become themain cause ofmultiple damages of power systems
and extended blackouts. Thus, a new concept of reliability
was introduced, namely resilience. Concerning particularly
phenomena with low probability, but severe socially and
economically impacts, more and more studies are currently
focusing on developing strategies for resilience enhancement
in the energy infrastructure. A proactive operation strategy
for hybrid microgrids is proposed in [11], that assures the
survivability of critical loads using RES and BESS units. The
impact of cost-optimal coordination of PV and storage sys-
tems is analyzed for commercial buildings resilience in [12],
while [13] investigates a variety of battery systems in order to
identify the optimal technology for economic and resilience
perspectives.

The new technologies integration leads to increased com-
plexity in the efficient coordination of existing resources in
active distribution networks, urging the resort to advanced
optimization methods. Based on their capability of solv-
ing large-scale linear and nonlinear problems, meta-heuristic
optimization techniques grew in popularity in the past
decades. Genetic Algorithms (GA), Particle Swarm Opti-
mization (PSO), Ant Colony Optimization (ACO), Artifi-
cial Bee Colony (ABC) and others are well-known both
in computer science applications and power systems oper-
ation. Introduced in [14] in 2014, the GWO algorithm
represents a novel swarm-based meta-heuristic technique
inspired by the hunting behavior of the grey wolfs. Given
its great balance between exploration and exploitation, this
technique presents better convergence characteristics com-
pared to other optimization methods. Based on these fea-
tures, GWO has been frequently approached in the past
years for solving various optimization problems in differ-
ent disciplines. Applications of GWO can also be found
in dealing with nonlinear engineering problems specific to
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power systems, from optimal power flow [15], economic load
dispatch [16] to the optimal Volt/Var control [17]. In order
to get the best features of the algorithm, modified versions
have been analyzed in studies, such as [18], where the
exploration–exploitation balance of the standard GWO is
modified in order to obtain an enhanced convergence rate.
Hybrid methods have also been approached. In [19], a Fuzzy
Logic-GWO method is implemented for a multi-objective
intelligent energy management in grid-connected microgrids.
Authors of [20] introduce a hybrid PSO-GWO algorithm that
provides better results compared to the two standard methods
and apply this framework to solve the optimal power flow
problem.

The penetration of the unregulated RES and the decentral-
ized operation tendencies in current power networks requires
more and more computational capacity for more complex
system analysis. In order to reduce the computation time for
large-scale problems, several studies have been conducted
on the serial execution of optimization problems calculation
in power systems. However, most of these problems require
multiple power flow computations. This time-consuming
process can be shortened using simultaneous (parallel)
computing techniques. Considering the hundreds of simul-
taneous power flow calculations that should be performed,
the GPU-CPU heterogeneous architectures can prove them-
selves an efficient alternative in parallel programming [21].
Ever since GPUs emergence, several studies have focused on
migrating parallel computing from CPU (Central Processing
Unit) to GPU (Graphical Processing Unit), which demon-
strates a great potential in applications specific to various
research disciplines and industrial fields [22], including the
energy sector.

The study presented in this paper focuses on determining
the optimal short-term operational scheduling of a BESS,
based on the local available RES and the energy demand
in an active distribution network, that aims at total power
losses minimization. In this regard, the authors propose a
Mutation-Improved GWO algorithm to overcome the risk
of convergence in local optimums of the standard tech-
nique. The study exploits the benefits of GPU accelerated
global search, in order to explore the large and complex
search space of the optimal BESS scheduling problem for
better solutions. The proposed algorithm is applied on the
IEEE 33-bus distribution system modified to include multi-
ple renewable energy sources (WTs and PVs) and a storage
device.

The paper structure is organized as follows. Section II illus-
trates the problem formulation for the optimal BESS schedul-
ing for power losses minimization in ADN. Section III
is devoted to the optimization model presentation. Here,
the standard GWO algorithm and the new improvements
proposed by the authors are briefly presented, as well as the
load flow calculation and the model implementation. The
analyzed network and data are described in Section IV, as well
as the numerical results and discussions. Finally, Section V
concludes the paper.

II. PROBLEM FORMULATION
As system operators are generally responsible for ensur-
ing the efficiency and reliability of network operation,
minimizing active losses is considered when adopting certain
operating strategies. As RES prove themselvesmore econom-
ically and viable sources, the battery energy storage systems
become an indispensable equipment in the proper functioning
of the electricity systems. Assuming an accurate forecast of
the demand and renewable resources production, the scope
of the optimal BESS operation scheduling is to minimize the
active power losses, while satisfying the network technical
constraints.

The generic power losses minimization problem can be
formulated as follows:

Minimize f (x, µ)

subject to: g (x, µ) = 0

h (x, µ) ≤ 0 (1)

where: f is the objective function to be minimized, g is
the set of equality constraints, h are the inequality con-
straints, x is the control variables vector and µ is the system
parameters vector. Given the purpose of the study to deter-
mine the optimal coordination of BESS and RES operation,
the control variables vector x consists in the active power
exchange of the storage system, as explicitly presented in the
battery modeling section. The parameter vector µ includes:
1) the BESS parameters: energy capacity (WBmax), charg-
ing and discharging efficiencies (ηch and ηdsc) and initial
state-of-charge (SOC0); 2) distribution network parameters:
electrical lines resistance and reactance (Rij and Xij) and
topology; and 3) operational data: source bus operational
voltage VS , active and reactive power demanded by the loads
(PLi and QLi) and generated by the distributed sources
(PGi and QGi) at each bus i during each time interval t .

A. BATTERY STORAGE MODELING
The optimization problem aims at performing the optimal
scheduling of a battery storage system during a total of T
time intervals. Consequently, the control variables vector x
consists in the BESS active power exchange PB,t for each
time interval.

x =
[
PB,1,PB,2 . . .PB,t . . .PB,T

]
(2)

In the battery model, the passive sign convention is con-
sidered for the active power exchange between the BESS and
the distribution network, so that for PB,t ≥ 0 the battery is
charging, while for PB,t < 0 the battery is discharging. The
state of charge at the end of the t th time interval (SOCt ) is
obtained based on the SOC at the end of the previous interval
(SOCt−1) to which the state of charge variation during the
t th time interval (1SOCt ) is added, as defined in the following
equation:

SOCt = SOCt−1 +1SOCt (3)

The charging and discharging efficiencies ηch and ηdsc
are also considered within the BESS model, thus the state
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of charge variation during the t th time interval (1SOCt ) is
expressed as follows:

1SOCt =
1Wt

WBmax
=


PB,t · ηch ·1t

WBmax
if PB,t ≥ 0

PB,t ·1t
WBmax · ηdsc

if PB,t < 0
(4)

B. OBJECTIVE FUNCTION
The objective function f represents the total active power
losses during a time period consisting in a number of T time
intervals and is expressed as follows:

f (x) =
T∑
t=1

1Ptot,t (5)

The total active power losses, 1Ptot,t , for a given time
interval t , are determined based on the active power bal-
ance as sum of the total active power supplied by the slack
bus (Ps,t ) and the net active powers at each bus (computed
as the difference between distributed generation, PGi,t , and
the load, PLi,t ), from which BESS active power exchange,
PB,t , is subtracted.

1Ptot,t = PS,t +
∑
i∈NB

(
PGi,t − PLi,t

)
− PB,t (6)

C. EQUALITY CONSTRAINTS
The equality constraints g from (1) consist of the typical
active and reactive power flow equations, applied for each
bus i as follows:

PGi−PLi−Vi
∑
k∈NB

Vk [Gik cos (θi−θk)+Bik sin (θi−θk)]=0

QGi−QLi−Vi
∑
k∈NB

Vk [Gik sin (θi−θk)−Bik cos (θi−θk)]=0

(7)

where NB is the set of buses in the distribution system, Vi and
Vk are the bus voltage magnitudes at buses i and k , θi and
θk are the bus voltage angles at buses i and k , Gik and Bik
are the real and imaginary part of the bus admittance matrix
ikth term.

D. INEQUALITY CONSTRAINTS
The set of inequality constraints h from (1) includes the
operation constraints of the storage system, but also the
operational boundaries of the distribution network (the nodal
voltage limits and the transmission capacity of the lines).

1) BESS OPERATION CONSTRAINTS
Three types of operation limits are considered for the BESS:
the charging and discharging power boundaries, the energy
capacity limits and the charging-discharging balance. The
active power exchange between the battery and the distribu-
tion system, PB,t , has to be maintained within the imposed

lower and upper bounds (PB,min and PB,max) for each time
interval t , as denoted by:

PB,min ≤ PB,t ≤ PB,max (8)

Also, the BESS state of charge SOCt must be kept within
its minimum and maximum limits, SOCmin and SOCmax , that
are imposed by:

SOCmin ≤ SOCt ≤ SOCmax (9)

For the optimization framework presented in this paper,
the charging/discharging balance is expressed as the absolute
value of the difference between the initial state of charge,
SOC0, and the final state of charge, SOCT , which must be
maintained at a lower value than the SOC balance acceptable
error, εSOC :

|SOC0 − SOCT | ≤ εSOC (10)

2) DISTRIBUTION NETWORK OPERATION CONSTRAINTS
As the objective function aims at improving the distribution
network operation during T time intervals, the load flow cal-
culation is performed for each t time interval. Consequently,
the distribution network operation constraints are imposed
in order to assure, during each time interval t , that all bus
voltages Vk,t are within the acceptable range [Vmin,k ; Vmax,k ],
while all line currents, Iij,t , do not exceed the capacity
limits (Imax,ij).

Vmin,k ≤ Vk,t ≤ Vmax,k k ∈ NB, t = 1, 2 . . . T (11)

Iij,t ≤ Imax,ij ij ∈ NL , t = 1, 2 . . . T (12)

E. INTEGRATION OF EQUALITY AND INEQUALITY
CONSTRAINTS
As this study employs ameta-heuristic solver, several specific
implementation methods are necessary to be applied in order
to integrate the equality and inequality constraints comprised
within the optimization model.

In order to ensure the compliance of the equality
constraints g given in (7), the load flow calculation is
performed within the objective function, by using the
Backward-Forward Sweep Method.

The inequality constraint (8) regarding the BESS active
power limits, PB,t , is modeled within the meta-heuristic algo-
rithm by using the PB,min and PB,max limits as boundaries for
the control variables vector x.
The other inequality constraints, (9) – (12), are integrated

as penalty functions. In this manner, the implemented objec-
tive function, F , is defined by adding four penalty functions
(P1, P2, P3 and P4), with corresponding weights (w1, w2, w3
and w4), to the initial objective function f .

F(x)=w0 · f +w1 · P1+w2 · P2+w3 · P3+w4 · P4 (13)

As meta-heuristic algorithms rely on randomly generated
individuals, the possibility to encounter divergent load flow
scenarios must be taken into consideration. In this regard,
an additional penalty coefficientw0 is applied to the objective
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function f . In this manner, the individuals described by diver-
gent load flows are penalized using a high w0 value, while
for the individuals corresponding to convergent load flows
w0 = 1.
In order to ensure the compliance with the two inequality

constraints (9) and (10) regarding the battery state of charge
limits, the first two penalty functions, P1 and P2, are intro-
duced. The penalty functionP1 bounds the SOC values within
the minimum and maximum limits during the day and is
determined as sum of the penalty coefficients p1,t , defined
for every t time interval during the analyzed period:

P1 =
T∑
t=1

p1,t (14)

If a SOC limit is violated, the penalty coefficient p1,t is
equal to the positive difference between the SOC value and
the exceeded limit. Otherwise, if the SOC value is between
limits, the penalty coefficient equals zero.

p1,t =


SOCmin − SOCt , if SOCt < SOCmin
0, if SOCmin≤SOCt≤SOCmax
SOCt − SOCmax , if SOCt > SOCmax

(15)

The second penalty function, P2, is defined in order
to enforce the constraint regarding the BESS charging-
discharging balance denoted by (10). In this purpose,
P2 equals the absolute value of the difference between the
final and initial SOC values if this value is greater than the
acceptable SOC error εSOC , and zero otherwise.

P2 =

{
|SOC0 − SOCT | , if |SOC0−SOCT |>εSOC
0, if |SOC0−SOCT |≤εSOC

(16)

The two inequality constraints regarding the distribution
network operation are implemented by using the penalty
functions P3 and P4. The P3 penalty function enforces the
voltage limits constraint (11), and is defined as follows:

P3 =
T∑
t=1

∑
k∈NB

p3,k,t (17)

where p3,k,t represents the penalty coefficient for the bus k ,
during the t time interval.

p3,k,t =


Vmin − Vk,t , if Vk,t < Vmin
0, if Vmin ≤ Vk,t ≤ Vmax
Vk,t − Vmax , if Vk,t > Vmax

(18)

The line capacity constraint (12) is implemented by using
the P4 penalty function:

P4 =
T∑
t=1

∑
ij∈NL

p4,ij,t (19)

where NL is the set of electrical lines and p4,ij,t the penalty
coefficient for the line ij, during the t time interval:

p4,ij,t =

{
Iij,t − Imax,ij, if Iij,t > Imax,ij

0, if Iij,t ≤ Imax,ij
(20)

III. OPTIMIZATION MODEL STRUCTURE
A. THE STANDARD GWO OVERVIEW
The grey wolf optimizer algorithm has been developed by
Mirjalili et al. in [14], based on the social behavior and
hunting techniques of the grey wolf belonging to Canidae
family. The pack hierarchy consists of a leader named alpha
(α) and three subordinated layers composed of: beta wolves
(β) that assist the leader in decision making, and delta wolves
(δ) that ensure the leading of the last layer in the hierarchy,
namely the omega wolves (ω). In order to mathematically
formulate the social behavior that describes the GWO algo-
rithm, from the four hierarchical groups, the α, β and δ denote
the first three best solutions over the course of iterations,
while the rest of the possible solutions are defined as ω.
The simplicity of the concept makes it easy to implement
for complex computationally problems, which justifies the
preferences regarding the GWO use over other current meta-
heuristic methods [23].

1) SURROUNDING THE PREY
The mathematical formulation of the prey encircling process
is presented below:

−→
D =

∣∣∣−→C · −→Xp (l)−−→X (l)
∣∣∣ (21)

−→
X (l + 1) =

−→
X p (l)−

−→
A ·
−→
D (22)

where l represents the current iteration,
−→
Xp (l) is the position

vector of the prey, while
−→
A and

−→
C are coefficient vectors

given by:
−→
A = 2 · −→a · −→r 1 −

−→a (23)
−→
C = 2 · −→r 2 (24)

The elements of vector −→a are linearly decreased from
value 2 to 0 over the course of iterations, while the compo-
nents of −→r 1 and

−→r 2 are randomly selected between 0 and 1.

2) THE HUNTING
Depending on the first three best solutions obtained and saved
so far (α, β and δ), the other search agents (including the
omegas) update their positions in the search space according
to the position of the best search agents, using the following
equations:
−→
Dα =

∣∣∣−→C1 ·
−→
Xα −

−→
X
∣∣∣→−→X1 =

−→
Xα −

−→
A1 ·
−→
Dα

−→
Dβ =

∣∣∣−→C2 ·
−→
Xβ −

−→
X
∣∣∣→−→X2 =

−→
Xβ −

−→
A2 ·
−→
Dβ (25)

−→
Dδ =

∣∣∣−→C3 ·
−→
Xδ −

−→
X
∣∣∣→−→X3 =

−→
Xδ −

−→
A3 ·
−→
Dδ

−→
X (l + 1) =

−→
X1 +

−→
X2 +

−→
X3

3
(26)
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In the previous formulas, the GWO is obliged to explore
and exploit the search space based on the components of
vectors

−→
A and

−→
C .

FIGURE 1. Position updating process of each wolf, considering the
positions of the alfa, beta and delta wolves. Source: [14].

During exploration, the algorithm aims to discover new
areas in the search space by applying changes on the cur-
rent solutions, in order to find more promising ones (Fig.1).
On the other hand, the exploitation process aims to improve
the solutions identified during exploration, by investigating
the neighborhood of each of these solutions. Based on

−→
A ,

half of the iterative calculation is dedicated to exploration
(|
−→
A ≥ 1|), while the other half is devoted to the exploitation

process (|
−→
A < 1|). Another controlled parameter is defined

by vector
−→
C , which contains random values in the range of

[0; 2], that can adjust the contribution of the current position
in defining the next position. For example,

−→
C > 1 denotes a

strong contribution, while for
−→
C < 1, the effect in defining

the next position is deemphasized. Such random behavior
during the optimization process encourages exploration to
avoid local optima.

B. PROPOSED IMPROVEMENTS
As authors of [14] suggested, improvements can be brought
to the original GWO algorithm. This paper proposes four
performance improvements for the standard GWO, that
mainly aim to adjust the exploration process in order to
reduce the probability for the algorithm stagnation in local
minima.

1) SOC - FEASIBLE INITIAL POPULATION
The initial population influence upon the performance
of population-based heuristic optimization algorithms –
which also include GWO – is acknowledged by both
recent [24]–[26] and older papers [27], [28]. A preprocessed
initial population leads to faster convergence and better
chances of finding performant solutions [29].

The main challenge regarding the initial population for
the optimal BESS scheduling problem is represented by the
state of charge constraints, (9) and (10), which should be
implemented as penalty functions. The standard strategy,
of generating an initial population of totally random individ-
uals, generates a great fraction of initial wolves that violate
these two restrictions. Numerous unfeasible individuals lead
to a decrease in both convergence speed and performance.
Therefore, two methodologies for generating a feasible initial
population are proposed in this study.

The first strategy focuses on generating individuals that
satisfy only the first restriction regarding the minimum and
maximum SOC limits and consists in the procedure presented
below. For every time interval t , the SOC value is calculated
using (27) and the corresponding variable PB,t boundaries are
determined, in order to enforce the SOC limits:
– The upper limit (PmaxB,t ) is fixed as the minimum between

the default upper boundaries (PB,max) and the difference
between SOCmax and SOCt .

– The lower limit (PminB,t ) is fixed as the maximum between
the default lower boundaries (PB,min) and the difference
between SOCmin and SOCt .
The algorithm also takes into account the BESS charging

and discharging efficiencies, which divide or multiply the
limits calculated above.

PminB,t = max
{
WB,max (SOCmin − SOCt) · ηdsc/1t,PB,min

}
PmaxB,t = min

{
WB,max (SOCmax−SOCt) / (ηch ·1t) ,PB,max

}
(27)

The variable PB,t is further randomly generated between
the imposed limits and the algorithm proceeds to the next time
interval, t + 1.

PminB,t ≤ PB,t ≤ P
max
B,t (28)

The second strategy aims to generate individuals that sat-
isfy both SOC restrictions. The main challenge in order to
enforce the second restriction is the necessity to generate N
random numbers whose sum (that also considers the charging
and discharging efficiencies) is less than or equal to εSOC . The
difficulty of the task consists of the possibility of generating
random numbers that do not normally satisfy the second
restriction. In this case, the necessary adjustments could
either be easy to implement at the cost of reducing the diver-
sity of the individuals, either difficult to implement while
maintaining the random nature of the generation. Therefore,
the accessible solution proposed by the authors in this paper
consists in generating a larger number of individuals that
comply with the first SOC constraint, further selecting only
those who also satisfy the second constraint.

An empirical analysis, consisting in one million tests
for three different total number of individuals (Ntot ) of
102, 103 and 104, was conducted by the authors using
parallel-accelerated computation. The number of feasible
individuals obtained in each simulation (expressed in per-
centage relative to Ntot ), are presented in Fig. 2, for
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FIGURE 2. Number of feasible individuals obtained in one million
simulations.

εSOC = 5%. Based on these results, the authors concluded
that, by applying the first strategy for a large number of
individuals, fractions of 14.06% – 17.09% for Ntot = 104 and
10.7% – 21.7% for Ntot = 103 satisfy both SOC constraints.
On the other hand, if this strategy is applied for a small
number of individuals, it is necessary to generate at least Ntot
= 102 individuals in order to obtain at least one feasible indi-
vidual. For all three cases, the same average value of 15.73%
was obtained for the percentage of feasible individuals.

2) MUTATION
Mirjalili et al. recommended in the paper that introduces
the GWO algorithm the integration of evolutionary opera-
tors (such as crossover and mutation) as possible improve-
ments of the standard algorithm performance [14]. This paper
follows-up their suggestion and introduces the mutation oper-
ator. Specific to genetic algorithms, mutation ensures the
population diversity by adding random alterations to the
selected individuals. Therefore, a mutation operator, specifi-
cally adapted to the BESS scheduling problem, is added to the
GWO algorithm in order to increase the exploration process
performance.

During the first iterations, the GWO algorithm is focused
on exploration, and as iterations proceed, the algorithm grad-
ually switches the focus on exploitation. Since the mutation
operator aims to boost the exploration, the number of mutant
wolves that are generated is linearly decreasing over the
iterative process to avoid interfering with the exploitation
phase. The number of mutant wolves as a function of the
current iteration is given in (29), where the minimum and
maximum number of mutants (Nmin

mut and N
max
mut ) are expressed

as percentage of the total number of wolves, Ntot .

Nmut = Ntot ·
[(
Nmax
mut − N

min
mut

)
· (1− lact/lmax)+ Nmin

mut

]
(29)

The mutation operator proposed in this paper randomly
selects a parent wolf from the top 85% best individuals of

the pack, operates a random alteration on it and returns it as
a mutant wolf.

The parent wolf is selected with a probability of 15% as
the alpha wolf, 15% as one of the beta or delta wolves or 70%
from any of the rest top 85% wolves. Thereafter, one of the
following alterations is randomly selected and applied on the
original wolf:
– Randomly select one of the variables and replace it with a

random generated value;
– Randomly select two variables and swap their values;
– Randomly select two variables and generate a small ran-

dom number that is added to one variable and subtracted
from the other;

– Generate a new random and feasible wolf;
– Add a small random quantity to a randomly selected

variable;
– Add a small random number to a randomly selected vari-

able and subtract the same random quantity divided by
(n–1) from all other variables.

3) SURVIVAL OF THE FITTEST
The ‘‘survival of the fittest’’ (SOF) is one of the main prin-
ciples that stand behind the development of all evolutionary
algorithms and implies that better adapted individuals to the
environment have better chances of survival. Inspired by [30],
this paper proposes to integrate the opposite point of view of
this principle as a mechanism to eliminate the least adapted
individuals from the population. For this purpose, the wolves
with the poorest performance (highest values of the objective
function) are selected in order to be eliminated. The SOF
mechanism is coordinated with the mutation operator, so that
the mutant wolves will replace only the weakest individ-
uals from the pack. Therefore, the number of eliminated
individuals will be equal to the number of mutant wolves
Nmut – meaning it will decrease linearly with the iterations.

FIGURE 3. The hierarchical levels of the grey wolf pack (descendent
dominance from top to bottom).

4) MULTIPLE β AND δ WOLVES
In the original GWO algorithm the hunting behavior of the
pack is guided by the alpha, beta and delta wolves, which are
selected as the top three ranking individuals within the pack
(Fig. 3). Therefore, in some cases their positions may be very
similar – or sometimes practically identical – which could
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lead to a decreased performance of the exploration process.
Consequently, this paper proposes the selection of multiple
beta and delta wolves, in order to obtain the following social
hierarchy: alpha wolf – the best individual; beta wolves –
the following Nβ top ranking wolves, and delta wolves –
the following Nδ top ranking individuals. The updated wolf
pack social hierarchy follows a pyramid-like structure: one
alpha wolf, Nβ number of beta wolves, Nδ delta wolves and
omega wolves which constitute the rest of the pack; where
1 ≤ Nβ ≤ Nδ ≤ Nω ≤ Ntot .
As iterations proceed, the number of beta and delta wolves

decreases from the maximum values (Nmax
β ,Nmax

δ ) to one,
in order to avoid the exploitation process alteration during
the final stages:

Nβ = max
{
round

{
Nmax
β · (1− lact/lmax)

}
, 1
}

Nδ = max
{
round

{
Nmax
δ · (1− lact/lmax)

}
, 1
}

(30)

Although the proposed social hierarchy implies multiple
beta and delta wolves, the mathematical model of the GWO
algorithm is used in its original form with only the following
addition: each beta and delta wolves,Xβ and Xδ from (25), are
randomly selected from the multiple beta and delta wolves.

FIGURE 4. Number of beta and delta wolves variation with the iterations.

Fig. 4 shows the number of beta and delta wolves variation
with the iterations, starting from Nβ = Nmax

β = 5 and Nδ =
Nmax
δ = 7, respectively, to Nβ = Nδ = 1, when reaching

lmax = 100.
The improvements proposed by the authors and previously

described are introduced within the original GWO algorithm,
as illustrated in the flowchart of the resulting MIGWO algo-
rithm depicted in Fig. 5. The steps corresponding to the
four proposed improvements are marked by the blue border,
while the green border indicates the accelerating methodol-
ogy based on parallel computing used in this paper for the
objective function calculation.

C. LOAD FLOW
Load flow (LF) calculation is a fundamental computa-
tion procedure performed on power systems in order to
understand their operating conditions, by determining the
steady-state parameters (i.e.: voltages, voltage angles, real
power and reactive power). Several methods have been devel-
oped over the years for conducting power flow analysis [31].

FIGURE 5. The MIGWO Flowchart.

Among them, the most popular include Newton-Raphson
(NR), fast decoupled load flow (FDLF) and Seidel-Gauss
(SG). However, the special features of distribution networks,
such as high R/X ratios and radial/weakly meshed configura-
tions, can lead to convergence problems for the previousmen-
tioned methods. Therefore, the Backward-Forward Sweep
Method (BFSM) had been developed for the distribution
network LF analysis. Given the operation analysis of an active
distribution network performed in this paper, BFSM is further
used in the study.

For the BFSM implementation, a procedure that estab-
lishes the network buses analysis order is required. Based
on the graph theory and considering the radial topology of
the distribution network, a breadth-first search (BFS) algo-
rithm is applied. BFS represents a uninformed search method
that allows the systematically examination of all nodes in
a graph, by exhaustively exploring the entire graph [32].
Starting with the root bus, the successor neighbours for each
bus are identified, until all the buses are explored. Once all
sets of neighbours (predecessors and successors) are known
for each bus, the equations describing the BFSM are applied,
as presented in the current section.

The BFSM is an iterative method, where each iteration
consists of two computational steps:
a) The backward sweep – which implies the computing

of current/power flows through the network branches
according to the voltage updates. The calculation process
starts from the end buses of the network andmoves toward
the source bus.

b) The forward sweep – which implies the voltage drop
calculation. Bus voltages are updated in this step, starting
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with the closest buses to the source (root bus) and forward
sweeping to the end buses of the network. During this for-
ward propagation, the currents/powers remain constant to
the value obtained in the previous backward propagation.
The power flow calculation begins with the initialization

step, where all bus voltages are considered equal to the
source (root) bus voltage, VS and the demand current is
determined at each bus.

V j ' VS , ∀j ∈ NB (31)

I j '
S∗L,j
√
3 · VS

(32)

FIGURE 6. Node j and its connections to predecessor and successors.

Fig. 6 illustrates a node j from the distribution network, its
predecessor node i, and its successor nodes grouped within
the set Succ(j). Note that each node (except the source) has a
unique predecessor, while it may have one, none or multiple
successors. Moreover, the current through the line that con-
nects bus j with its predecessor i can be denoted Iij, as only
one connection is possible.

During each iteration iter of the iterative process, the fol-
lowing steps are performed:
1) The backward sweep stage, the current demanded at

each bus j (Ij) is computed as the ratio between complex
conjugates of the demanded apparent power (SL,j) and
bus voltage (Vj). Then the current through line ij (Iij) is
determined as the sum between the demanded current
at bus j (Ij) and the sum of the currents through all its
successor lines (Ijk ). The network is swept starting from
the end busses and moving toward the source bus.

I j =
S∗L,j
√
3 · V ∗j

(33)

I ij =
∑

k∈Succ(j)

I jk + I j (34)

2) During the forward sweep, the bus voltage for every
bus j (Vj) is computed as the difference between the
bus voltage at its predecessor bus i (Vi) and the voltage
drop across the line that connects these busses (1Vij).
The latter is determined as the product between the
impedance (Zij) and the current (Iij) crossing the line that
connects the i and j busses. In this stage, the network is
swept from the source bus toward the ending busses.

1V ij =
√
3 · Z ij · I ij (35)

V j = V i −1V ij (36)

3) The complex apparent power supplied by the source bus
(SS ) is determined as the product between the source
bus voltage (VS ) and supplied current (IS ) complex
conjugate:

SS =
√
3 · VS · I∗S (37)

4) Finally, a convergence test is performed by comparing
the absolute value of the difference between the complex
apparent power supplied by the source in the current and
previous iterations. If the convergence test fails, then the
iteration is increased (iter = iter + 1) and the iterative
loop is repeated. Otherwise, the load flow calculation is
completed, so the algorithm stops.∣∣∣S(iter)S − S(iter−1)S

∣∣∣ ≤ εadm (38)

D. MODEL IMPLEMENTATION
As previously described, the optimization model aims to
minimize the active power losses during an entire day by
optimally scheduling the BESS operation on a per hour
basis. Hence, the objective function evaluation requires the
active power losses evaluation during each t time interval
of a day, which implies that the load flow calculation must
be performed for a number of T times for each individual
within the wolf pack. The LF calculation for a distribution
network is inherently time-consuming due to the necessity
of using relatively complex iterative methods such as BFSM.
Moreover, the necessity to perform a number of T load flow
computations for each individual leads to a considerably long
running time for the GWO algorithm. Consequently, this
paper proposes to accelerate the LF calculation by using GPU
parallel computing.

The optimization model is implemented by the authors
in the MATLAB environment, which enables the users to
take advantage of the GPU parallel-processing benefits, with-
out demanding additional programming knowledge [33].
By using the Parallel Computing ToolboxTM, the user can
define a specific type of arrays, namely ‘‘gpuArrays’’, which
are directly loaded into the GPU RAM and can be passed
to over 500 built-in functions that will automatically run on
the GPU.

FIGURE 7. CPU and GPU computing flowchart.

A simplified flowchart is presented in Fig. 7 in order to
highlight the optimization model CPU and GPU computing
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FIGURE 8. The modified IEEE 33-bus network.

structure. The GWO or MIGWO main loops are executed on
the CPU, while GPU parallel computing is applied only for
the objective function calculation.

The control variables vector, x, at the current GWO/
MIGWO iteration is passed to the objective function fobj
and loaded into the GPU memory alongside the network
parameters vector, µ. For the current iteration, the entire
population requires a total number of Ntot ×T load flow cal-
culations, which are performed simultaneously by using GPU
parallel-computed BFSM implementation. Then, the active
power losses (1Ptot ) are calculated and the four penalty
functions are applied based on the resulted SOC, bus voltages
and branch currents. Finally, the objective function values
(yobj) are gathered from the GPU memory and returned by
the fobj function to the GWO/MIGWO main loop.

IV. CASE STUDY
The applicability and efficiency of the proposed MIGWO
model in solving the optimal coordination problem of renew-
able sources and storage systems was analyzed on a test dis-
tribution system. The ADN under study and the implemented
data for RES generation and load demand are presented in
Sections A and B. Section C of the case study focuses on the
implemented load flowmodel validation and the performance
comparison in terms of computation time between GPU and
CPU. Also, the efficiency of the developed MIGWO model
over the original GWO algorithm is tested in this section.
Finally, the optimal day-ahead scheduling is conducted in
Section D, while Section E is dedicated to a one-year
analysis.

A. THE NETWORK UNDER STUDY
The algorithm proposed in this paper is applied on the modi-
fied IEEE 33-bus test network, whose original bus and branch
data can be found in [34]. In order to model an active distribu-
tion network, multiple distributed resources are embedded in
the grid, including wind turbines, photovoltaics and a storage
device (Fig. 8).

B. LOAD AND DISTRIBUTED RESOURCES DATA
Most of the network buses are considered to supply residen-
tial loads, except for the following cases: a school (bus 8),
a shopping mall (bus 14), a warehouse (bus 18), a hospital
(bus 24), a medium office (bus 30) and a hotel (bus 32).
The load profiles for the residential loads and for the various
types of buildings considered in this study are specific to
the geographical area of Atlanta, Georgia, USA, which is
characterized by humid subtropical climate. The data for an
entire year has been obtained from the OpenEI database [35]
and processed so that the hourly profiles are expressed in
percentage relative to the maximum active load, as depicted
in Fig. 9.

FIGURE 9. Example of daily load profiles (24-Dec-2019).

FIGURE 10. Example of wind and PV generation curves (24-Dec-2019).

Furthermore, a constant power factor is used to model the
loads, therefore both active and reactive powers are obtained
by applying the same percentage to the corresponding maxi-
mum values. For the simulations conducted in the case study,
all the maximum active and reactive loads are increased by
1.6 times relative to the initial IEEE 33-bus network data,
given the light load of the original grid.

The following distributed generation units have been added
to the distribution network: three wind turbines each having
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the rated active power of 1000 kW (connected at buses 16,
22 and 33, respectively) and five PV arrays with the rated
active power of 200 kW each (connected to buses 4, 10, 15,
24 and 28, respectively). The hourly power output of the PVs
andwind turbines for an entire year are obtained fromRenew-
ables Ninja database [36]–[38], considering the same geo-
graphical location as for the loads, namely Atlanta, GA. The
original data are also processed in order to obtain an hourly
profile expressed in percentage relative to the rated active
power of each generation unit (Fig. 10). In this study, the DGs
are considered to operate at constant inductive power factors
of cosϕ = 0.9 for the wind turbines and cosϕ = 0.95 for the
PVs. In this hypothesis, the active and reactive power of WTs
and PVs are determined by applying the same percentage to
the rated active and reactive power: 1000 kW and 484.3 kvar
for the WTs and 200 kW and 65.7 kvar for the PVs.

The battery energy storage system, having the capacity
(WBmax) of 1000 kWh, is installed at bus 14. Based on the
economic benefits provided in terms of uninterrupted power
supply even for small-to-medium scale applications, a lead-
acid battery is considered as the storage technology applied
in this study. The operational characteristics of the analyzed
Pb-acid BESS extracted from [39] are presented in Table 1.

TABLE 1. Battery Energy storage system parameters.

C. MODEL VALIDATION
1) LOAD FLOW VALIDATION
In order to validate the load flow algorithm implemented
by the authors, the MATPOWER toolbox has been used as
reference, given its increased performance in power flow
computation based on the Newton-Raphson method. The
absolute errors between the authors’ BFSM implementation
andMATPOWER solver for bus voltages (in p.u.) and branch
active powers (in kW) are presented in Fig. 11. The voltage
errors are plotted with blue against the left Y-axis, while the
power errors are plotted in orange against the right Y-axis.
The dots represent the absolute error at each bus/branch and
the dotted lines represent the mean absolute errors (MAE)
for the entire network.

Fig. 11 shows absolute errors less than 9 × 10−10 p.u. for
the bus voltages and less than 3.9 × 10−5 kW for branch
active powers, while the MAE values are 4.6× 10−10 p.u. for
voltage and 9.9 × 10−6 kW for active power. Furthermore,
the errors in both active and reactive powers supplied by
the slack bus are less than 1.8 × 10−5 kVA. The obtained
results prove the high accuracy of the authors’ load flow
implementation of the BFSM.

FIGURE 11. The absolute errors of the implemented load flow calculation
model.

2) GPU VS. CPU COMPUTATIONAL SPEED COMPARISON
In order to compare the computational speed of the GPU
parallel load flow calculation to the regular CPU series
calculation, the following test is conducted: the number of
load flow calculations necessary during one GWO iteration
are performed using the same BFSM implemented on both
GPU (actually a variant of the fobj) and CPU. The test is
carried out on the IEEE 33-bus test network, for a number of
Ntot = 10, 102, 103, 104 individuals, meaning 240, 2400,
24000 and 240000 load flow calculations. The running time
is measured for both GPU (tGPU ) and CPU (tCPU ) load flow
implementations and the results are presented in Fig. 12,
alongside with the ratio (Rt ) between tCPU and tGPU . The
numerical simulations have been run on a personal computer
with an AMD Ryzen 7 2700 3.2GHz processor, 32GB RAM
and a GeForce RTXTM2060 graphics card.

FIGURE 12. The running time variation for GPU and CPU load flow
computation.

As Fig. 12 illustrates, when the number of individuals
increases from 103 to 104, tCPU increases 8.5 times from
1.38 s to 11.74 s, compared to tGPU which increases 5.5 times
from 0.2 s to 1.1 s. Thus, the test proves the superior compu-
tational speed of the GPU, which is more than 10 times faster
compared to the CPU for 104 individuals and 6.7 times faster
for 103 individuals.

3) MIGWO VS. GWO – PERFORMANCE ASSESSMENT
This section presents a comparison between MIGWO
and GWO performance in minimizing several benchmark
functions frequently utilized by researchers for testing

13932 VOLUME 9, 2021



D. O. Sidea et al.: Optimal Battery Energy Storage System Scheduling Based on MIGWO Using GPU-Accelerated Load Flow

TABLE 2. MIGWO and GWO results for the benchmark functions.

meta-heuristic algorithms performance. As the comparison is
performed between MIGWO and GWO, this study has con-
sidered the 23 classical benchmark functions from the orig-
inal GWO paper [14]: seven unimodal functions (F1 – F7),
six multimodal functions (F8 – F13) and ten fixed-dimension
multimodal functions (F14 – F23). Also, identical parame-
ters and notations are used for these functions, therefore the
detailed functions description is not provided in this paper.
Both algorithms are applied for 30 consecutive times on each
function, with identical parameters. The best, average and
maximum values as well as the standard deviation for both
algorithms are presented in Table 2.

In this study, the authors propose a new strategy, regard-
ing population size and iterations number, that consists in
employing a larger number of individuals, and fewer iter-
ations. Firstly, by using parallel computing for the objec-
tive function evaluation, all the values are determined

simultaneously, thus the computational time is comparable
for 102, 103 and 104 individuals. Secondly, the iterations
can only be performed by using series computation, mean-
ing that the total computing time will increase linearly with
the iterations number. Consequently, in order to reduce the
computational time, the authors proposed a larger number of
individuals (Ntot = 104) and a reduced number of iterations
(lmax = 100), for both GWO and MIGWO algorithms. These
parameters are further applied for the benchmark functions
and the BESS scheduling problem as well.

The results provided in Table 2 reveal that theMIGWOout-
performs the GWO algorithm on the majority of the bench-
mark functions. Given that all functions are minimization
problems, lower values indicate better results of the opti-
mization algorithms. The most notable improvement can be
observed on F8 and F9 functions, where the average values
obtained by the proposedMIGWO (-12536.4 and 0.0212) are
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significantly lower than the GWO’s (-7605.3 and 6.8689).
The optimal values provided by the MIGWO are higher
only for one function (F13). However, in this case, the other
analyzed indicators (average, worst and standard deviation)
are still better than GWO’s. For six functions (F14 – F19) the
best, average and worst results are approximately identical,
with better results for the standard deviation obtained once
again by MIGWO. Overall, the results show an improved
exploration by the proposed algorithm, reflected on multi-
modal functions average andworst values (asMIGWOavoids
local minima points), without degrading the exploitation pro-
cess, which can be observed in lower or comparable best
values.

D. DAY-AHEAD SCHEDULING
The optimization model is applied in order to identify the
day-ahead optimal scheduling of the BESS coordinated with
the local RES generation. For this purpose, the load and
generation profiles utilized by this paper are considered as
day-ahead forecast data. Two different days are selected
in this regard, and the results are obtained by running
the MIGWO algorithm with Ntot = 104 individuals, for
lmax = 100 iterations and selecting the best result achieved
after five consecutive runs.

The first day-ahead optimal BESS scheduling is performed
for 24-Dec-2019, especially selected as it represents the day
with the largest relative power losses reduction from the
entire year. The load and generation profiles (expressed in
percentage) for each type of load and DG are presented in
Figs. 9 and 10 from Section B, while Fig. 13 displays the
hourly profile of the active power supplied by the slack bus
alongside the total load and total generation profiles (for the
entire network).

FIGURE 13. Hourly profiles of the active power supplied by the slack bus,
total load and total generation for 24-Dec-2019.

The BESS optimal scheduling for 24-Dec-2019, consid-
ering SOC0 = 50% is shown in Fig. 14: the blue bars plot-
ted against the left Y-axis represent the BESS active power
exchange (PB in kW) and the orange line plotted against
the right Y-axis is the SOC. The initial SOC corresponds on
the graphic to time interval ‘‘0’’, and the other SOC values
represent the BESS state of charge at the end of each interval.
Note that the PB value corresponding to time interval ‘‘4’’
shows the BESS behavior from 03.00 to 04.00.

FIGURE 14. Battery power exchange and SOC variation in 24-Dec-2019
for SOC0 = 50%.

As it can be observed, the behavior of BESS is consistent
with the local energy production and consumption, the battery
charging taking place during the load valley (00.00-02.00),
respectively during the high WT and PV generation
(07.00-15.00), while its discharging takes place during the
load peak (16.00-24.00) and during the night (03.00-07.00,
to free capacity for storing high RES output during the day).

FIGURE 15. State-of-charge variation during 24-dec-2019 for different
initial SOC values.

Considering the impact of the initial SOC value upon the
daily battery performance, multiple SOC0 values have been
analyzed hereinafter. In this regard, the MIGWO algorithm
was applied for six different SOC0 values, namely: 20%,
35%, 50%, 65%, 80% and 95%. The resulting SOC variation
during the day is represented in Fig. 15 for all six cases.
A similar behavior can be observed in the daytime hours
(from 06.00 to 21.00) for all six cases, while the SOC0
influence is more relevant for the rest of the day. Also,
the difference between the final and initial state of charge is
less than 5% for all cases, which shows that GWO penalty
functions correctly enforce the SOC-related constraints.

The active power losses (1P) expressed as percentage
relative to the initial case (without the BESS) are given as
a function of SOC0 in Fig. 16.
Given the optimization model presented in this paper,

the battery performance is evaluated in terms of active power
losses reduction. Fig. 16 shows that the best battery perfor-
mance is achieved for SOC0 = 20%, when 1P are reduced
to 88,1 % from the initial value. As the initial state of charge
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FIGURE 16. Active power losses obtained in 24-Dec-2019 for different
initial SOC values.

value increases, the BESS has a lower impact on the active
power losses reduction. This analysis reveals that the battery
performance can be highly affected as the active power losses
reduction is limited from 11.9% to 3.6%, when an inappro-
priate SOC0 is chosen.

FIGURE 17. State-of-charge variation during 04-Jun-2019 for different
initial SOC values.

FIGURE 18. Active power losses obtained in 04-Jun-2019 for different
initial SOC values.

The second day-ahead optimal BESS scheduling presented
in this section is performed for 04-Jun-2019. As for the pre-
vious day, the MIGWO algorithm is applied for six different
SOC0 values and the resulting SOC variation during the day
is presented in Fig. 17, while the active power losses for each
SOC0 value are shown in Fig. 18. The BESS behavior is
similar to the previous case during the daytime hours, from
05.00 to 21.00 in order to reduce the active power losses,
the difference occurring in rest of the day as the battery needs
to comply with SOC-related constraints.

The results presented in Fig. 18 show that the best
battery performance is achieved for SOC0 = 50%, when

FIGURE 19. Daily minimum, average and maximum active power losses
for every SOC0 during the days of an entire year.

1P = 96.2%, while the power losses are increasing as the
SOC0 values move away from this value. In this case, the ini-
tial state of charge influence upon the battery performance is
less important compared to the previous case, as power losses
reduction is decreased from 3.8%when SOC0= 50% to 2.8%
when SOC0 = 95%.

E. ONE-YEAR ANALYSIS
The battery operation is analyzed for a one-year period,
by successively applying the BESS scheduling optimization
model for each day of the year. In this regard, the input data
are considered as historical data for one whole year and the
daily scheduling is performed by applying the MIGWO algo-
rithmwith 700 individuals for 50 iterations. Depending on the
number of iterations necessary for the load flow computation,
the MIGWO requires from 9 up to 20 seconds per day, which
adds up to a total running time between 60 and 90minutes per
year. Also, the analysis is performed for six different initial
state of charge values: 20%, 35%, 50%, 65%, 80% and 95%.

One of the main concerns in performing analyzes based on
large amounts of data is the computational time. By using
the recommended number of individuals and iterations,
discussed in section C, the current analysis would imply
52.56 billion load flow calculations, which would require
200 hours. In this case, a reduced loss of accuracy was
tolerated in the study in order to keep the computational time
to an acceptable range. By using the parameters mentioned
above, the simulations imply 1.84 billion load flow calcula-
tions (24 hours profile × 700 individuals × 50 iterations ×
365 days × 6 different SOC0 values), leading to a total
simulation time of only 7 hours (a 30 times reduction in
computation time). Moreover, a significant curtailment of the
simulation time is obtained due to the GPU-parallel load flow
calculation, which is several times faster than the CPU load
flow calculation, as previously shown.

The battery performance is evaluated for an entire year, for
the six different SOC0 values by comparing the active power
losses – expressed as percentage relative to the initial case.
For each one of the SOC0 values, the one-year minimum,
average and maximum are presented in Fig. 19.

The lowest one-year average 1P value of 96.7% is
obtained for SOC0 = 35%, while the 50% and 20% follow
closely with 96.8% and 96.9%, respectively. Then, as the
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FIGURE 20. Number of days per year (in %) when each SOC0 provides the
lowest active power losses.

FIGURE 21. Power losses variation (in percentage) for one-year period.

initial SOC increases, the average 1P value also increases
up to 97.9%. The minimum one-year active power losses
of 88.1% are obtained for SOC0 = 20%, and the values
increase as the initial SOC increases. The lowest maximum
one-year 1P are obtained for 35% and 50% initial SOC,
while the highest values are represented by the extreme
SOC0 – 20% and 95%. These results suggest that an initial
SOCvalue of 35%will obtain the lowest average active power
losses throughout the entire year.

Fig. 20 presents the number of days in which every SOC0
is considered the recommended, as the lowest active power
losses are obtained, in comparison to all the other SOC0
values. The number of days is expressed as percentage rel-
ative to the total number of days within a year. The SOC0
value of 35% assures the best performance in 42.5% cases
throughout the year, while the higher SOC0 values of 65%,
80% and 95% obtain the lowest active power losses in less
than 10% of the days, each. By considering both analyses
presented in Fig. 19 and Fig. 20, the best battery performance
is obtained by using the initial state of charge value of 35%,
which will provide the best power losses reduction and the
highest number of days when this minimization occurs.

Finally, the active power losses variation – expressed in
percentage relative to the initial case – are represented,
in ascending order for the six SOC0 values, in Fig. 21.

The results reveal that the active power losses are reduced by
at least 5% in a number of 49, 46, 45, 36, 35 and 28 days for
SOC0 values of 35%, 20%, 50%, 65%, 80% and 95% respec-
tively, and by at least 2% in a number of 293, 280, 264, 252,
196 and 141 days for SOC0 values of 35%, 50%, 20%, 65%,
80% and 95% respectively. The results reveal as well that the
recommended initial SOC value for the entire year is 35%.
Also 20%, 50% and 65% are relatively good SOC0 values,
while the most inappropriate choices are 80% and 95%.

V. CONCLUSION
In this paper, the short-term operation scheduling problem of
a BESS has been solved, by the optimal coordination of the
storage system with the local available RES and the energy
demand in an active distribution network, focusing on the
total power losses minimization. In this regard, the authors
propose a novel Mutation-Improved GWO algorithm to over-
come the risk of convergence in local optimums of the stan-
dard technique. 23 benchmark functions were used in order to
assess the performance of the proposed algorithm compared
to the original GWO, the increased efficiency of MIGWO
being noticed in most cases. The study also exploits the
benefits of parallel GPU accelerated global search, in order
to explore the large and complex search space of the optimal
BESS scheduling problem for better solutions. A modified
IEEE 33-bus system has been analyzed, using forecasted
data for RES generation and typical consumption profiles for
various types of loads. For a more efficient reduction of the
power losses occurred in anADN, the importance of choosing
the right initial state of charge for the storage system was
reflected in the obtained results.

The time-consuming process of multiple power flow com-
putation required in meta-heuristics algorithms can be short-
ened using simultaneous (parallel) computing and clustering
techniques. Therefore, future work focuses on solving
large-scale problems in power systems implying numerous
controllable devices, such as storage, distributed generation
and FACTS, by implementing GPU-cluster computation.
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