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ABSTRACT Multi-access edge computing (MEC) can improve the users’ computational capacity and
battery life by moving computing services to the network edge. In addition, data-content caching on a MEC
server improves the user quality of experience and decreases the backhaul network congestion. Moreover,
non-orthogonal multiple access (NOMA) has recently been implemented to increase network throughput
and capacity. Combining these techniques can improve the user performance and benefit the network. This
paper investigates a combined computational offloading and data-content caching problem for NOMA-MEC
systems. The aim was to achieve the minimum total completion latency of all users by jointly optimizing
the offloading decision, caching strategy, computational resource, and power allocation. This satisfies the
constraints within the scope of the potential violation for energy consumption, offloading decision, and the
computation and storage capacity of the MEC server. The formulated problem is a mixed-integer non-linear
programming and a non-convex problem. To solve this challenging problem, a block successive upper-bound
minimization method was implemented to obtain efficient solutions. Numerous simulation results were
presented to demonstrate the convergence and efficacy of the proposed algorithm. Compared with other
schemes of all-offloading, local-only, and equal resources, our proposed algorithm can approximately reduce
the total completion latency by 17.68%, 26.02%, and 70.98%.

INDEX TERMS Multi-access edge computing, non-orthogonal multiple access, block successive
upper-bound minimization, computational offloading, data-content caching.

I. INTRODUCTION
Data traffic is increasing astronomically due to the
explosive growth of smart mobile equipment and Inter-
net of Things (IoT) devices, which are driving the devel-
opment of many emerging applications, such as virtual
reality (VR)/augmented reality(AR), interactive gaming,
remote healthcare systems, surveillance, and autonomous
driving. These applications are typically computation-
intensive, latency-critical, and energy-consuming. On the
other hand, mobile devices often have limited computational
power and limited battery capacity [1], [2]. Handling the
computation-intensive demands on the consumer end is a
challenging task. Multi-access edge computing (MEC) was
proposed and developed by ETSI in 2014 to tackle these chal-
lenges [1], [2]. It has emerged as an innovative computation
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paradigm designed to support the development of new com-
puter applications, which provides data, cloud computing
capabilities, and computation technology services from cen-
tralized cloud computing to the network edge [1]. In MEC
systems, the users can offload their computation-intensive
and delay-sensitive tasks to nearby MEC servers that are
attached at the base stations for remote task execution. This
scheme improves the computational capability and reduces
the delay execution of users [1]. On the other hand, a resource
allocation strategy at the MEC server should also be con-
sidered because the computational resources of the MEC
server are limited. The computational resource of a MEC
server is not always sufficient to support all users. Hence,
inefficient resource allocation techniques would increase
energy consumption and delay experienced by mobile users.

On the other hand, the benefits of edge caching (also
known as caching at the edge) in handling a significant
increase in mobile data traffic have been studied [2], [3].
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The data-content caching involves storing frequently used
content or a database/library related to services deployed
in MEC servers. Caching the requested data-content at the
network edge can reduce computational delay and improve
the quality-of-service (QoS) and the quality-of-experience
(QoE) of users. For example, there should be more associ-
ated data-content with some applications, such as VR, online
gaming, remote healthcare, autonomous driving, in addition
to the data or content needed for the computation-intensive
task [4], [5]. In museums, tourists prefer to use AR to feel a
better sense of reality. Consequently, more real-time services
can be provided if more data can be stored on the MEC
server in this area. Significant research on the advantages
of caching and computing offloading in MEC systems have
been performed [2]–[11]. Some requested data-content can be
downloaded from the MEC server for local execution. On the
other hand, the communication resources (i.e., bandwidth and
power budget) are typically limited. Therefore, the downlink
resource is also a key element in reducing the delay if the
data-content of a computational task needs to be downloaded
from the edge server.

Moreover, as the number of IoT devices is massive, the use
of multiple-access techniques will be needed to improve
the performance of MEC systems. Non-orthogonal multi-
ple access (NOMA) has more benefits for next-generation
wireless networks (i.e., 5G and 6G), which enhances the
system throughput and capacity [1], [12]–[15]. NOMA tech-
nology allows multiple users to use orthogonal resources
simultaneously compared to traditional orthogonal multiple
access (OMA) technologies. NOMA can handle more users
than the number of possible sub-carriers, resulting in numer-
ous potentials, including huge connectivity, reduced delay,
higher spectral performance, and relaxed channel feedback
[14]–[17]. Using the same frequency resources, multiple
users may offload their computational tasks to the MEC
server simultaneously. Therefore, integrating NOMA into
MEC systems can enhance the computation-offloading effi-
ciency and performance, i.e., reduce the delay and energy
consumed in computational offloading, increasing the num-
ber of offloading users [13]–[15], [17]. Several studies on
NOMA-MEC systems have centered on the issue of com-
putational offloading optimization. The majority of papers
attempted to minimize the latency and consumed energy [12],
[17]–[27]. On the other hand, most studies on NOMA-MEC
systems do not consider the benefits of edge caching.

Several studies focused on either computational offloading
with data-content caching in MEC systems or computa-
tional offloading in NOMA-MEC systems. Despite this,
most of those studies overlooked the benefits of incorpo-
rating NOMA-MEC into computing and caching systems
to increase the offloading efficiency. Different from exist-
ing works, we combined NOMA and MEC for computa-
tional offloading and data-content caching in this paper.
To decrease the latency of offloading and improve the per-
formance of the MEC system, we propose a joint com-
putational offloading policy, data-content caching strategy,

computational resource, and downlink and uplink resource
allocation in NOMA-MEC systems. An effective algorithm
was developed to minimize the total completion latency of
the users. The main contributions and features offered by our
work can be summarized as follow.
• First, this study considered a NOMA-MEC system and
edge caching network to achieve a minimum total com-
pletion latency for all users on this system. Mathemati-
cally, a joint problem of the offloading decision, caching
strategy, computational resource, and power allocation,
which applies to both the downlink and uplink NOMA
transmissions, was formulated. The algorithm met the
constraints within the scope of the energy consumption
efficiency, offloading decision, and computation and
storage capacity of the edge server.

• Second, the formulated problem is a mixed-integer non-
linear programming (MINLP) and a non-convex prob-
lem. Therefore, achieving the optimal solution in poly-
nomial time is a great challenge. To solve this chal-
lenging problem, the block successive upper-boundmin-
imization (BSUM) was used to develop an efficient
algorithm for a high-quality solution.

• Finally, based on the simulation results, the effectiveness
of the proposed algorithm was confirmed. The proposed
algorithms can reduce the total completion time com-
pared with other schemes. Furthermore, the proposed
algorithm can converge to the near-optimal solution at
a sub-linear convergence rate.

The remainder of this paper is structured as follows.
Section II summarizes the work involved, and Section III
presents the system model and problem formulation.
Section IV introduces the proposed algorithm to solve the
problem of optimization, and Section V discusses the out-
comes of the simulation. This paper is finally concluded in
Section VI.

II. RELATED WORKS
More recently, major research has been conducted to study
the advantages of caching and computing offloading in MEC
systems. Some studies examined the computational offload-
ing decision, caching strategy, and resource allocation in
MEC systems. Hao et al. [6] studied the joint design of
the offloading decision and task caching strategy to mini-
mize the total energy consumed by mobile users. This paper
introduces a new concept of task caching, in which the
computation-intensive tasks were cached on the edge net-
work. Task caching has been mentioned elsewhere [9], where
the authors considered jointly the task offload, task caching,
and security service to minimize the energy consumed and
security breach cost in MEC systems for IoT applications.
Bi et al. [10] investigated a single MEC server to assist
the user in processing a set of computational tasks. They
optimized task offloading, service caching, and resource allo-
cation to minimize the user’s latency and energy consump-
tion. Another study [3] designed an offloading policy by
caching the popular computational results in MEC networks
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to reduce the overall computing time of the users. Deep
reinforcement learning (DRL) was studied to minimize the
average latency of fog-enabled IoT services by optimizing
the offloading decision-making and content-caching strate-
gies [5]. Yang et al. [7] designed a collaborative offloading
decision and data caching policy to minimize the total delay
of mobile users in a hybrid mobile cloud/edge computing
system. This study assumed an equal allocation of resources,
such as computing resources and communication resources.
Wang et al. [8] integrated a computational offloading policy,
content caching strategy, computation resource allocation,
and radio spectrum allocation to maximize the revenue of
MEC systems. On the other hand, the proposals for optimiz-
ing the total latency or power consumption were inefficient.
The optimal offloading decision, caching policy, and alloca-
tion of bandwidth resources were also designed to minimize
the total latency of mobile users in the MEC system [4].
Nevertheless, they did not consider the requested content
download to users. A previous study [2] investigated the
combination of communication, computation, control, and
caching (4C) in big data MEC to minimize the total users’
latency and maximize the backhaul bandwidth. Wang et al.
[11] minimized the total cost in terms of the completion
latency and the charge based on optimizing computational
offloading decision and computation and downlink resource
allocation. In this article, the authors referred to the content
cache service on the BS to download to the users to perform
tasks, but they did not consider the content caching decisions
on the BS.

Numerous studies on NOMA-MEC systems integration
have centered on optimizing computational offloading and
resource allocation. A significant part of the current papers
has been proposed to minimize the completion latency and
consumed energy. Some researchers reduced the completion
latency ofMEC offloading in existing NOMA related studies.
Ding et al. [17] proposed a hybrid-NOMA scheme with
two mobile devices. The optimization problem was solved
using Dinkelbach’s method and Newton’s method. An effi-
cient workload, offloading, and downloading algorithm for
optimizing the duration was proposed [18]. Some studies
minimized the total power consumption of MEC offload-
ing. Wang et al. [19] solved the optimization problem of
local CPU-cycle frequency, transmit power, and MD rates
using the Lagrange dual method, branch-and-bound, greedy
method, and convex relaxation. On the other hand, the QoS
specifications of all users may not be adequate when the
number of users is increasing. A hybrid-NOMA strategy was
proposed [20] in which geometric programming was applied
to optimize the power and time allocation. Pan et al. [21]
optimized power allocation, time allocation, and task assign-
ment using the successive convex approximation algorithm.
Yang et al. [22] considered multiple users in different groups
and proposed an iterative algorithm with low complexity
to balance latency and power consumption. A coalition
game was developed to minimize the sum computation over-
head by optimizing the computational offloading decision

FIGURE 1. Computational offloading and data-content caching for
NOMA-MEC system model.

and sub-carrier assignment on multi-carrier NOMA-MEC
systems [23]. Diao et al. [24] examined the D2D-assisted
and NOMA-based MEC network to reduce the total
cost of users in terms of latency and energy consumed.
Nduwayezu et al. [25] proposed an algorithm using deep rein-
forcement learning to maximize the total computational rate
for multi-carrier NOMA-MEC systems by jointly optimizing
the computation offloading decision-making and sub-carrier
allocation. Fang et al. [26] minimized the overall task latency
of mobile users for NOMA-MEC systems. They optimized
the NOMA to support the decrease in latency in the MEC
system. Pham et al. [27] maximized task offloading gains
by jointly considering computational offloading, resource
allocation, sub-carrier assignment, and power control in
NOMA-MEC systems. Hao et al. [12] introduced a hybrid
NOMA-MEC system to enhance the computation service
for Sixth-Generation (6G) wireless networks. The multilevel
programming method was applied to minimize the energy
consumption by mutually optimizing the offloading strategy,
time slot scheduling, and power control.

This paper shows that important requirements were often
overlooked in previous studies and formulate a joint problem
of computation-intensive task offloading, caching strategy,
computational resource, and uplink and downlink resource
allocation in NOMA-MEC systems. In addition, the BSUM
algorithm was used to solve the proposed optimization
problem.

III. NETWORK MODEL AND PROBLEM FORMULATION
This section presents the system model and formulates the
process for optimizing offloading decision-making, caching
decision, allocation of communication resources, and allo-
cation of computing resource in NOMA-MEC system for
minimizing completion latency.

A. NETWORK SCENARIO
Fig. 1 presents the scenario considered in this work. This
NOMA-MEC network consists of a BS, a remote cloud,
and users. BS is co-located with a MEC server, which can
provide users with computational offloading. On the other
hand, the computational resources of MEC servers are lim-
ited. The MEC server also has finite-capability storage that
can be used to store a number of selected data-contents.
Consequently, the caching decision of the BS affects the user
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FIGURE 2. Illustration of a user execution.

performance significantly. The BS is connected to the remote
cloud using a wired network. The remote cloud has large
storage and computing capacities. Here, this study considered
that each user has a computation-intensive task, which is
inseparable. That is, the task can be performed using either
local computing or edge server processing. This study did
not consider performing the computational task on a remote
cloud because of the increased latency. Optimization of this
issue will be addressed in future work.

N = {1, 2, . . . ,N } is the set of users, with N being the
number of users. A computation-intensive task is represented
by the tuple In = {Un,Wn}, where Un is the input data size
of the computation-intensive task and Wn is the number of
CPU cycles needed to accomplish a computation-intensive
task. As mentioned above, user n requests data-content when
performing its computation-intensive task. The requested
data-content is stored in the remote cloud or cached at the BS
[4], [7]. Caching data-content at the network edge can avoid
frequent data-downloading over the backhaul networks and
reduce latency. On the other hand, only some data-content is
cached at the BS owing to the limited storage space of the BS.
The requested data-content for the computational task that is
not cached at the BS must be obtained from the remote cloud.
In particular, BS can distribute cached data to place when
computational data is required. In contrast, the uncached
requested data-content must be obtained to place from the
remote cloud via the backhaul link. Fig. 2 presents an illus-
tration of a user execution. Vn refers to the size of the data-
content. If user n performs locally, the requested data-content
Vn is downloaded to the user. If user n performs at the BS,
the input data size of the task Un is offloaded to the BS.

B. CACHING MODEL
In this model, cn ∈ {0, 1},∀n ∈ N is denoted as the
data-content caching decision, where cn = 1 and 0 if the
requested data-content by user n is cached at the BS and the
remote cloud, respectively. Unlike a large and diverse remote
cloud resource, limited storage and executing resource for
the BS allow only some data-contents to be cached. There-
fore, Ccache is maximum caching capability of the BS due to
limited caching space. Consequently, caching decisions are
constrained as follows:∑

n∈N
cnVn ≤ Ccache. (1)

The requested data-content by the user has different popu-
larity. Here, it was assumed that the data-content popularity is

designed as the Zipf distribution [4], [28]. Therefore, the pop-
ularity of the ith popular data-content demanded by user n can
be expressed as

pn (i) =
1/iκ∑Nv
i=1(1/i

κ )
, (2)

where Nv is the total types of data-content caching, and κ is
the parameter of the Zipf popularity distribution.

C. COMMUNICATION MODEL
This study considered single-carrier NOMA for joint com-
putation offloading and data caching at the network edge.
Uplink and downlink utilize the time division duplex (TDD).
In TDD mode, both the uplink and downlink transmissions
use the same frequency spectrum [21]. Moreover, there is
no interference between uplink and downlink transmission.
Similar to previous studies such as [29], we assumed perfect
channel state information (CSI) or the order of the instan-
taneous channel gain at the transmitter side, e.g., users at
the uplink stage and BS at the downlink stage. Moreover,
we also assume that the locations of users are fixed during
the offloading period, but the locations can change across
different periods.

Without loss of generality, users are ordered as h1 ≤
h2 . . . ≤ hn, where hn is channel gain from user n to
the BS. Power domain NOMA multiplexing was applied to
superimpose multiple signals. Successive interference can-
cellation (SIC) and power constraints for efficient SIC were
adapted to decode the superimposed signals at the receivers
[21], [23], [26]. According to [21], [23], [26], the decod-
ing order utilizes the increasing order of the channel gains
in the downlink NOMA. In contrast, the decoding order
in the uplink NOMA adopts the decreasing order of the
channel gains [21], [23]. With TDD, channels gain of the
uplink and downlink are the same. When user n offloads
the computation-intensive task to the BS for remote execu-
tion, the user’s uplink achievable data rate via the wireless
connection can be defined as

Ruln = B log2

1+
hnpuln

σ 2 +
∑

j∈N :hj<hn
hjpulj

 ,∀n ∈ N , (3)

where puln is the transmit power of user n for uplink transmis-
sion to the BS; B is the bandwidth, and σ 2 is the noise power
spectral.

The BS can deliver the required data-content to process a
task to the corresponding user. The downlink achievable data
rate between the user n and BS is calculated as

Rdln = B log2

1+
hnpdln

σ 2 +
∑

j∈N :hj>hn
hnpdlj

 ,∀n ∈ N , (4)

where pdln denotes the transmit power to be allocated by the
BS for downlink transmission to user n.
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For backhaul communication, rbh was denoted as the aver-
age data transmission rate of the backhaul link between the
remote cloud and the BS. If the requested data-content by
user n is cached in the BS, the systemwill be compensated for
by reducing the backhaul latency or alleviating the backhaul
bandwidth [4], [8]. According to (2), the reduced backhaul
bandwidth for caching the ith popular data-content demanded
by user n can be achieved as

rbhn = rbhpn (i) , n ∈ N . (5)

The transmission latency of the requested data-content trans-
mitting from the remote cloud to the BS (backhaul latency)
can be obtained as

T bhn =
Vn
rbhn
, n ∈ N . (6)

D. COMPUTATION MODEL
1) LOCAL EXECUTION
If user n executes its computational task locally, the total com-
pletion latency consists of a local processing time, downlink
transmission time and backhaul latency. Let f ln denotes the
local computing capability of user n. The local processing
time of task In of user n can be given as

T eln =
Wn

f ln
, n ∈ N . (7)

The downlink transmission time between user n and the BS
can be given as

T dln =
Vn
Rdln

, n ∈ N . (8)

From equations (6), (7), and (8), the total completion latency
experienced by the user can be written as

T ln = T dln + (1− cn)T bhn + T
el
n , n ∈ N . (9)

The corresponding energy consumption of user n for local
processing can be calculated as using equation (10):

E ln = ζWn(f ln )
2, n ∈ N , (10)

where ζ is the switching capacitance depending on the CPU’s
chip architecture, which is set to ζ = 5× 10−28.

2) EDGE OFFLOADING
Most computation tasks should be offloaded to the BS for
remote execution owing to the limited computing capability
of the user. When user n executes its computational task
in the BS, the total completion latency of the user consists
primarily of the uplink transmission time, processing time of
the MEC server, and backhaul delay. This study neglected the
downloading time and the energy consumed by computation
results from the BS to the user because its size is much
smaller than the size of the input computation data [6], [11].
In addition, our current work focuses on latency and energy
consumption from the user perspective, and the MEC server
is normally powered by electricity supplied from the grid.

Therefore, we ignore the energy computation at the MEC
server-side [6], [11].

Let fn denote the resource allocation of the MEC server to
the execution of computational task In. The edge processing
time for the computational task of user n can be obtained as
follows:

T ern =
Wn

fn
, n ∈ N . (11)

The uplink transmission time for transmitting input data Un
from user n to the BS is given as

T uln =
Un
Ruln

, n ∈ N . (12)

According to equations (6), (11), and (12), the total com-
pletion latency of user n when processing in the BS can be
expressed as

T rn = T uln + (1− cn)T bhn + T
er
n , n ∈ N . (13)

For task execution on the MEC server, the energy con-
sumption of user n is only calculated from by the trans-
mission energy consumed for offloading the task. Therefore,
the energy consumption of user n can be computed as

Ern = puln T
ul
n = puln

Un
Ruln

, n ∈ N . (14)

E. PROBLEM FORMULATION
an ∈ {0, 1},∀n ∈ N , was defined as the offloading decision
of user n, herein an = 1 if user n offloads its computational
task to the BS and an = 0 otherwise. From Eqs. (9) and
(13), the total completion latency experienced by user n can
be represented as

Tn = anT rn + (1− an)T ln, n ∈ N . (15)

This study aimed to achieve the minimum total completion
latency of all users in NOMA-MEC systems by optimizing
the binary offloading decision, caching decision, computa-
tional resource, and power allocation jointly. This problem
can be formulated mathematically as follows:

P : min
{a,c,f ,pul ,pdl }

N∑
n=1

Tn (16a)

subject to
∑
n∈N

fn ≤ f0, (16b)

fn ≥ 0, ∀n ∈ N , (16c)

0 ≤ puln ≤ p
max
n , ∀n ∈ N , (16d)∑

n∈N
pdln ≤ p0, (16e)

0 ≤ pdln ≤ p0, ∀n ∈ N , (16f)∑
n∈N

cnVn ≤ Ccache, (16g)

(1− an)E ln + anE
r
n ≤ E

max
n , ∀n ∈ N ,

(16h)

an, cn ∈ {0, 1}, ∀n ∈ N . (16i)
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In this formulation, a = {an} is the offloading decision
profile; c = {cn} indicates the set of the data-content caching
decision; f = {fn} refers to the computational resource
allocation policy; pul = {puln } defines the set of uplink
transmit power of users, and pdl = {pdln } denotes the set of
the downlink transmit power allocated by the BS. The set of
users whose tasks are offloaded to the MEC server is denoted
as Noff = {n ∈ N |an = 1}, and Nloc = {n ∈ N |an = 0}
denotes as the set of users performing their tasks locally,
respectively. If n /∈ Noff, fn = 0, i.e., user n executes the
task locally. p0 and pmax

n are the maximum downlink transmit
power provided by the BS and maximum uplink transmit
power of user n, respectively. Emax

n is the maximum allowable
energy consumption of user n. f0 is denoted as the maximum
computational resource of the MEC server. Constraints (16b)
and (16c) ensure that the computing resource for the compu-
tational offloading tasks is positive, and the total computing
resource assigned to all offloading users does not exceed
maximum computing capacity of the MEC server. Constraint
(16d) means that the power assigned to the task of each
user cannot exceed its maximum value. Constraints (16e) and
(16f) suggest that the total downlink power resource for the
users is limited by the overall transmission power budget
of the BS. Constraint (16g) states that the total data cache
on the BS cannot exceed its maximum caching capability.
Constraint (16h) guarantees the the energy consumption of
each user is limited. Constraint (16i) indicates the binary
offloading decision and data-content caching strategy.

IV. PROPOSED ALGORITHM
A. PROBLEM DECOMPOSITION
Problem state in (16) is a non-convex problem caused by
inter-cell interference and the variables (i.e., a, c, f , pul , and
pdl) are linked together in the objective function. In addition,
some constraints referred to (16b)− (16i) are non-linear and
combine the continuous variables (i.e., f , pul, and pdl) and
binary binary variables (i.e., a, and c). The aforementioned
optimization problem is a non-convex, mixed-integer non-
linear programming (MINLP) problem, which is typically an
NP-hard problem. Problem (16) is quite difficult to solve opti-
mally because of the complex combination of optimization
variables and composite compositing features.

To tackle this problem, the original problem was decom-
posed into two sub-problems and solved alternately. Firstly,
computing resource allocation f was solved using the
Karush–Kuhn–Tucker (KKT) optimality conditions. The
joint offloading decision, caching strategy, power uplink, and
downlink resource allocation (i.e., a, c, pul, and pdl) problem
was addressed using BSUMmethod [30]. Owing to its advan-
tages, BSUMhas been used to solve many complex optimiza-
tion problems [2], [28]. The results showed that BSUM is an
effective algorithm for achieving a high-quality solution.

B. COMPUTING RESOURCE ALLOCATION
Given the computational offloading decision, caching
decision, power uplink, and downlink resource allocation

(a, c, pul, and pdl), and after ignoring all parts of the objective
function and the condition unrelated f , the following opti-
mization problem (16) was obtained as follows:

P1 : min
f

∑
n∈Noff

Wn

fn
(17a)

s.t.
∑
n∈Noff

fn ≤ f0, (17b)

fn > 0, ∀n ∈ Noff. (17c)

h(f ) is denoted as the objective function (17a). The Hessian
matrix of h(f ) with respect to f consists of elements either
∂2h
∂f 2n
= ( 2Wn

f 3n
) > 0 or ∂2h

∂fn∂fm
= 0 (n 6= m). Thus, the Hessian

matrix is a semi-definite positive matrix. Moreover, the con-
straints (17b) is linear, and f is continuous variable. Hence,
the problem in (17) is convex problem.

In order to obtain solution for (17), we first derive the
Lagrangian function as follows:

L(f ,λ) =
∑
n∈Noff

Wn

fn
+ λ

 ∑
n∈Noff

fn − f0

 , (18)

We then take the partial derivative of (18) with respected to f
as follows:

∂L(f ,λ)
∂fn

= −
Wn

f 2n
+ λ. (19)

Based on the KKT conditions [31], with λ > 0, we can derive
the close-form solution for (17) as follows:

f ∗n =
f0
√
Wn∑

n∈Noff

√
Wn
. (20)

C. JOINT OFFLOADING DECISION, CACHING STRATEGY,
AND POWER RESOURCE ALLOCATION
Given f , there is the following problem of a, c, pul, and pdl .
When an = 0, fn = 0 and the objective function is not con-
tinuous. To solve this issue, when an = 0, fn = ε, where ε is
small enough and can approach 0 arbitrarily. Here, the BSUM
approach was used to tackle the proposed issue. BSUM is
a distributed algorithm that enables a parallel computation.
The BSUM method allows a non-convex problem to decom-
posed into small sub-problems that can be addressed inde-
pendently using convex optimization. The BSUM method
guarantees convergence to the fixed points of the non-convex
problem [30].

1) OVERVIEW OF BSUM APPROACH
The BSUM algorithm has advantages over centralized algo-
rithms in both the solution speed and problem decomposition
capability. An overview of the BSUM algorithm is first pre-
sented for more clarification. The following block-structured
optimization problem [30] was examined:

min
y

h(y1, y2, . . . , ym)

s.t. ym ∈Wm,

∀m ∈M, m = 1, 2, . . . ,M , (21)
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where h(.) is the continuous function; the feasible solution
set W :=W1 ×W2 × · · · ×Wm are a close convex set, and
ym is a block variable. A common method to solve problem
(21) is to apply the block coordinate descent (BCD) method;
a single block of variables is optimized by solving the optimal
problem at each iteration t:

y(t)m = argmin
ym∈Wm

h(ym, y
(t−1)
−m ), (22)

where y(t−1)−m := (y(t−1)1 , . . . , y(t−1)m−1 , y
(t−1)
m+1 , . . . , y

(t−1)
m ), y(t)j =

y(t−1)j for m 6= j.
Both problems (21) and (22) are difficult to solve, in partic-

ular (21) ) is a non-convex function, and the convergence can-
not always be guaranteed using the BCDmethod. The BSUM
algorithm was introduced to overcome these issues [30].
In BSUM algorithm, fm(ym, z) is an upper-bound approxi-
mate function of the objective function h(ym, z−m) for the
block m at a given feasible point z ∈ W . To guarantee the
convergence, the upper-bound approximate function fm(ym, z)
satisfies the following conditions:
Assumption 1: 1) fm(ym, y) = h(y),

2) fm(ym, z) ≥ h(ym, z−m),
3) f ′m(ym, z; pm)|ym=zm = h′(z; p), zm + pm ∈Wm,

4) fm(ym, z) is continuous in (ym, z), ∀m.
The first and second assumptions (i.g., 1(1) and 1(2)) ensure
that the upper-bound approximate function is an upper-bound
function of the objective function h(x). Assumption 1(3)
suggests that the first-order derivative in the direction pm
of the approximate function is the same as the objective
function. Finally, Assumption 1 (4) then guarantees the
approximate function should be continuous for all block vari-
ables. In BSUM, the most widely used technique for select-
ing the upper-bound approximate function is the quadratic
upper bound, linear upper bound, and Jensen’s upper bound
[30]. For simplicity of introduction, the accompanying
upper-bound approximate function, which is described by
adding to the objective function a quadratic penalty, was used:

fm(ym, z) = h(ym, z−m)+
µ

2
‖(ym − zm)‖

2, (23)

where µ > 0 is a constant parameter. Let Mt denote a set
of indexes at iteration t . The BSUM algorithm tackles the
upper-bound approximate function in (23) with the following
update at iteration t:y

(t)
m = argmin

ym∈Wm

fm(ym, y
(t−1)), ∀m ∈Mt ,

y(t)j = y(t−1)j , ∀j /∈Mt .

(24)

The block indexes selected at each iteration can be applied
in various ways, such as random selection, cyclic rule, and
Gauss-Southwell [30]. Compared to the BCD algorithm,
the uniqueness of the solution in each iteration is not required
by BSUM. Algorithm 1 presents the standard BSUM algo-
rithm. Specifically, starting from a feasible point y(0), BSUM
algorithm generates a sequence of enhanced solutions and

Algorithm 1 A Pseudocode of the BSUM Algorithm
1: Initialization: Set the iteration index t = 0, stopping

criteria ε > 0, and find initial feasible solutions y(0).
2: repeat
3: t = t + 1;
4: Select index setMt .
5: Let y(t)m = argmin

ym∈Wm

fm(ym, y
(t−1)), ∀m ∈Mt

6: Set y(t)j = y(t−1)j ,∀j /∈Mt .

7: until ‖ f
(t)
m −f

(t−1)
m

f (t−1)m
‖ ≤ ε.

8: Then, consider y∗ = y(t) as a solution.

finally converges to a stationary point when the conver-
gence criterion ε is met. Based on [30], [32], BSUM algo-
rithm converges to the ε-optimal solution and takes at most
O (log(1/ε)) steps, i.e., a sub-linear convergence.

2) PROPOSED SOLUTION
Given f , to solve problem (16) using BSUM, the binary vari-
ables consisting of offloading decision and caching strategy
are first relaxed into continuous ones, i.e., 0 ≤ an ≤ 1 and
0 ≤ cn ≤ 1. Then, we can apply the BSUM algorithm to
solve (16), which is guaranteed to converge to the stationary
point by BSUM [30]. The optimizing problem (16) can be
reformulated as follows:

P2 : min
{a,c,pul ,pdl }

N∑
n=1

Tn (25a)

subject to (16d)− (16h), (25b)

an, cn ∈ [0, 1], ∀n ∈ N , (25c)

To simplify the notation, the optimization problem is written
concisely as

D(a, c, pul, pdl) ,
N∑
n=1

Tn. (26)

The constraints of both (25) and (26) are the same. Moreover,
A , {a : (1 − an)E ln + anE

r
n ≤ Emax

n , an ∈ [0, 1]}, C , {c :
cn ∈ [0, 1],

∑
n∈N

cnVn ≤ Ccache}, P , {pul : 0 ≤ puln ≤

pmax
n }, Q , {pdl : 0 ≤ pdln ,

∑
n∈N

pdln ≤ p0}, are defined as the

feasible sets of a, c, pul, and pdl , respectively.
For each iteration t , ∀m ∈ Mt , where M is the set of

indices, the upper-bound proximate functionDm of the objec-
tive function in (26) is defined. The quadratic penalty term
was added to the objective function of the convex guarantee.
The objective function can be approximated as

Dm(am; a(t), c(t), pul,(t), pdl,(t)) = D(am; ã, c̃, p̃ul, p̃dl)

+
µm

2
‖(am−ã)‖2, (27)

where µm > 0 is the penalty coefficient. The approxi-
mate function can be deployed to other vectors of variables,
cm, pulm , and p

dl
m , respectively. In addition, for each iteration

t , the approximate function has unique minimizer vectors
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Algorithm 2 The Proposed Algorithm for the Joint Prob-
lem of the Offloading Decision, Caching Strategy, Compu-
tational Resource, and Power Allocation
1: Initialization: Set the iteration index t = 0, stop-

ping criteria ε > 0, and set initial feasible solutions
(a(0), c(0), f (0), pul,(0), pdl,(0)).

2: repeat
3: t = t + 1.
4: According to (20), calculate f (t).
5: Select index setMt .
6: Let a(t)m = argmin

am∈M
Dm(am; a(t−1), c(t−1), pul,(t−1),

pdl,(t−1)).
7: Set a(t)j = a(t)j ,∀j /∈Mt .

8: Find c(t)m , pul,(t)m , and pdl,(t)m by solving the
sub-problem in (29), (30), and (31).

9: until ‖D
(t)
m −D(t−1)

m

D(t−1)
m

‖ ≤ ε.

10: Then, set a∗ = a(t), c∗ = c(t), f ∗ = f (t), pul,∗ =
pul,(t), pdl,∗ = pdl,(t) as the final solution.

ã, c̃, p̃ul, and p̃dl with respect to a, c, pul, and pdl , which is
regarded to be the solution of the previous step of (t − 1).
The solution for each iteration (t + 1) can then be modified
by solving the following sub-problems:

a(t+1)m = min
am∈A

Dm(am; a(t), c(t), pul,(t), pdl,(t)), (28)

c(t+1)m = min
cm∈C

Dm(cm; c(t), a(t+1), pul,(t), pdl,(t)), (29)

pul,(t+1)m = min
pulm∈P

Dm(pulm ; p
ul,(t), a(t+1), c(c+1), pdl,(t)), (30)

pdl,(t+1)m = min
pdlm∈Q

Dm(pdlm ; p
dl,(t), a(t+1), c(t+1), pul,(t+1)).

(31)

The sub-problems in (28)-(31) can be solved by using our
proposed BSUM method. Combined with (20), the proposed
algorithm can be obtained. Based on the above analysis,
Algorithm 2 provides the details of the proposed algorithm.
In the problem P1, we have shown the convexity based on
the Hessian matrix. We then obtain the closed-form solution
via KKT optimality conditions; thus, the sub-problem P1
is always guaranteed to converge at the optimal solution.
The second sub-problem P2 is obtained solution by BSUM
algorithm [30], [32]. Based on [30], [32], we can claim
that our proposed algorithm can converge to an ε-optimal
solution. We now analyze the computation complexity of
the proposed algorithm. Since P1 is a convex problem and
existed a closed-form solution, the complexity of P1 isO(1).
For the problem P2, BSUM has the computation complexity
O (log(1/ε)) [30], [32]. Thus, the total complexity of the
proposed algorithm is O (log(1/ε)).

V. NUMERICAL SIMULATION
This section provides the simulation results to evaluate the
performance of the proposed algorithm and compare it with

some schemes. The simulation settings are as follows unless
specified otherwise. A system setting with a BS located in
the center of a 200 × 200 m2 area was considered. All
users are then deployed at random within the BS cover-
age. The path-loss from user n to the BS can be calculated
as L(dn) = 128.1 + 37.6log10(dn), where dn denotes is
the distance between the nth user and the BS. The spec-
trum bandwidth was B = 1 MHz. The noise density was
set to σ 2

= −174 dBm/Hz. Here, the maximum uplink
transmit power of each user for performing the offloaded
task to the MEC server was pmax

n = 23 dBm, ∀n ∈ N
and the maximum downlink transmit power of the BS for
delivering the data-contents to the users was set to p0 =
48 dBm. For a computation-intensive task, the input data size
of the computation-intensive tasks are distributed randomly
with Un ∈ [1.2, 2] Mb and the corresponding number of
CPU of computation-intensive task are distributed randomly
with Wn ∈ [700, 1200] megacycles. The local computing
capacity of each user is f ln = 0.7 GHz, ∀n ∈ N , and
the maximum computing resource of the MEC server is
f max

= 30 GHz. The size of each requested data-content to
a computation-intensive task execution is Vn ∈ [0.5, 1] Mb,
in which total type of requested data-contents from remote
cloud isNv = 500. The average transmission rate of backhaul
between the MEC server and the remote cloud is rbh =
500 Mbps. The parameter of the Zipf popularity distribution
is κ = 0.56 [4], [8]. The maximum cache storage capability
of the BS is 50% of the total data-content size. This ensures
that some requested data-contents are not cached at the MEC
server. All the simulation plots were achieved from random
channel realizations on average.

Three benchmark schemes were introduced to illustrate the
advantages of the proposed algorithm in reducing the total
computing time:
• Local-only: In this scheme, all users execute their
computation-intensive tasks locally (i.e., an = 0,∀n ∈
N ). The computing resource, communication resources
(i.e., power of uplink and downlink), and caching deci-
sion are obtained using the proposed algorithm.

• All-offloading: All users offload their computation-
intensive tasks to the MEC server at the BS (i.e., an =
1,∀n ∈ N ). Similar to the case of local computing only,
other variables are optimized.

• Equal resource: The communication resources are
equally allocated to all users. In this case, computing
resource, offloading decision, and caching strategy are
solved using the proposed algorithm.

Fig. 3 compares the total completion latency versus the
number of users under various schemes. With increasing
number of users, the total completion latency of all schemes
also increases. The figure confirmed that the proposed algo-
rithm generates the lowest completion latency compared to
the other schemes. The total completion latency under the
proposed algorithm was 17.68%, 26.02%, and 70.98% lower
than that of all-offloading, local-only, and equal resources,
respectively. Fig. 4 presents the total energy consumed of the
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FIGURE 3. Comparison of the total completion latency as a function of
the number of users.

FIGURE 4. Comparison of the total energy consumed versus the number
of users.

users against the number of users. The energy computation of
all-offloading scheme is higher than in the other schemes. The
offloading is beneficial in terms of the completion latency but
requires a larger amount of energy consumed by the users.
This figure shows that the proposed algorithm is beneficial in
both the completion latency and energy consumption.

For more performance comparisons of total completion
latency, the number of users was set to 10. The relation-
ship between the total completion latency and the compu-
tational capability of the MEC server was then analyzed.
Fig. 5 shows that the completion latency in the local-only
case remains constant because all uses execute their com-
putational tasks locally, irrespective of fn,∀n ∈ N . The
total completion latency of the three schemes, such as the
proposed, all-offloading, and equal resource, decreases with
increasing computational capability of the MEC server, rang-
ing from 10 to 60 GHz. The all-offloading scheme perfor-
mance curve decreased the most with increasing computing
resources. This is reasonable because all tasks offloaded to

FIGURE 5. Comparison of the total completion latency different the
computational capability of the MEC server.

FIGURE 6. Comparison of the total completion latency different the
offloaded data size of the computation-intensive task.

the MEC server benefit, while the remaining two schemes
may have some tasks offloaded to the server. On the other
hand, the proposed algorithm still has better performance
in terms of total completion latency. Always offloading
over unfavorable wireless channels causes higher overhead
(energy and latency). As considered in this problem, joint
optimizing computational offloading and caching decisions
with resource allocation can exploit the benefits of both local
and remote computing to increase the system performance.

The offloading performance regarding the input size of
the data of the computational tasks for offloading Un was
analyzed, as shown in Fig. 6. When the size of the input data
Un increases, the total completion latency of the local-only
scheme is unaffected because there is no offloading. The
completion latency of the all-offloading scheme increases
significantly and becomes the worst compared to the other
schemes when the input data size is large enough. Therefore,
to achieve good performance, priority should be given to
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FIGURE 7. Effect of the caching storage capacity on the completion
latency of tasks.

FIGURE 8. Comparison of our proposed algorithm versus No-caching.

offloading tasks with smaller data sizes rather than offload-
ing tasks with larger data sizes. This is because by increas-
ing the input data size, the completion latency for the
offload computation-intensive tasks becomes higher. There-
fore, the proposed scheme achieves better performance than
the other schemes.

The next experiment, evaluated the effects of the MEC
server’s caching storage capacity on the completion latency.
Fig. 7 show the total completion latency of users when adjust-
ing the BS caching capacity (i.e., Ccache ∈ [20%; 50%] of
the total data-content size). The figure shows that the total
completion latency of all schemes decreases with increasing
cache storage capacity. The reason is that more data-content
can be cached in the BS when there is a greater cache storage
capacity. As a result, increasing the cache storage capacity
can lower the latency required to download data-content from
the remote cloud. Overall, the proposed algorithm has the
lowest latency and performs better than the other schemes.

Fig. 8 compares data-content caching efficiency on the
completion latency under various numbers of users. In the

FIGURE 9. Cache hit under different Zipf parameters.

FIGURE 10. Convergence of the proposed algorithm.

no-caching scheme, there is no requested data-content stored
at the BS (i.e., cn = 0). That is, all requested data-contents
of computation-intensive tasks must be downloaded from the
remote cloud. As a result, the backhaul latency is generated
for each computational task when the requested data-content
by the user is downloaded from the remote cloud. Further-
more, Fig. 8 shows the total completion latency when the
number of users is increased. On the other hand, the larger
the number of users, the larger the latency gap between
the proposed algorithm and no-caching scheme. This can
be explained by the large amount of data-content cached.
There are many data-contents that the user requests are taken
from the edge network. The delay is reduced by reducing the
data-content that has to download data from the remote cloud.
These analyses show that the completion latency of the users
can be decreased by implementing the caching storage and
storage of popularly requested BS data-content.

Fig. 9 presents the average cache hits on the MEC
server. The algorithm was run 1000 times to calculate the
cache hit. If the requested data-content is not cached on
the MEC server (cache missed), it will be retrieved from
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the remote cloud. Fig. 9 shows that the average cache hits
increase with increasing Zipf parameter (e.g., Zipf parameter
= 2.0, cache hit ratio = 91.80%). In other words, as the Zipf
parameter increases, more content becomes more popular,
resulting in a corresponding increase in cache hits and a
decrease in backhaul bandwidth.

Finally, the convergence rate of the proposed algorithmwas
evaluated, as shown in Fig. 10. The figure shows that the
proposed algorithm only requires fewer iterations to converge
to the optimal solution, indicating that the proposed approach
is efficient.

VI. CONCLUSION
This study examined the optimization of computational
offloading, data-content caching, and resource management
in NOMA-MEC systems considering both the uplink and
downlink transmissions. An efficient algorithm was devel-
oped to minimize the total latency of users. The simulation
results confirmed the convergence of the proposed scheme
within only a few iterations and demonstrated the supe-
riority of the proposed scheme in terms of delay reduc-
tion and energy saving. Future studies will consider joint
computational offloading, caching strategy, and communi-
cation and computing resource allocation in NOMA-MEC
heterogeneous networks.
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