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ABSTRACT Hand-gesture based control has enormous potential both theoretically and for practical
applications due to its convenience and intuitiveness. This study presents a real-time interactive control
system for household appliances. The interactive control system allowing wireless control of household
appliances using a combination of 11 hand gestures and 2 waving motions is tested on hundreds of samples.
It is implemented using a regular personal computer (PC) and existing digital single processing (DSP)
platforms. The evaluation results show that the system performs efficiently reaching an accuracy recognition
rate of 91% and spending around 30 seconds to complete the control operation for household appliances. The
contributions of this work are both academic (1) successful demonstration of the integration of algorithms
for solving image detection, processing, and pattern recognition, and practical (2) showing its feasibility
and using commonly available hardware and software configurations for practical uses, and finally (3)
establishing a mechanism for intuitively interactive control system that facilitates smart living.

INDEX TERMS Smart home, human computer interaction, hand gesture recognition, household appliance

control.

I. INTRODUCTION

A smart home usually refers to a house equipped with high-
tech devices, appliances, sensors, and networks. These tools
increase the level of convenience to the people living in
the home by allowing them to remotely access, control, and
monitor home appliances through smart technologies [1], [2].
Smart home services have not been greatly expanded because
the technologies needed to enable these services have not
been adequately developed [3]. In addition, these services are
often not familiar and/or not seen as consumer-friendly so
most studies remain in the development phases. As a result,
consumers have not yet embraced smart home technologies
and services in order to achieve smart living. Uncertainty
about these technologies and services can arise from number
of concerns regarding cost, performance, and even lifestyle
changes [4]. The old push-button remote controls may be
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convenient, but have has certain disadvantages such as the
need for batter replacement and damage to devices due to
battery defects. Improvement of the systems for control of
household appliances to produce a more user friendly inter-
face has become a definitive goal in multimedia and human
computer interaction research [5]. In particular, the recog-
nition of hand gestures utilizing camera-enabled devices
would allow for a more intuitive interaction than traditional
interfaces do. The application of embedded and ubiqui-
tous computing in household environments should allow the
human-computer interaction to be more natural, convenient,
and efficient [6]. Hand gesture based interfaces can decrease
the complexity of interaction between humans and comput-
ers [7], [8]. Therefore, the research objective in this work is to
establish a real-time interactive control system for household
appliances, integrating algorithms for image detection and
processing with pattern recognition. The interactive control
system provides a user-friendly interface for commonly used
devices that does not require or restrict the users to wielding
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specific control devices or wearing special clothing, and pre-
senting specific gestures or positions.

Il. HAND GESTURE RECOGNITION

There are two main categories of hand gestures, static and
dynamic. Static gestures refer to fixed hand gestures which
can be described by an image; dynamic gestures on the
other hand, are composed of multiple static gestures. The
recognition methods include typical branching, inductive and
image-based techniques. The former captures the subjects’
movements but requires them to wear gloves equipped with
acceleration sensors or latent pressure sensors. The latter
adopts cameras to capture images for recognition. There
are three major three image-based gesture recognition sys-
tems, depending upon the number of cameras used: the
Multi-viewpoint Camera system, using two cameras (Stereo
Cameras), and the single Monocular Camera system [9]-[16].
Information from multiple cameras may be used to create
3D models of the shot. Two cameras are able to yield depth
information. Although recognition is better with more cam-
eras, complex algorithms may be required, causing longer
calculation times and higher costs.

Common gesture recognition methods include the hid-
den Markov model, dynamic time warping neural network
and finite-state machine techniques [12]-[21]. In one study
researchers placed four cameras to capture hand images from
different directions, followed by processing of the finger link
structure and 3D surface structure. The experimental results
showed that 69% of the connection errors were less than
1 cm [11]. Another study captured hand images with a single
camera, resulting in reduced dimension feature vectors [14].
A recent study applied hand gesture recognition for the oper-
ation of a TV. Skin color detection was used to extract the
shape of the hand and a moment invariant method applied
to describe the characteristics. The results showed that this
multi-layer perceptron method could identify six hand shapes
with 100% accuracy [22].

lll. METHODOLOGY
The structure of the interactive control system for household
appliances is shown in Figure 1. The system structure starts
with determining whether any subject (e.g. arm) is detected,
followed by checking whether there are enough skin pixels
in the region of interest (ROI). The procedure goes back
to skin color detection for image recognition and morpho-
logical calculations if no subject is detected. The labeling
algorithm removes small objects in order to identify the arm
part. After segmentation of the arm image, the contour of the
hand is revealed, followed by measurement of the distance
curve from the contour to the centroid using the fast Fourier
transform frequency feature. Finally, identification of the
hand gesture can be achieved using k-nearest neighbor (kNN)
classification and the indices from the decision tree method.
The interactive control system can be set up for use
with a both personal computer (PC) and demand-side plat-
form (DSP). The PC version uses a general home network
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FIGURE 2. 11 hand shapes and two waving gestures.

camera and the 320 x 240 RGB image input format. The DSP
version needs to be equipped with separate-video (S-video),
a signaling standard for standard definition video, or com-
posite terminal special connected cameras and 1024 x 768
coordinate transformation associated RGB color space with a
4:2:2 (YCbCr422) video input format. The 10 most common
types of hand gestures (0 - 9) identified by the system are
shown in Figure 2. Each shape represents a specific gesture
for outputting a digital hand shape, plus two left and right
waving gestures.

Starting with hand shape detection, the YCbCr color space
produces better recognition results for skin color [23]-[26] as
follows:

77 < Cb < 127
I, if{1 17
Skin — if 133 < Cr <173 )
190 < Cbh + 0.6Cr < 215
0, else
60 <Y < 255
1, if{-25<Ch<0
Skin = U =t )
10 < Cr < 45
0, else
60 <Y <250
1, if{90<Ch<135
Skin = if - - 3)
135 < Cr <170
0, else,
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FIGURE 3. Hand detection: upper right from Equation (1); lower left from
Equation (2); lower right from Equation (3).

where Y is the luma component, Cb represents the blue-
difference component, and Cr stands for the red-difference
component. As can be seen in Figure 3 shows Equation (3)
yields the best results for hand shape that is adopted for the
interactive control system. For better processing of images,
the dilation and opening algorithms with 5 x 5 closing and
opening are then adopted to make the images smoother.
Equation (4) eliminates all irrelevant binary pixels and cal-
culates the height, width, and area of the detected subject [25].

1, else
area < 1800orarea > 60000
Arm = height height 4)
0, - < 0.20r — >5
width width

height < 30o0rwidth < 30

where Arm stands for the recognition results for the human
arm(s) or any other object; height, width, and area represent
the object’s height, width, and area to be recognized. It is pos-
sible that the subject might not be an arm or misclassification
could occur. The interactive control system is comprised of
two steps to prevent just such situations which are shown as
follows:

Step 1:
Hand = MAX(y,,Y,) )
Step 2:
31 <Y <69
1, 123 < Ch < 133
Face = Fl123=Cch= ©)
123 < Cr < 133
0, else

where Hand and Face are the target objects for recogni-
tion; y1 and y; are the y-axes for the palm of the hand
on a plane. A face is detected if the Y,Ch, and Cr values
are within the specified ranges where Y is the value range
for luma component; Cb represents the value range for the
blue-difference component; Cr stands for the value range
for the red-difference component. These steps are efficient
enough to distinguish an arm from a face or other subject
using the threshold values in Equation (6).

Next, we develop an algorithm which is designed to
remove the arm part of the image(s) but keep the image
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section for the palm(s) for the next recognition stage, as in
Equations (7)-(10). In order to cut the arm images, use Equa-
tions (7) and (8) to obtain the raw and central moments for the
block direction and Equation (9) for the image coordinates:

My =YY xYfx,y )
x oy

pao =y Y (x=®f(x,)
x oy

pi =y Y G=HG-Dfxy) B

x oy
po2 =Y Y =),
x oy

_ My _ My
wherex = —,y = —
Moo Moo
2
= (1/2)tan”"! (A) ©)
20 — 102

where M;; is the raw moment of a multivariable probabil-
ity function f(x,y); n stands for the central moment using
the inverse binomial transform; ¢ represents the image (x,y)
coordinates. The edge capture component needs to determine
whether a pixel is an edge by defining a pixel Py (i, j) and its
4 neighbors P; (i-1, j) at the up side, P (i, j+1) at the right
side, P3 (i+1, j) at the down side, and P4 (i, j-1) at the left side;
and by assuming that the previous background pixel value
is 1 and the current background pixel value is 0. Equation (10)
expresses whether Py is an edge.

Po:{l, if Pl Py%Py%Py=0 (10,
0, else

The image outline is determined following the 4 steps below.
Having obtained the result from edge capture for hand images
and selecting any point on the edge that has the coordinates
(i, j), then we can: (1) select one edge point as (start;,
start;) and (step;, step;); (2) search for neighbors starting with

vectordir| g in a clockwise direction and update (step;, step;)

when meeting any edge point; (3) let dir 45 be the next initial
search point; (4) repeat (2) until (start;, start;) = (step;, step;)
or no adjacent edge point is found.

Feature extraction is carried out utilizing the distance from
the edge point to the centroid as a feature which is normalized
to a 512-point feature length. This feature is scale rotation
invariant. By converting it to the frequency domain and using
the Fast Fourier Transform (FFT), we sample all 512 points.
Since the number of human fingers per palm is always less
than six, only the first six frequencies (Fi-Fg) need to be
considered and described as in Equations (11-14):

w-F;
F = 11
. (11
27 -F 2
w = =5— (12)
Fy N
Pl N _ s
where v = %duetoS: w'—ﬂ:%:&
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Here, F, Fs, and w are the analog frequency, sample fre-
quency, and digital frequency; § stands for the FFT hierarchi-
cal number and N is the frame size. This significantly reduces
the computing time for comparison among peaks (fingers).

There are 11 hand shapes and 2 waving gestures rec-
ognized in this study (Figure 2). For the waving gestures,
Equation (13) is applied to examine to which side the wave
image belongs and Equation (14) is used to detect whether
the arm is moving. Equation (15) is a combination of
Equations (13) and (14) expressed as follows:

Motion,,
Left, if my <myp and myg > 0
= 1 Right, if myg > mgand myg <0
Stand, else
(13)
Wave
| True, if Motion,,—1 = Stand and Motion,! = Stand
- False, esle

(14)
Waving Gesture
WaveLeft,

B WaveRight,

if Motion, = Left and Wave = True
if Motion, = RightandWave = True
15)

where Motion,, is the n arm motion detected by the system;
mpy represents the axis and slope for the arm; m;, and mg are
the values for an arm moving toward the left or right. The
interactive control system utilizes the KNN enhanced decision
tree method for analysis of the 11 hand shapes, as illustrated
in Figure 4. The k in kNN represents the number of neighbors
to be referred to while the neighbors are the first k sam-
ples nearest to them, using the general Euclidean distance.
Among these k neighbors, the class with the highest number
is regarded as the type to which the current sample belongs.
For example, given k = 10, we find the closest distance to the
first ten feature distances for the sample and then determine
the class with the highest number among these.

The kNN is a simple and effective tool to detect the fin-
gers of the human palm; however, it may be insufficient,
leading misclassification of the shape of the palm due to
multiple-axes from the center of the palm to the fingers.
The decision tree (DT) technique is another simple and
effective method to resolve the afore-mentioned problem.
As a result, the kNN method is used only for distinguish-
ing peaks/fingers (left side in Figure 4) and then DT can
find the palm shapes/gesture based on the peak number
yielded from kNN approach. We design the mechanism sim-
ilar to “if...then...else” mechanism but gestures 0-10 is
determined pair by pair (except for gesture 10) as shown
in Figure 4, which basically comes from the DT concept. The
steps in the process for finding the palm shapes using the
DT method are illustrated on the lower right of Figure 4 and
demonstrated below. For example, the process starts with
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Equation (16) where the input (independent variable) is set
to the normalized distance measured from edge to center and
the output (dependable variable) is set to Gesture O or 6. For
the rest equations (17-20), the DT mechanism is similar and
the process stops when all inputs are recognized.

gesture 0, if d <3.5
gesture 6, else
Identify0_6(d) = { whered = |p1 —pl + |p2 — Pl
+Ip3 — Pl
— _P1+p2+p3
P
(16)
gesture 2, if 012 < 55
Identify2 1(612) = 3 gesture 7, if 55 < 6015 < 105
unknown, else
a7
gesture 3, if 0 < 6 < 80
Identify3_8(0) = { gesture 8, if 80 <6 < 120
unknown, else
(18)
ps > D (i(pg) — 20) and pg > D (i (pg) + 20)
(19)
Identify 4_5(c(p) = gesture 4, zf cip)=5
gesture 5, if c(p) =6
(20)

where d is the difference; p;.¢ indicates the 6 peak values for
the fingers; 6 stands for the angle between two fingers; 6 =
MAX(0;2, 623, 013); D represents the distance curve; i(pgs)
indicates the offset of the 6™ peak in D; ¢(p) means the peak
count. For example, the peak number for gesture 4 or 5 must
be greater than or equal to 5. Calculating the distances for the
sixth highest peak, we plug the result into Equation (19) that
is set to determine gesture 4 or 5. If pg satisfies Equation (19)
which is designed to detect any further significant peak, the
gesture can be 4 or 5. Then, Equation (20) performs the peak
count to determine the final gesture type.

In order to make the system more portable and easy-
to-install in most houses, it is implemented based on an
embedded system with a digital signal processor. The specific
hardware and instructional design has the advantages of being
easily programmable, with high accuracy and can be easily
integrated with a SoC. The interactive control system offers
better performance than the traditional single-chip processor.

IV. EVALUATION AND DISCUSSION

The evaluation was carried out in three phases: (1) anal-
ysis of recognition rates with the first-stage kNN method;
(2) analysis of recognition rates with the integrated kNN
decision tree method; and (3) implementation with household
appliances. Considering device accessibility and availability
in certain regions where this may be difficult, we set up a basic
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TABLE 1. Phase | evaluation results for kNN recognition rates.

Set # k= 1 3 4 5 6
100  |Correct/total| 96/100 | 95/100 | 95/100 | 94/100 | 94/100
Successful
recognition | 96% 95% 95% 94% 94%

rate

400  [Correct/total| 383/400 | 381/400 | 382/400 | 379/400 |378/400

Successful
recognition 96% 95% 96% 95% 95%
rate

prototype configuration including a board with 512Kb flash,
1K SRAM, 2 by 8-bit timers, 512Kb EEPROM (546 chan-
nels), 16-bit timers, 10-bit A/D single-ended, 20 MHz F. max,
1.8-5.5V Vcc, AM24L01BS-U RF transmission module with
max. 30 bit packets, etc. The evaluation started with data
collection of 100 random sets containing hand characteristics
for evaluation in Phase I; 400 sets of hand gestures for evalu-
ation in Phase II. For faster computation with Equations (11)
and (12), k is set to 6, since the number of fingers per palm
is always less than 6. Table 1 summarizes the Phase 1 results.
The recognition success rates are all greater than 94% where
the selection of the k value does not influence the outcomes.
Although, as can be seen in Table 1, the best results are
obtained when k = 1, the other results for k = 1-6 show that
kNN is an effective method. It is meaningful and effective.
The selection of the k value can be simplified so we set the
value to 3 for quicker computation in Phase II.

Phase II also requires data collection of 440 random sets of
hand gestures with 2/3 of the total being right hand gestures.
Table 2 shows the results of the Phase II evaluation. The
kNN-decision tree system has a slightly higher successful
recognition rate for right hand gestures, 92%, than for left
hand gestures, 89%. The average recognition rate accuracy
is 91% with the highest being 100% and the lowest 82.5%.
Figure 5 summarizes the correct classification and misclas-
sification results for hand gestures. Gesture 3 has the highest
misclassification rate due to its similarity to Gestures O and 2.
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TABLE 2. Phase Il evaluation result for the kNN-decision tree.

Gesture
o1 ]afs]als|e]|7|s]o]r0fAcuacy
rate

Gesture | 0 | 37 211 92.5%
1 37 3 92.5%

2 40 100%

314 1133 2 82.5%

4 1]136| 2 1 90%

5 3136 1 90%

615 35 87.5%

711 4135 87.5%

8 1 1|38 95%

9 1 39 97.5%

10 6 |34 85%
Correct/total 400/440 91%

0 1 2 3

(@)

Expect: 0Out:8  Expect 1 Out8 Epect 3 Out2 Expect: 3 Out0

P ol b

Expect: 4 Out:5 Expect: 5 Qut-8

Expect: 7 Qut:6 Expect 8 Out3 Expect: 90ut6 Expect: 10 Out9

Expect: 6 Out0

(b)

FIGURE 5. lllustration of hand gestures: (a) correct classification and
(b) misclassification.

Gesture 10 also has a relatively weak recognition rate because
of its similarity to Gesture 9.

The last phase is to implement the system for the control of
household appliances, selecting the most common appliances
and operation modes. The feasibility of the interactive control
system is evaluated and measured based on the action time.
A TV and fan were selected for Phase III evaluation. The
common scenarios for controlling the TV and the fan are
described in Figure 6. The designed gestures are universal
for household appliances. “Gesture 0, waving to the right”
represents “Turn on” and “Gesture 0, waving to the left”
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Gesture o Gesture 6 Gestures 1
waving to waving to and 1:
right: right: Switch to
Turn on Next channel 1
Gesture o Gesture 2 Gest.ure 2
waving to waving to waving to
left: @ et (@ right:
Turn off Volume Volume up
(@)

Gesture Gesture 2 Gesture 2

o waving » waving to waving to

to right: right: left:

Turn on Volume up Volume

Gesture o
waving to

left:

(b)

FIGURE 6. Illustration of the household appliance controls for: (a) TV and
(b) fan.

FIGURE 7. Hardware (a) and interface (b) for the system.

represents the command “Turn off”. Gesture 2, waving to
the right for “up” and to left for “down” is used for volume
control. Simple hand gestures are designed for channel num-
bers.

Figure 7 shows the (a) hardware used for evaluation and
(b) a sample of the interface for the interactive control system.
Table 3 records the time taken to complete the operation
illustrated in Figure 6. The average operation time for both
appliances is similar, around 30 seconds, even though the
evaluation scenario for controlling the TV has two more
steps than for the fan. Compared with recent work which
usually examines only parts of the overall process, especially
in terms of concept, interface, cost, image capture, and image
process [20]-[26], the interactive control system is innova-
tive since there are 20 equations in the study that combines
the concepts of image processing, Fast Fourier Transform,
motion detection, KNN, and modified DT from YCbCr color
recognition for human skin to ultimate gesture recognition.
Its successful demonstration of the integration of algorithms
needed for solving the image detection and pattern recogni-
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TABLE 3. Phase lll evaluation results.

Subject TV (seconds) |Fan (seconds)

1 24 24

2 24 37

3 36 25

4 33 23

5 39 30

6 30 20
Average 31 26.5

tion problems is beneficial to academic. The other practicable
contribution lies in the illustration for hardware and software
configuration need for practical applications from device
specifications and setups to the interactive interface.

V. CONCLUSION

A gesture-based human-computer interaction system is
developed for the control of household appliances using
11 gestures and waving to the right and to the left. The system
utilizes real-time computation using both a PC and DSP.
Testing is carried out with hundreds of samples and evalu-
ation scenarios. The system performs efficiently reaching a
recognition rate accuracy of 91% and spending around 30
seconds to complete the operation for household appliances.
Even though the test samples and subjects are similar in shape
and body language, the system functions well with commonly
available hardware and software settings. The contributions
of this study are clear including a (1) successful demonstra-
tion of the integration of algorithms needed for solving the
image detection, processing, and pattern recognition prob-
lems; (2) a demonstration of the feasibility of the system
using commonly available hardware and software configu-
ration for practical use; and (3) establishing a mechanism for
an intuitively interactive control system that facilitates smart
living.

The interactive control system requires only basic extra
devices to work with household appliances. It can effec-
tively eliminate the need for several remote controls in home.
Although these devices are widely available, there is room for
improvement. It is suggested that future studies can be carried
out to upgrade the interactive control system to a Universal
Plug and Play (UPnP) network protocol that may require a
few more steps to construct. The settings for the prototype
configuration need to be upgraded due to improvements and
availability of the technology. In addition, the use of gestures
with a higher accuracy rate and functions with a higher fre-
quency is suggested for more effective control.
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