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ABSTRACT Due to the complex challenges of the environment and emotion expressions, most facial
expression recognition systems cannot achieve a high recognition rate. More discriminative features can
describe facial expressions more accurately, so facial feature extraction is the key technology for facial
expression recognition. In this article, an effective end-to-end deep model is proposed to improve the
accuracy of face recognition. Considering the importance of data pre-processing (very few studies have
focused on this process), first, a data enhancement method is proposed to locate the range of the face
target and enhance the image contrast. Next, to obtain further discriminative features, a hybrid feature
representation method is proposed, in which four typical feature extraction method are combined. After that,
an effective deep model is designed to train and test the samples which can obtain the optimal parameters
with less computation cost. Ablation study results show that the proposed hybrid feature representation
method can help improve recognition accuracy. Finally, to comprehensively evaluate the performance of the
proposed model, a series of experiments are conducted on three benchmark datasets. The recognition rate is
achieved 94.5%, 98.6%, and 97.2% for FER2013, AR dataset, and CK+ dataset, respectively.

INDEX TERMS Face recognition, feature extraction, data enhancement, CNN.

I. INTRODUCTION
In recent years, face recognition has been successful applied
in many areas, such as, video security, video surveillance,
mobile phone unlocking, game entertainment, so it has
become a hot research topic [1], [2]. Driven by the suc-
cess of Convolution Neural Networks (CNNs), most deep
learning-based methods achieve promising results in the
research area of face recognition [3]. The pipeline of face
recognition consists of three stages, that is, face object
detection, facial feature extraction, and classification pro-
cess [4]. The main challenge is the reduced recognition
effect caused by environmental changes and facial expres-
sion changes [5]–[7]. In this article, to solve this chal-
lenge, the research of feature extraction and classification is
conducted.

Typical deep models are described as follows: 1) The
DeepID2 deep model is proposed to reduce intra-personal
variations [8]; 2) A novel deep model is proposed to
solve the problem caused by missing mutation patterns
and image degradation [9]; 3) A nine-layer deep model
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is designed to improve the alignment and the representa-
tion [10]. Recently, due to the COVID-19 pandemic, there
are more scenes of facial occlusion (mask-wearing required),
so facial expression recognition under facial occlusion has
received widespread attention [11]. For example, the PDSN is
proposed to specifically solve the problem of mask-wearing
face recognition, and the results show that its performance is
better than CNN-based models [12]. For mobile face unlock-
ing payment scenarios, the PAD system is proposed based
on the remote Photoplethysmography biomedical technique,
which can achieve fast and accurate recognition under the
masked situation [13]. Deep learning-based face recognition
models rely on high-quality datasets. The RMFRD, MFDD,
and SMFRD datasets are proposed that are the real-world
masked face benchmark datasets [14].

The main advantage of the deep learning-based methods
is that a large of samples can be used for training, so as to
learn a face representation that is robust to changes in the
training data [15]. This method does not need to design spe-
cific features that are robust to different types of intra-class
differences, such as lighting, posture, facial expression, age,
but can learn them from training data [16]. The main short-
coming of deep learning methods is that they need to use very
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FIGURE 1. Face recognition system.

large datasets for training, and these datasets need to contain
enough changes so that they can be generalized to unseen
samples [17]. In addition to learning discriminative features,
neural networks can also reduce dimensionality, and can be
trained into classifiers or use metric learning methods [18].
CNN is considered to be an end-to-end trainable system
and does not need to be combined with any other specific
methods [19].

In summary, some challenges and limitations remain:
1) Most models only have a better recognition effect on
datasets with fewer participants, and a single environment;
2) When the samples have complex light changes and occlu-
sion, most models cannot determine the satisfactory recogni-
tion rates; 3) Most deep models rely on a large amount of data
to achieve a high recognition rate, but they do not work well
for datasets with fewer samples. Our ideas to solve the above
problems are shown as follows: 1) Design an effective data
pre-processing module to enhance the generalization of the
proposed model; 2) Design a module that can extract highly
discriminative features to alleviate the impact of environmen-
tal changes; 3) Design a deep model that efficiently obtains
the optimal parameters to get high-level semantic features
with less training samples.

To solve the above problems, in this article, an end-to-end
face recognition deep model is proposed. Our research is
motivated by the recent studies, especially the methods of
feature extraction and classification, such as [20], [21], [22],
[23], [24], [25], and [26]. The proposed model can reduce
the intra-class difference to improve the recognition accuracy.
The core of this model is to obtain more discriminative fea-
tures that cannot be affected by environmental changes, such
as lighting and occlusion. To obtain these facial features, both
an effective data pre-processing method and a new hybrid
feature representation method are proposed that are effective
improvements of existing methods. Few studies focus on the
data pre-processing but it is key for face recognition perfor-
mance. Next, considering the importance of parameters in
deep learning, a deep model is designed to obtain the optimal
parameters without higher computation cost.

The main contributions of this work are shown as follows:
1) An effective data enhancement method is proposed to

enhance the contrast of the data. The new designed
transformation functions are utilized to map the inten-
sity value of the original input image, and then output
the improved output data.

2) A new hybrid facial feature representation method is
proposed to obtain more discriminative features that
can help the classification system learn facial fea-
tures better. Considering different challenges presented

in the real-world, three state-of-the-art feature repre-
sentation methods are fused, that is, enhancing tex-
ture and shape information, eliminating useless noise
information.

3) A new deep model is designed to train and test the
proposed method which combines the VGG and the
ResNet. Compared with the traditional single structure
network, this deep model can obtain more discrimina-
tive semantic information with a lower calculation cost.

4) A series of experiments are conducted, including the
ablation studies and comparation analysis. To evaluate
the performance of the model in practical applications
and analysis the advantages of advanced models, both
the competition benchmark and the datasets collected
from the actual scene are utilized to test the proposed
model.

The remainder of this article is organized as follows.
Section II reviews the related works. Section III describes the
proposed model in details, including the structure, the data
pre-processing, the hybrid feature extraction, the classifica-
tion system, and the training process. In section IV, a series of
experiments are conducted, and then the results are compared
with other state-of-the-art works. Section V concludes this
article and gives the further research direction.

II. RELATED WORK
A. FACE RECOGNITION SYSTEM
In recent years, face recognition technology has been greatly
advanced. Traditional methods rely on the combination
of artificially designed features, such as edge and texture
descriptions [8]. Machine learning techniques rely on the
rich data, such as principal component analysis, linear dis-
criminant analysis, or support vector machines [27]. It is
very difficult for human-based design to adapt to different
changes in an unconstrained environment, such as light-
ing and occlusion. hence, most researchers focus on spe-
cific methods for each type of change, such as methods
that can cope with different ages, methods to cope with
different postures, methods to cope with different lighting
conditions [28], [29]. Recently, traditional face recognition
methods have been replaced by deep learning-basedmethods,
such as CNNs [30].

Normally, the face recognition system consists of the fol-
lowing sub-modules, as shown in Fig. 1. 1) Face Detection:
the face detector is used to find the position of the face
in the image. If there is a face, it returns the coordinates of
the bounding box containing each face. 2) Face alignment:
the core of face alignment is to use a set of reference points
at a fixed position in the image to scale and crop the face
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FIGURE 2. The structure of the proposed deep model for face recognition that consists of three mian contributions, namely, data enhancement
method, more discriminative facial features extraction method, and classification network.

image. This process usually requires the use of a feature point
detector to find a set of facial feature points. For the 2D
alignment situation, it is to find the best affine transformation
that is most suitable for the reference point. More complex
3D alignment algorithms can also realize the frontal face,
that is, adjust the posture of the face to the front. 3) Facial
feature extraction: the pixel values of the face image can
be converted into compact and discriminable feature vectors,
which are also called templates. All faces of the same subject
should be mapped to similar feature vectors. 4) Classification
system: two templates are compared to obtain a similarity
score, which gives the possibility that the two belong to the
same subject. Note that the above summary refers to the [28],
[31], [32], and [33].

B. DEEP LEARNING-BASED FACE RECOGNITION
Motivated by the deep learning technology, face recognition
has achieved rapid development. The latest research results
of face recognition show that the facial feature expression
obtained by deep learning has important characteristics that
manual feature expression does not achieve [34]. For exam-
ple, it is moderately sparse and has strong selectivity for face
identity and face attributes, and achieves good robustness
to partial occlusion [35]. These deep features are naturally
obtained through big data training, and no explicit constraints
or post-processing are introduced into the model [36]. This is
themain reason that deep learning can be successfully applied
to face recognition.

There are many typical applications of deep learning in
face recognition, including face recognition method based
on CNNs, deep non-linear face shape extraction method,
robust modeling of face pose based on deep learning, fully
automatic face recognition in a constrained environment, face
recognition under video surveillance based on deep learn-
ing, low-resolution face recognition based on deep learning,
and other face-related information recognition based on deep
learning [18], [37]–[39]. Among them, CNN is the better
learning algorithm that successfully trains a multilayer net-
work structure. The face recognition method based on CNNs
can mine the local features of data and extract global training
features and classification [40]. Its weight sharing structure
network makes it more similar to biological neural network,
and it has been successfully applied in various fields of
pattern recognition [41]. CNN makes full use of the features
of the locality contained in the data itself by combining
the local perception area of the face image space, shared

weights, and spatial or temporal down-sampling to opti-
mize the model structure and ensure a certain displacement
invariance [42], [43].

C. CHALLENGES AND MOTIVATIONS
Facial expression recognition aims to analyze many types
of human expressions that are defined by human experience
in the real world. Normally, most of the works focus on
achieving high recognition rates in complex environments.
An effective facial expression recognition system should
solve the following challenges that are also the motivation of
this work.

In real applications, first, the model is run in a particularly
complex environment, including complex lighting, facial
occlusion, and changing poses. This is the main challenge
for facial expression recognition. Although many datasets are
collected in real scenarios and set challenges manually, they
do not represent all actual situations. It is a large gap between
real action and the training samples. To solve this challenge,
more discriminative features should be extracted.

Next, most facial expression recognition methods focus
on improving the accuracy of a particular dataset instead of
improving its generalization and robustness. Because of this
reason, the performance of many state-of-the-art models in
different types of data sets varies greatly. To solve this chal-
lenge, the model should verify the design ideas on multiple
types of data sets.

As is well known, third, deep learning-based models rely
on a large amount of high-quality data, this leads to com-
plex training networks and high computational resource con-
sumption. This is also a challenge that limits the develop-
ment of deep models. To solve this challenge, lightweight
training networks and efficient training schemes should be
proposed.

III. PROPOSED MODEL
A. STRUCTURE
To tackle the above-mentioned consideration, three chal-
lenges must be solved, that is, ineffective data processing
strategies, fewer representative features, and low classifica-
tion accuracies. In this article, a full end-to-end face recogni-
tion deep model is proposed that consists of a new designed
data enhancement method, a new facial representation extrac-
tion method, and an effective feature classification method,
as shown in Fig. 2.
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B. DATA PRE-PROCESSING
For data pre-processing, our main purpose is to obtain the
optimal model parameters that can express the effectively
mapping process. On the one hand, to enhance the gray value
of the input facial data, we design a transformation method
based on the Munteanu and Rosa function, as shown in (1).
Where i(x, y) denotes the input grey value, iE (x, y) denotes
the enhanced grey value,m(x, y) denotes the grey mean func-
tion, δ(x, y) denotes the standard deviation function, and M
denotes the global mean function, respectively; k , km, and kδ
denote the enhancement weights, and b denotes the deviation
coefficient.

iE (x, y) = k(
M (x, y)((i(x, y)− kmm(x, y))

δ(x, y)+ kδ
)+ b (1)

On the other hand, motived by the classical image enhance-
ment technology, a new evaluation function is designed to
automatically locate the face object range. The idea of our
design is to effectively calculate four key parameters, includ-
ing the number of pixels in the edge (Ne), the number of pixels
in the foreground (Nf ), the value of signal-to-noise ratio (r),
and the value of entropic measure (1 ). First, the Sobel
operator is utilized as the edge detector because of immunity
to noise and high contrast segmentation, as shown in (2).
Where m and n denote vertical dimension and horizontal
dimension, and E(x, y) denotes the edge intensity of the
input data. Next, Nf can also be shown in (3), where P(x, y)
denotes the enhanced pixel in the foreground. After that,1 is
shown in (4), where fn denotes the frequency of grey pixels.
Finally, r is shown in (5), where lmax denotes the value of the
maximum pixel intensity.

Ne =
m∑
i=1

n∑
j=1

E(x, y) (2)

Nf =
m∑
i=1

n∑
j=1

P(x, y) (3)

1 = −

256∑
n

fn log(fn) (4)

r = lg[
(1− lmax)

√
m · n[i(x, y)− iE (x, y)]

] (5)

C. DISCRIMINATIVE FEATURE EXTRACTION
The discriminative features are important for face recognition
because these features are directly used for classification and
then input the final results. our main purpose is to simplify
a large number of useless features that come from the pre-
processed facial data, and then obtain unique and effective
features for classification.

In this article, a new hybrid feature representation method
is proposed to extract the enhanced data. Motived by the
spatial pyramid network, first, we design a new pyramid his-
togram orientation gradient method (PHOG) to active extract
features, in which the histogram of orientation gradient

technology is introduced and the canny edge detector is also
utilized. Specifically, the Canny edge detector is used to form
a feature space corresponding to the pyramid grid, and the
histogram is used to fuse and match features with feature
space. Next, considering the importance of texture and shape
information, the edge histogram descriptor (EHD) is used to
describe the edge features of each input image, and the details
are shown as follows: 1) Divide the image into 4×4 sub-
images, and the purpose is to locate the edge direction in a
certain area; 2) Each sub-image is divided into several image
blocks, and the number of image blocks divided depends
on the situation; 3) Each image block is further divided
into 4 sub-blocks. After that, the local binary pattern (LBP)
method is utilized to further describe the texture features,
and the details are shown as follows: 1) Divide the detection
window into 16×16 cells; 2) For a pixel in each cell, the gray
value of the adjacent 8 pixels is compared with it, if the value
of the surrounding pixel is greater than the value of the central
pixel, the position of the pixel is denoted as 1, otherwise it is 0;
3) Calculate the histogram of each cell, that is, the frequency
of occurrence of each number; 4) Normalize the histogram;
5) Connect the obtained statistical histogram of each cell into
a feature vector, that is, the LBP texture feature vector of
the entire image. Hence, the discriminative features that are
useful for face recognition system are obtained by the above
methods.

D. CLASSIFICATION
When obtaining useful features, the classification deep net-
work focuses on modelling these features to output the final
results. In the work a fusion deep network is designed,
in which the first half of the VGG network is replaced by the
ResNet network and the Softmax function is used as classifi-
cation layer. As shown in Table 1, the details of the designed
classification network is described.Note that the input is from
the CK+ dataset, and the size is 256 × 256. The designed
deep model is effective for data enhancement and new hybrid
feature selection. This is because the short connections in the
ResNet have better ability to fit high-dimensional functions
than other ordinary connections, and more high-level seman-
tic features can be obtained based on the deep structure of
the VGG. Hence, the designed classification deep model is
better than other traditional CNN-based networks for feature
modelling.

E. TRAINING
In the training process, the Softmax function and the Arcface
function are utilized as the loss functions, the details are
shown in [44]–[46]. The mini-batches is set as 256 that is
used for stochastic gradient descent processing, the initial
learning rate is 0.1, the fine-tuning learning rate is from
0.003 to 0.001. Note that subtract the average value of each
channel for each pixel, and then reduce the overfitting on the
color image, use the conversion tomonochrome enhancement
with a probability of 20%.
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TABLE 1. The proposed classification network.

FIGURE 3. Comparison of recognition rates of different methods.

IV. EXPERIMENTS AND DISCUSSION
A. EXPERIMENTAL SETTINGS
For fair comparison, in this work, the experiments are con-
ducted on the public benchmark, namely, FER2013 database,
which is used for international competition. It consists
of 35886 facial expression images, in which 28708 test
images is for training, 3589 public is for public verification,
3589 is for private verification, and each image is fixed in size
to 48×48 grayscale image composition. A total of 7 expres-
sions are included, corresponding to the number labels 0-6,
the corresponding labels and Chinese and English of the
specific expressions are as follows: 0 anger; 1 disgust; 2 fear;
3 happy; 4 sad; 5 surprised; 6 normal neutral. Note that the
dataset does not directly give images, but saves expressions,
picture data, and purpose data to a csv file.

On the other hand, to comprehensively analyze the per-
formance of the proposed model, especially the application

in real situations, both the AR face dataset and the CK+
dataset are also used. The AR dataset contains more than
4,000 color images, corresponding to the faces of 126 people
(70 men and 56 women). The images have positive expres-
sions, these faces have different facial expressions, lighting
conditions and occlusion (sunglasses and scarves). Consid-
ering the application scenario in the real-world, the samples
of the dataset are divided into three parts, that is, public
expression, samples with changing lighting, and samples
with occlusion. The CK+ dataset consists of eight types
of facial expressions, in which both the ‘‘Neutral’’ and the
‘‘Contempt’’ are the challenge for facial expression recog-
nition. The description of the above three datasets is shown
in Table 2.

The experimental environment consists of Python 3.6,
TensorFlow-GPU 1.11.0, NVIDIAGeForce RTX-2060GPU,
16GB memory, and Ubuntu 16.04 OS system.
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TABLE 2. Description of the used datasets.

FIGURE 4. Recognition rate on AR face dataset.

TABLE 3. Results of the ablation study on the FER2013 dataset.

B. ABLATION STUDY
In this sub-section, the ideas of our design are evaluated
on three datasets. In our work, two main contributions are

TABLE 4. Results of the ablation study on the AR dataset.

TABLE 5. Results of the ablation study on the CK+ dataset.

TABLE 6. Results on the FER2013 database.

given, that is, a new hybrid feature representation method,
and an effective classfication network. Hence, different fea-
ture representation methods and backbones are tested and
the results are discussed. Specifically, results are shown in
Table 3,4,and 5. Where using the PHOG for feature extrac-
tion, named PHOG; the EHD is used to extract features,
named EHD; selecting the LBP for feature extraction, named
LBP; modeling the features by the VGG-16, named VGG-16;
training the model with the data enhancement opreation,
named Data enhancement; using the fusion network for clas-
sification, named Fusion network. Comparing Group 1 and 2,
it is can be seen that the designed fusion network is bet-
ter that the VGG-16 in terms of classification. Comparing
Group 1 and 3, the results show that the introduction of the
data enhancement can improve the recognition rate. Com-
paring Group 1, 4, 5, and 6, it can be concluded that the
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TABLE 7. AR face dataset.

proposed hybrid feature representation method can signifi-
cantly improve model classification performance.

The comparison of the recognition rates of different
expressions in the FER2013 dataset by each method is shown
in Fig. 3. It can be concluded that the proposed method
achieves the best recognition accuracies on all the types of
data.

C. COMPARISON WITH STATE-OF-THE-ART WORKS
In the sub-section, the results of the proposed model are com-
pared with other state-of-the-art methods. Next, considering
the comprehensive performance of the proposed model, three
datasets are selected for comparison, that is, a benchmark
dataset for the international competition, and two challenge
datasets collected in the various real scenarios.

On the one hand, Table 6 shows the results obtained
on the FER2013 database. Four typical deep models are
used for comparison, that is, Alexnet [47], Inception [48],
ResNet [49], and DenseNet [50]. It can be seen that the
proposed method achieves a recognition rate of 94.5%, which
is about 10% higher than other typical deep models. This is
because the proposed model can obtain more discriminative
features than other deep models and the data pre-processing
method can also enhance the contrast of the data.

TABLE 8. Results on the AR face dataset.

On the other hand, for analyzing the performance in the
real-world, three parts samples are used to evaluate the pro-
posed model, the details are shown in Table 7. The recogni-
tion rates of three different types of data are shown in Fig. 4.
The comparison result between the proposed model and
other state-of-the-art methods is shown in Table 8. The fol-
lowing methods are considered: 1) HE: A model is pro-
posed to output final results without parameter setting [51];
2) CLAHE: A method is proposed to enhance image con-
trast [52]; 3) MG/MP: A new data enhancement method is
proposed based on the evolutionary optimization technol-
ogy [20]. It can be seen that the proposed method achieves

TABLE 9. Results on the CK+ dataset.

the highest recognition rate in terms of changing lighting and
occlusion because the data preprocessing method enhances
the contrast, and the hybrid feature method enhances the
discriminability of the facial feature maps. Next, we also
evaluate the proposed model on the CK+ dataset. As shown
in Table 9, the results show that the proposed model is
better than state-of-the-art models, including the traditional
methods and deep learning-based methods. Note that this
comparison contains more works,because the CK+ contains
more high-quality data and many methods use it to evaluate
performance.

V. CONCLUSION
In this work, an end-to-end deep model is proposed to
improve the face recognition rate. The proposed model con-
sists of three stages, that is, data pre-processing, feature
extraction, and classification. The data enhancement method
is proposed to enhance the contrast of the raw input data.
A hybrid feature representation method is proposed to model
the enhanced data to obtain more discriminative features.
A fusion deep model is designed as the classification sys-
tem. In the experimental stage, the comparison between the
model and other state-of-the-art models and its performance
in practical applications are considered. Three benchmark
datasets are utilized to evaluatemodel performance, including
the AR face dataset, the FER2013 database,and the CK+
dataset. We achieve state-of-the-art recognition rates, that
is, 98.6%,94.5%, and 97.2%, respectively. In future work,
we will focus on the face alignment technology and propose
a new deep model to improve the recognition rate under
large-area occlusion of the face.
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