
Received January 7, 2021, accepted January 8, 2021, date of publication January 13, 2021, date of current version January 22, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3051351

Two-Stage Joint Optimal Scheduling of a
Distribution Network With Integrated
Energy Systems
YUHAN JIANG 1, FEI MEI 1, (Member, IEEE), JIXIANG LU2, AND JINJUN LU2
1College of Energy and Electrical Engineering, Hohai University, Nanjing 211100, China
2State Key Laboratory of Smart Grid Protection and Control, NARI Group Corporation, Nanjing 211000, China

Corresponding author: Fei Mei (meifei@hhu.edu.cn)

This work was supported in part by the State Key Laboratory of Smart Grid Protection and Control (SKL of SGPC), and in part by the
National Key Research and Development Program of China under Grant 2018YFB0905000 and Grant SGTJDK00DWJS1800232.

ABSTRACT The coordinated operation of an integrated energy system (IES) and a distribution network is
the inevitable development trend of the energy Internet of the future. The day-ahead optimal scheduling of
the IES is an important way to improve new energy efficiency and the energy economy. When the IES and
the distribution network exchange electrical energy, the voltage of the distribution network may be out of
limit. This article presents a two-stage joint optimal scheduling method for a distribution network with IESs
to improve the economy of the IESs and the safety of the distribution network. In the first stage, the user’s
demand response and the electrical energy interaction between IESs are considered, and the schedulable
potential of the systems is fully tapped. In the second stage, a bi-level scheduling model is adopted: the
upper model takes the distribution network as the control object and reduces the power loss by adjusting
the exchange power between the distribution network and the IESs. The lower model takes the IESs as the
control objects and obtains the scheme with the lowest cost in each IES through multi-objective particle
swarm optimization. Taking the IEEE 33-node distribution system as an example, simulation research is
performed to show that the total network loss is 17.01% lower and the total cost is 5.36% lower than the
method without two-stage optimal scheduling, which verifies the effectiveness of the proposed method.

INDEX TERMS Integrated energy system (IES), joint optimal scheduling, power interaction, bi-level
scheduling model.

I. INTRODUCTION
Energy is an indispensable resource for human productivity
and life, and it is an important material basis for the national
economy. To avoid excessive exploitation of fossil energy
such as coal and oil, making full use of renewable energy
has become an inevitable development trend of the power
industry [1], [2]. In recent years, China’s renewable energy
related technologies have developed rapidly. According to the
National Energy Administration, China’s installed capacity
for renewable energy generation reached 794 million kW
by the end of 2019, accounting for 39.5% of the country’s
total installed power capacity. However, with wind power,
photovoltaic energy and other renewable energy in the form
of distributed energy in the power grid access, most renewable
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energy has an obvious randomness and intermittency, which
brings great hidden trouble to the safe and stable opera-
tion of the power system. It is necessary to adopt certain
methods to improve the energy efficiency and ensure the
reliable operation of the power system [3]. In this context,
the integrated energy system (IES) under the fusion of a
smart grid and energy network came into being [4]. The IES
can effectively convert electricity, gas, heat, cold and other
forms of energy in the energy hub to dynamically meet the
energy needs of different users. On the other hand, the IES
can make full use of renewable energy on the energy supply
side, accomplish local consumption of renewable energy, and
improve energy efficiency. At the same time, fully exploiting
the schedulable potential of the IES can provide a certain
reserve capacity for the distribution network, play the role
of load shifting, and improve the security of the distribution
network.
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For research of the schedulable potential, [5] proposed
that the schedulable potential of a controllable load could be
obtained from the difference between the original load curve
and the average daily load curve of the coolest N days in
summer. Reference [6] proposed that the length of air condi-
tioning shutdown time can reflect the size of the schedulable
potential. References [7], [8] introduced the power supply
capacity index to quantify the schedulable potential of electric
vehicles and other schedulable resources. The main factors
affecting the power supply capacity include the remaining
synchronization time and the scheduling capacity at the cur-
rent moment.

There have been many studies on the optimal scheduling
model of the IES. Reference [9] established a multi-objective
capacity planning model with the minimum energy and envi-
ronmental cost as the objective function. Reference [10]
proposed a modified crisscross particle swarm optimization-
surrogate worth trade-off (MCPSO-SWT) solution method-
ology to search for the best non-dominated solution and
analyze the impact of renewable energy sources in terms of
cost and emission. Reference [11] optimized the distributed
energy system to minimum the total cost and pollution by the
multi-objective algorithm. Reference [12] proposed an opti-
mization operation method of a regional integrated energy
system (RIES) based on repeated game. The distribution
network selected the power loss and load equilibrium rate of
the distribution network as the bi-objective, and the micro-
energy network selected the daily operating cost as the objec-
tive function for conducting repeated game to realize the
coordinated economic optimization operation of the RIES.
Reference [13] proposed a two-stagemulti-objective schedul-
ing method consisting of a multi-objective optimal power
flow calculation and multi-attribute decision making stages.
Reference [14] considered the influence of renewable energy
on the power of a distribution network and improved the
flexibility of the system through the regulation capacity of
central air conditioning and a district heating system. Refer-
ence [15] proposed an optimal coordination control strategy
of hybrid energy storage systems to prevent power fluctua-
tions of the tie-line in integrated community energy systems
(ICESs). Reference [16] established the distribution network
and natural gas network models and proposed the coordi-
nated operation and optimal scheduling method for the com-
bined gas-electricity distribution network. Reference [17]
established a hierarchical multi-objective fuzzy cooperative
optimization scheduling model. The upper layer was a multi-
energy flow calculation of power system, natural gas system
and thermal system, while the lower layer was a multi-
objectivemodel considering operation cost, renewable energy
consumption, pollution emission and fossil energy consump-
tion. Reference [18] proposed a novel two-stage stochas-
tic scheduling of probabilistic approach and established a
model with IESs, distribution grid and natural gas system to
improve the economy of the system. References [19], [20]
proposed a demand response mechanism that considered the
electricity load and thermal load and constructed a multi-time

scale optimal scheduling model and a multi-objective optimal
scheduling model, respectively.

In sum, most of the literature focuses on studying the
schedulable potential primarily for two types of flexible
loads, the temperature-controlled load and the electric vehi-
cle, and the schedulable potential of the IES has not been
discussed. Studies on the optimal scheduling of the IES focus
on the internal economy of the IES, ignoring the possible
effect of energy exchange between the IES and the distribu-
tion network on the safety of the distribution network.

The research in this article is based on previous studies.
In contrast, the contributions and innovations of this article
are as follows:

1) Taking the integrated energy system and distribution
network as research objects, the interests of both parties
are taken into account, not only the economic efficiency
and emission targets of the integrated energy system.

2) In the existing studies, the research objects of
the schedulable potential are usually temperature-
controlled loads and electric vehicles. In this arti-
cle, the research object of the schedulable potential
is extended to the integrated energy system, and the
schedulable potential of the integrated energy system is
defined as themaximumoutput of the integrated energy
system as an equivalent power source.

3) This article primarily proposes a two-stage joint opti-
mal scheduling strategy for a distribution network
with IESs. In the first stage, the schedulable poten-
tial of the IESs is fully tapped by considering the
demand response on the user side; in the second stage,
the schedulable potential is taken as the exchange
power constraint between the IESs and the distribu-
tion network, and a bi-level optimal scheduling model
is established. The upper level is a distribution net-
work model considering security constraints, and the
lower level is a multi-objective optimal scheduling
model considering the economics of multiple IESs.
The solution is obtained using the multi-objective par-
ticle swarm optimization algorithm. An example of
the IEEE 33-node distribution system combined with
park-level integrated energy systems is presented to
demonstrate the effectiveness of the proposed optimal
scheduling model.

II. STRUCTURE OF A DISTRIBUTION NETWORK WITH
IESS AND THE MATHEMATICAL MODELS OF EQUIPMENT
A. STRUCTURE OF THE IES
The combined cooling, heating and power (CCHP) system
includes four forms of energy: cold, heat, electricity and gas.
In this article, a typical CCHP system is taken as the research
object. The study area is located inland, the wind power
generation is less and the photovoltaic power generation is
large, so only the renewable energy photovoltaic is added to
the CCHP system. Figure 1 shows the basic IES structure.
The system consists of the photovoltaic, gas turbines, waste
heat recovery system, gas boiler, heat exchanger, electric
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FIGURE 1. Structure of an IES.

chiller and absorption chiller. Among these energy sources,
electrical energy is primarily provided by the power grid,
photovoltaic and gas turbine and is used to meet the electrical
energy demand of the users and the power demand of the
electric chiller. The thermal energy is primarily provided by
the waste heat recovery system and gas boiler and is used to
meet the thermal load demand of the users and the thermal
energy demand of the absorption chiller. The cooling energy
is primarily provided by the electric chiller and absorption
chiller to meet the cooling needs of the users. α1, β1 and
λ1 are the scaling factors of natural gas distribution to the
gas turbine, the thermal energy distribution to the absorption
chiller and the electrical energy distribution to the electricity
load, respectively.

B. STRUCTURE OF A DISTRIBUTION NETWORK WITH IESS
The structure of a distribution network with IESs is shown
in Figure 2. The system contains a distribution network and
multiple IESs. Among them, the IES acts as the equivalent
power source and the equivalent load of the distribution net-
work. The power exchange between the distribution network
and the IES can be performed, and the power interaction
between the park-level integrated energy systems can also be
performed through the tie line.

The joint scheduling strategy of the distribution network
and the IESs is as follows: when photovoltaic and gas turbine
electricity generation in an IES cannot meet the IES’s power
demand, the IES has the priority to purchase electricity from
other IESs that have extra electricity, and the other IESs
can consider whether to sell electricity to the power-shortage
IES. If the shortage of electricity persists, then purchasing
electricity from the grid is considered. When the photovoltaic
and gas turbine electricity generation in an IES is in surplus,
and there is still more power after meeting the power demands

FIGURE 2. Structure of a distribution network with IESs.

of the users and the electrical equipment in the IES, the IES
will consider whether to sell electricity to the power-shortage
IESs and the power grid.

C. MODELLING THE EQUIPMENT OF AN IES
1) ENERGY HUB MODEL
The Swiss Federal Institute of Technology in Zurich first pro-
posed the concept of the energy hub [21]. The energy hub has
been widely applied in optimal scheduling, optimal design
and other fields [22], [23]. The energy hub is an important part
of an IES that can transform, distribute and store various types
of energy [24], [25]. The expression for the energy hub model
in this article is as follows (1), as shown at the bottom of the
page, where Le, Lh and Lc are the electricity load, thermal
load and cooling load, respectively; Pe, Pg and Ppv are the
energy input of the power grid, natural gas and photovoltaic,
respectively; ηt , ηegt , η

h
gt , ηrec, ηgb, ηex , ηec and ηac are the

transformer efficiency, gas turbine electrical efficiency, gas
turbine thermal efficiency, waste heat recovery system effi-
ciency, gas boiler efficiency, electric chiller efficiency and
absorption chiller efficiency, respectively.

2) GAS TURBINE MODEL
A gas turbine is a common power generator in an IES.
The high-temperature waste heat flue gas discharged during
power generation can accomplish heating through the waste
heat recovery system. Its mathematical model is as follows:

Pgt (t) = Ggt (t)ηegt (t), t = 1, 2, . . . , 24 (2)

ηegt (t) = a(
Pgt (t)
PN ,gt

)3 + β(
Pgt (t)
PN ,gt

)2 + γ (
Pgt (t)
PN ,gt

)+ µ,

t = 1, 2, . . . , 24 (3)

ηhgt (t) = 1− ηegt (t)− ηloss(t), t = 1, 2, . . . , 24 (4)

 Le
Lh
Lc

 =
 ηtλ1 ηegtα1λ1 λ1

0 (ηhgtηrecα1 + ηgb(1− α1))ηex(1− β1) 0
ηtηec(1− λ1) ηegtηecα1(1− λ1)+ η

h
gtηrecηacα1β1 + ηgbηac(1− α1)β1 (1− λ1)

  Pe
Pg
Ppv

 (1)
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FIGURE 3. Strategy of two-stage optimal scheduling.

Qgt (t) = Pgt (t)(1− ηegt (t)− ηloss(t))/ηgt (t),

t = 1, 2, . . . , 24 (5)

where Pgt (t) is the electric power of the gas turbine at time
t, ; Ggt (t) is the consumption of natural gas at time t; ηegt (t)
is the electric efficiency of the gas turbine at time t; PN ,gt is
the rated electric power; and α, β, γ and µ are the gas turbine
power generation output coefficients. ηhgt (t) and ηloss(t) are
the output thermal efficiency and thermal loss rate of the gas
turbine at time t , respectively. Qgt (t) is the heat output power
of the gas turbine at time t .

3) GAS BOILER MODEL
The gas boiler produces heat primarily by consuming natural
gas. Its mathematical model is as follows:

Qgb(t) = ηgb(t)Ggb(t), t = 1, 2, . . . , 24 (6)

where Qgb(t) and Ggb(t) are the thermal output and the con-
sumption of natural gas at time t , respectively. ηgb(t) is the
heating efficiency of the gas boiler at time t .

4) ELECTRIC CHILLER MODEL
The electric chiller primarily liquefies the refrigerant gas
through mechanical pressure and makes use of its charac-
teristic of liquefaction and heat absorption to accomplish
refrigeration. Its mathematical model is as follows:

Qec(t) = COPec · Pec(t), t = 1, 2, . . . , 24 (7)

whereQec(t) is the output cooling power of the electric chiller
at time t; COPec is the refrigeration coefficient, that is, the
ratio of input electrical energy to output cooling energy; and
Pec(t) is the electric power input by the electric chiller at
time t .

5) ABSORPTION CHILLER MODEL
The absorption chiller drives the equipment to be converted
into cold energy output by the input of heat energy, and its

mathematical model is as follows:

Qac(t) = COPac · QHac(t), t = 1, 2, . . . , 24 (8)

where Qac(t) is the output cooling power of the absorption
chiller at time t; COPac is the ratio of input electrical energy
and output cooling energy of the absorption chiller; and
QHac(t) is the thermal power required to drive the absorption
chiller at time t .

III. TWO-STAGE JOINT OPTIMAL SCHEDULING
Considering the safety of the distribution network and the
economy of the IESs, this article proposes a two-stage opti-
mal scheduling strategy that considers the schedulable poten-
tial of each IES, as shown in Figure 3. In the first stage,
the schedulable potential of each IES is obtained through the
input initial energy prices, initial energy loads, distribution
network parameters and IES parameters; in the second stage,
according to the schedulable potential of each IES obtained
in the first stage, it is taken as the constrained condition for
the exchange power between the distribution network and
the IESs. The upper level distribution network will trans-
fer the optimal scheduling scheme of distribution network
loss to the lower level. In the lower level, according to the
information transmitted by the upper level, if the distribution
network transmits the power to the IES, it means the IES
is short of power, and the IES will not transmit power to
other IES. If the IES transmits power to the distribution net-
work or the value of the exchange power is zero, the IES will
transmit the power to other IES and the power is generated
by the model randomly. The lower level IESs will transfer
the economic optimal scheduling scheme to the upper level.
After the iterations of the upper level model and the lower
level model, the solutions of the upper and lower levels will
be combined to obtain the optimal scheduling scheme that
considers the distribution network loss and the economy of
the park-level integrated energy systems.
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A. SCHEDULABLE POTENTIAL CONSIDERING
DEMAND RESPONSE
1) PRICE-BASED DEMAND RESPONSE MODEL
Price-based demand response refers to the behavior of the
power supplier to set different electricity prices and the user
to adjust the electricity demand according to the price signals
received [26], [27]. The time-of-use price is the most widely
used price type of demand response at present. The time-
of-use price determines the three periods of peak, off-peak
and valley based on the load, increases the electricity price
in a peak period and reduces it in a trough period, effec-
tively adjusts the user’s electricity consumption behavior, and
accomplishes load shifting.

The user’s response to the electricity prices has been rep-
resented as [28], [29]:1qf /qf

1qp/qp
1qg/qg

 = E

1pf /pf1pp/pp
1pg/pg

 (9)

E =

 Eff Efp Efg
Epf Epp Epg
Egf Egp Egg

 (10)


Eii =

1qi/qi
1pi/pi

Eij =
1qi/qi
1pj/pj

(11)

where qf , qp and qg are the total load during the peak period,
off-peak period and valley period, respectively; 1qf , 1qp
and 1qg are the total load changes in the peak period, off-
peak period and valley period, respectively; pf , pp and Pg
are the electricity price of the peak period, off-peak period
and valley period, respectively; 1pf , 1Pp and 1pg are the
changes in electricity price in the peak period, off-peak period
and valley period, respectively; E is the elasticity coefficient
matrix of the electricity price. Each variable in the matrix is
the elasticity coefficient of the electricity price, which is used
to represent the user’s sensitivity to a multi-period electricity
price. Eii and Eij are the self-elasticity coefficient and cross-
elasticity coefficient, respectively; 1qi, 1pi and 1pj are the
variation of the electricity price and the electricity price in
time period i and time period j, respectively;qi, pi and pj
represent the electric quantity and the change in the electricity
price in time period i and the electricity price in time period
j, respectively.

At the same time, according to the users’ satisfaction with
the electricity usage and electricity expense, two constraint
indexes are proposed, namely, the users’ satisfaction with
electricity usage and the users’ satisfaction with electricity
expense:

Sm = 1−

24∑
i=1
|1qi|

24∑
i=1

qi

(12)

Sp = 1−

24∑
i=1
1Ci

24∑
i=1

Ci

(13)

where Sm and Spare the satisfaction degree of the users’
electricity usage mode and electricity expense, respectively.
1qi and qi are the change in the electric quantity at time i
and the electric quantity at time i, respectively. qi is a positive
value; 1Ci and Ci are the change in the electric charge
expenditure at time i and the electric charge expenditure at
time i, respectively.

Therefore, the price-based demand response model can be
expressed as:

min (
max q′ −min q′

max q−min q
)

s.t.


p′g ≤ p

′
p ≤ p

′
f

1qf +1qp +1qg = 0
Sm ≥ α
Sp ≥ β

(14)

where the objective function is the standardized peak-valley
difference; q′ and q are the electric quantity after and before
demand response, respectively; P′g, P

′
p and P

′
f are the electric-

ity price in the valley period, off-peak period and peak period
after demand response, respectively; and α and β are the
constraint values of the user’s satisfaction with the electricity
usage mode and the electricity expense, respectively.

2) SCHEDULABLE POTENTIAL MODEL
After the park-level integrated energy systems are connected
to the distribution network, it is equivalent to the equiva-
lent loads or equivalent power sources. For the distribution
network, when the IESs purchase electricity from the grid,
the IESs are equivalent to the equivalent loads. When the
IESs sell electricity to the grid, the IESs are equivalent to the
equivalent power sources.

The schedulable potential of the IESs is primarily consid-
ered to fully tap themaximumoutput of the IESs as equivalent
power after the IESs participate in scheduling and under the
condition of ensuring the safe operation of the distribution
network. During the peak period of power consumption, max-
imize gas turbine output, reduce the power purchased from
the grid while meeting the IESs’ power demand, and improve
the IESs’ economy; during the valley period, users increase
their electricity consumption through a price-based demand
response, fully absorb renewable energy, and thus reduce
power fluctuations. The schedulable potential of each IES
is taken as the constrained condition of the power exchange
between the distribution network and the IESs.

a: OBJECTIVE FUNCTION
The aim of research on the schedulable potential is to deter-
mine the maximum energy that can be supplied to the dis-
tribution network by the study IES as an equivalent power
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source, and its expression is as follows:

F1 = min(Pk,b(t)− Psellk,GT (t)− P
sell
k,PV (t)),

t = 1, 2, . . . , 24 (15)

where Psellk,GT (t), P
sell
k,PV (t) and Pk,b(t) are the quantity of gas

turbine power sales, photovoltaic power sales, and power
purchased from the grid by the kth IES in time period t ,
respectively. A negative value of the schedulable potential
means the IES sells electricity to the grid, while a positive
value means the IES buys electricity from the grid.

b: CONSTRAINED CONDITION
i) DISTRIBUTION NETWORK VOLTAGE CONSTRAINTS

Vi,min ≤ Vi(t) ≤ Vi,max, t = 1, 2, . . . , 24 (16)

where Pk,ex is the voltage of node i at time t , and Vi,max and
Vi,min are the upper and lower limits of the voltage at node i,
respectively. When the distribution network transmits power
to the IESs, the voltages of some nodes may be lower than
the lower limit of the voltage. When the IESs transmit power
to the distribution network, the voltages of some nodes may
exceed the upper limit.

ii) POWER EXCHANGE CONSTRAINT BETWEEN IESS

0 ≤ Pk,ex(t) ≤ Pk,GT (t)+ Pk,PV (t)− Pk,ereq(t)

Pk,ereq(t) = Pk,load (t)+ Pk,EC (t), t = 1, 2, . . . , 24

(17)

where Pk,ex(t) is the electrical energy transmitted from the
kth IES with excess power to power-shortage IESs at time
t; Pk,GT (t), Pk,PV (t) and Pk,ereq(t) are the gas turbine power
generation, photovoltaic power generation and equivalent
electrical energy demandwithin the kth IES, respectively; and
Pk,load (t) and Pk,EC (t) are the power demand of users in the
kth IES and the power consumption of the electric chiller,
respectively.

iii) OUTPUT OF EQUIPMENT CONSTRAINT

Pnmin ≤ Pn(t) ≤ P
n
max, t = 1, 2, . . . , 24 (18)

where Pn(t) is the output of equipment in group n; and Pnmax
and Pnmin are the upper and lower limits of equipment output
of group n, respectively.

iv) ENERGY BALANCE CONSTRAINT

Pk,PV (t)+Pk,GT (t)+Pk,b(t)+Pk,exb(t)−Pk,exs(t)−Pk,s(t)

= Pk,ereq(t)

Hk,GB(t)+ Hk,HRS (t) = Hk,ereq(t)

Hk,ereq(t) = Hk,AC (t)+ Hk,load (t)

Ck,AC (t)+ Ck,EC (t) = Ck,load (t), t = 1, 2, . . . , 24

(19)

where Pk,b(t) and Pk,s(t) are the purchase and sale of electric-
ity from the grid in the kth IES in time period t , respectively;
Pk,exb(t) and Pk,exs are the purchase and sale of electricity
from the kth IES to other IESs in time period t; Hk,GB(t)
and Hk,HRS (t) are the heat power recovered by the gas boiler
and waste heat recovery system in the kth IES in time period
t , respectively; Hk,ereq(t), Hk,AC (t) and Hk,load (t) are the
equivalent thermal energy demand, heat consumption of the
absorption chiller and the user’s thermal energy demand of
the kth IES in time period t , respectively; and Ck,AC (t),
Ck,EC (t) and Ck,load are the cooling power provided by
the absorption chiller and electric chiller in the kth IES in
time period t and the cooling energy demand of the users,
respectively.

B. BI-LEVEL OPTIMAL SCHEDULING FOR
DISTRIBUTION NETWORK MODEL
The day-ahead economic scheduling model constructed in
this article includes two parts: the distribution network and
the park-level integrated energy systems. To consider the
interests of both sides of the distribution network and the
IESs, the upper level distribution network is scheduled with
the goal of minimum network loss, while the lower level IES
is scheduled with the goal of minimum cost.

1) UPPER LEVEL DISTRIBUTION NETWORK
SCHEDULING MODEL
a: OBJECTIVE FUNCTION

F2=minPloss (20)

Ploss=
T∑
t=1

n∑
k=1

∑
j∈i

Gij[U2
i (t)+U

2
j (t)−2Ui(t)Uj(t) cos θij(t)]

t = 1, 2, . . . , 24 (21)

where Ploss is the total network power loss; T is the operating
period; n is the number of distribution network nodes; Gij is
the conductance between nodes i and j;Ui(t) andUj(t) are the
voltage at nodes i and j at time t , respectively; and θij(t) is the
phase angle difference between nodes i and j at time t .

b: CONSTRAINED CONDITION
i) POWER FLOW CONSTRAINT [30]

PGi(t)−Pdi(t)=Ui(t)

×

∑
j∈i

Uj(t)(Gij cos θij(t)+Bij sin θij(t))

QGi(t)−Qdi(t)=Ui(t)

×

∑
j∈i

Uj(t)(Gij sin θij(t)−Bij cos θij(t))

t = 1, 2, . . . , 24 (22)

where PGi(t), Pdi(t), QGi(t) and Qdi(t) are the active power
output, active load, reactive power output and reactive load at
node i at time t , respectively.
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ii) GENERATOR SET OUTPUT CONSTRAINT{
PGi,min ≤ PGi(t) ≤ PGi,max

QGi,min ≤ QGi(t) ≤ QGi,max
, t = 1, 2, . . . , 24

(23)

where PGi,max and PGi,min are the upper and lower level limits
of the generator active power at node i, respectively; and
QGi,max and QGi,min are the upper and lower level limits of
reactive power of the generator at node i, respectively.

iii) THE POWER EXCHANGE BETWEEN THE DISTRIBUTION
NETWORK AND IES CONSTRAINT

Pi,min ≤ Pi,pcc(t) ≤ Pi,max, t = 1, 2, . . . , 24 (24)

where Pi,pcc(t) is the exchange power between the distribu-
tion network and the IES at node i at time t; when Pi,pcc(t) is
negative, the IES transmits power to the distribution network;
when Pi,pcc(t)is positive, the distribution network transmits
power to the IES; Pi,min is the schedulable potential at node
i, that is, the maximum power transmitted from the IES to
the distribution network; and Pi,max is the maximum value of
electricity purchased from the IES by the distribution network
at node i.

2) LOWER LEVEL IES SCHEDULING MODEL
a: OBJECTIVE FUNCTION

F3 = min(C1 + C2 + C3) (25)

C1 =

24∑
t=1

[FGT (PGT (t))+ FGB(PGB(t))]·Cgass

C2 =

24∑
t=1

n∑
t=1

αiPi(t)

C3 =

24∑
t=1

(cb1Pb1(t)+ cb2Pb2(t)− cs1Ps1(t)− cs2Ps2(t))

t = 1, 2, . . . , 24 (26)

where C1, C2 and C3 represent the fuel cost, equipment
operating cost and interaction cost of the IES, respectively;
FGT and FGB are the gas turbine (GT) and gas boiler (GB)
consumption of natural gas in time period t , respectively;
Cgass is the price of natural gas; αi and Pi(t) are the operation
and maintenance cost of the equipment in group i and the
output power in time period t , respectively; Pb1(t) and cb1 are
the power and price of purchasing electricity from the grid
in time period t , respectively; Pb2(t) and cb1 are the power
and price of purchasing electricity from other IESs in time
period t , respectively; Ps1(t) and cs1 are the power and price
of electricity sold to the grid in time period t , respectively;
and Ps2(t) and cs2 are the power and price of electricity sold
to other IESs in time period t , respectively.

b: CONSTRAINED CONDITION
Constraints include power balance constraints, power
exchange constraints between IESs and equipment output
constraints, as shown in Equations (17) - (19).

C. MODEL SOLVING
In the upper optimization solution, the fmincon function in
theMATLAB toolbox has a faster convergence speed and bet-
ter convergence effect than those of particle swarm optimiza-
tion. Therefore, the upper optimization in this article adopts
the fmincon function to solve the nonlinear programming
problem. As the IESs at the lower level have the power inter-
action relationship and are not independent of each other, it is
difficult to solve the single objective optimization algorithm,
so this article uses the multi-objective optimization algorithm
for the optimization of the lower level IESs.

The multi-objective particle swarm algorithm was first
proposed by Carlos a. Coello Coello et al. in 2004. Its role
is to apply the particle swarm algorithm, originally used
only for the single-objective problem, to the multi-objective
problem by introducing Pareto dominance [31], [32]. Multi-
objective particle swarm optimization (MOPSO) is better on
the iterative speed and effect than the second generation of the
non-dominated sorting genetic algorithm (NSGA-II), so this
article selects the multi-objective particle swarm algorithm to
optimize the lower level.

The specific optimization steps of the lower scheduling
model are as follows:

1) Input the parameters of the lower IESs to generate the
population formed by the interactive power of each
IES.

2) According to the exchange power between the distri-
bution network and each IES and the interactive power
between each IES, the output of each equipment piece
in the IES is obtained, the objective function value of
the particle is calculated, the optimal position of the
particle individual is determined, and the non-inferior
solution is stored in the external particle swarm.

3) Determine the historical optimal solution of each
particle and the global optimal solution of the
population.

4) Update the velocity and position of each particle. The
objective function value of each particle is calculated,
the historical optimal solution of the particle is updated
according to the dominant relationship, and a new set
of non-inferior solutions is formed.

5) Update the non-inferior solution set and select the
global optimal solution.

6) Determine whether the maximum number of iterations
is reached. If so, then the optimal Pareto solution is
output, and a group of particles with the lowest total
cost is selected and transmitted to the upper level.
Otherwise, return to step (4).

The solution process of the bi-level optimal scheduling
model is shown in Figure 4.
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FIGURE 4. Process of solving the bi-level optimal scheduling model.

FIGURE 5. Structure of the IEEE 33-node distribution system.

IV. CASE STUDIES
A. OPTIMAL RESULTS IN THE FIRST STAGE
In this article, the IEEE 33-node distribution system is used
for example analysis, and a typical winter day in a region
in South China is selected as a regional optimal scheduling
scenario. Nodes 13, 20 and 30 of a distribution network
are connected to an industrial area (IES3), commercial area
(IES2) and residential area (IES1), respectively. It is assumed
that the stakeholders of each IES in the region are different,
as shown in Figure 5. Among them, the park-level integrated
energy systems share the sameCCHP structure, but the capac-
ity of the equipment is different.

First, considering the demand response, the electricity
price of each IES before and after the demand response is
shown in Table 1. The electric quantity of each IES is shown
in Figures 6-8.

The schedulable potential of each IES is shown in Figure 9.
A negative value of the schedulable potential means the
IES sells electricity to the grid. For IES1, as the energy
demand of the residential users does not fluctuate substan-
tially and the maximum output value of the gas turbine is
small, the absolute value of the overall schedulable potential
remains below 1000 kW. At 21 h, each IES is in the peak

TABLE 1. Electricity price of each IES before and after the demand
response.

FIGURE 6. Electric quantity before and after the demand response in the
residential area.

FIGURE 7. Electric quantity before and after the demand response in the
commercial area.

of power consumption, at which time the absolute value of
IES1 schedulable potential reaches the minimum value. For
IES2, during the 23-8 h, IES2 has a large output value as an
equivalent power source to prevent the voltage of the distri-
bution network out of limit. At 8 h, the power consumption
of each IES has not reached the peak yet, and photovoltaic
power is supplied to the IESs at the same time, so IES2 has
the maximum absolute value of schedulable potential. During
the 9-22 h period, the commercial area has a large demand for
energy, so the schedulable potential curve shows an obvious
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FIGURE 8. Electric quantity before and after the demand response in the
industrial area.

FIGURE 9. Schedulable potential of each IES.

upward trend. At the same time, because there is no pho-
tovoltaic output during 19-22 h, the absolute value of the
schedulable potential of IES2 reaches the valley value at this
stage. For IES3, there is no obvious variation trend of schedu-
lable potential curve in the peak period due to the limitation of
distribution network security. During the 10-18 h peak period
of power consumption, because of the large energy demand
of the IES itself, the schedulable potential is maintained in a
relatively stable state.

B. BI-LEVEL SCHEDULING OPTIMIZATION RESULTS IN
THE SECOND STAGE
According to the electricity price and electricity quantity
of each IES obtained in the first stage, a bi-level optimal
scheduling model is established. The IESs purchase and sell
electricity from the distribution network through the tie-line.
Meanwhile, the IESs also interact with each other through
the tie-line, ignoring the energy loss in the process of energy
interaction. In this article, the electricity price of the power
grid is set as 0.8-fold the electricity price of the power pur-
chase, and the electricity price bought and sold between IESs
is 0.8-fold the electricity price sold from an IES to the power
grid.

According to the model described in Section III, the opti-
mal scheduling scheme of each IES is obtained. Taking the
4 h scheduling scheme as an example, the particle number is
set as 50, the inertia factors are set as 0.9 and 0.4 respectively,

FIGURE 10. Pareto frontier.

FIGURE 11. IES1 electrical energy distribution results.

FIGURE 12. IES2 electrical energy distribution results.

and two learning factors are both set as 2. When the iteration
times are 100, Pareto frontier is basically fixed, and a better
solution can be obtained. Pareto frontier obtained is shown
in Figure 10. There is no absolute optimal solution for Pareto
optimal. In this article, the solution with the lowest total cost
is selected as the optimal solution.

The day-ahead scheduling power distribution results of
each IES are shown in Figures 11-13, and the thermal
energy distribution results are shown in Figures 14-16. The
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FIGURE 13. IES3 electrical energy distribution results.

FIGURE 14. IES1 thermal energy distribution results.

FIGURE 15. IES2 thermal energy distribution results.

equivalent electrical load is defined as the sum of the user’s
electricity load and the electrical energy demand of the elec-
tric chiller. The equivalent thermal load is defined as the sum
of the user’s thermal load and the thermal energy demand
of the absorption chiller. Here, positive power represents
the energy supply, and negative power represents energy
consumption.

Figures 11-13 show that, for IES1, because of the small
power load demand of the IES itself, the electricity demand
is mostly met by gas turbines and photovoltaic power

FIGURE 16. IES3 thermal energy distribution results.

generation. The excess electricity is sold to the power
grid to prevent the power grid voltage from exceeding the
limit. For IES2, the electricity demand is usually met by
IES3 and the grid during the valley period. In the peak
period, IES2 increases the gas turbine output, and the excess
electricity is sold to the grid as equivalent power output. For
IES3, gas turbines and photovoltaic power generation are
primarily used in the IES. In the valley period, most of the
excess electricity is sold to IES2, and a small part of the
electricity is sold to the power grid, which reduces the cost of
IES2 while preventing too much electricity from being sold
to the power grid and improving the safety of the distribution
network. In the peak period, as there is a large demand for
heat in the IES, the demand is primarily met by gas turbines
and photovoltaic power generation, and the surplus electricity
is sold to IES1 and the distribution network.

Figures 14-16 show that, for IES1, the gas boiler provides
thermal energy only during the peak period and after the gas
turbine output is limited. When the output of the gas boiler is
limited, there will be a small amount of vacancy, which can
be supplemented by purchasing heat from IES2 or the heating
network. For IES2, gas turbine heat generation can meet the
equivalent thermal load demand due to a small thermal load
demand in the commercial area. At the same time, because
the method of fixing power based on heat is adopted in this
article, the heat production will be greater than the equivalent
heat load. For IES3, because the industrial area has a large
demand for thermal load at 10-18 h, the waste heat generated
by the gas turbine cannot meet the thermal load demand in
the industrial area, and it is supplemented by the gas boiler at
this time.

C. COMPARISON OF DIFFERENT SCHEDULING MODES
Scheme 1: The IESs do not participate in the distribution

network scheduling.
Scheme 2: The IESs participate in the scheduling of the

distribution network without one-stage optimization.
Scheme 3: The two-stage optimal scheduling model pro-

posed in this article.
Table 2 shows that, when the IESs do not participate in

the scheduling of the distribution network, the IESs take the
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TABLE 2. Comparison of different scheduling modes.

TABLE 3. The situation of the voltage out of limit in scheme 1.

minimum cost as the only goal, sacrificing the security of
the distribution network and resulting in a large total loss of
lines. In the peak period of 10-20 h, the voltage of some nodes
will be out of limit. The degree of the voltage out of limit is
represented by the average voltage deviation rate in Table 3.
When IESs participate in the distribution network scheduling,
but do not perform a phase of optimization, the total loss of
the line and the total cost are higher; compared with scheme
2, the total loss of the line is reduced by 17.01% and the total
cost by 5.36%. The security of the distribution network is
guaranteed and the loss of the network is reduced, while the
total cost in the IESs is reduced, realizing a win-win situation
between the distribution network and the IESs.

V. CONCLUSION
In this article, a two-stage joint optimal scheduling model of a
distribution network with IESs is established. The following
conclusions can be drawn through an example of park-level
integrated energy systems in a certain region:

1) When the IES is connected to the distribution network,
it acts as an equivalent power source. When there is
excess electrical energy in the IES, it will transmit
electrical energy to the distribution network to reduce
the loss of the distribution network; when there is too
much excess electrical energy in the IES, energy inter-
action will be conducted among the IESs to prevent the
voltage of the distribution network from exceeding the
limit.

2) The IES with excess electricity can determine the dis-
tribution of excess electricity according to the current
electricity price. Because of the interest relationship
between each IES, they are not independent. The
multi-objective optimization method adopted in this
article can effectively ensure the economic efficiency
of each IES.

3) Compared with the two schemes in which the IESs do
not participate in the scheduling and the IESs partici-
pate in the scheduling but do not perform the one-stage
optimization, the two-stage joint optimal scheduling
method of the distribution network with IESs proposed
in this article effectively reduces the loss of the dis-
tribution network and ensures the safe and reliable
operation of the distribution network. At the same time,
the total cost of the IESs is reduced during the schedul-
ing period, which verifies the reliability and economy
of the model proposed in this article.

In fact, there are still some limitations and deficiencies in
this article. On the one hand, for the IESswith low demand for
electric energy and high demand for thermal energy, the fix-
ing power based on heat method adopted in this article may
lead to low schedulable potential, thus exerting a certain influ-
ence on the following two-layer optimal scheduling. On the
other hand, this article only considers a part of the output
equipment in the IES and does not consider the influence
of the energy storage devices on the schedulable potential of
the IES. In the future, the problem of optimal scheduling of
the distribution network with IESs including energy storage
devices will be further studied to improve the practicality of
the optimal scheduling model.
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