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ABSTRACT Higher requirements must be put forward about wireless signal transmission in harsh envi-
ronments. Energy loss mitigation, channel estimation, noise interference reduction demands high quality of
service in wireless communication. In the fifth generation wireless communication, massive multiple-input
multiple-output (MIMO) networks have been used and play a significant role to fulfill the requirements.
Cell-FreemassiveMIMOnetworks are recognized as possible solution in the future wireless communication.
Spectral efficiency (SE) is a very important index in assessing massive MIMO networks. This article tries
to optimize both SE and power control of cell-free massive MIMO networks. Both uplink and downlink
transmission are included in the study. The optimization model contains both SE and power control of
massive MIMO networks. To tackle the model, a novel ensemble method is developed inspired by ensemble
learning. The ensemble method is built up on the neighborhood field optimization method. The goodness of
the developed ensemble method is verified by comparing with genetic algorithm, gradient descent method
and Newtonmethod. Extensive simulations are performed to study the optimization of SE and power control.
Different wireless sensors are taken into consideration to simulate different requirements of massive MIMO
networks. The results demonstrate the effectiveness of the proposed method for applying in massive MIMO
networks.

INDEX TERMS Massive multiple-input multiple-output, neighborhood field optimization, optimization,
power control, spectral efficiency.

I. INTRODUCTION
Wireless signal is a kind of electromagnetic wave, which is
transmitted in a straight line in space. The signal strength will
be wakened when it meets obstacles. Especially, hills, trees
and metal objects have more obvious influence on shielding
and blocking wireless signal. In addition, the wireless signal
is subject to other energy loss and various noise interferences.
Therefore, under such bad communication environments,
how to ensure real-time and accurate data communication
has become a research hotspot [1]. Deployment of com-
munication systems in harsh environments, such as high-
speed trains, subways, aircraft, deserts, underground mining,
etc., must be specially constructed to withstand extreme
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conditions, such as very high or low temperatures, corro-
sive humidity, or extreme weather. In general, communica-
tions in harsh environments usually consumes more power
and energy. Bandwidth limitation in harsh environments
requires higher SE [2]. Special wireless communication sys-
tems must be designed to adapt to harsh communication
conditions andmeet the quality of service (QoS), security, and
reliability requirements in extreme environments. Massive
MIMO systems, which use multiple antennas, play important
roles in improving the quantity of wireless communication
systems [3]–[5].

Massive MIMO, as one of the key technologies of the
fifth generation (5G) wireless communication, has been
widely concerned and researched because it can signif-
icantly improve transmission rate and SE. SE of mas-
sive MIMO system has been a focus in academic areas.
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In [4], the authors focused on exploring the spectrum
resource and maximizing the utilization of its bands. They
studied recent spectrum sharing (SS) technologies towards
5G development. Moreover, a detailed survey on cogni-
tive radio technology in SS related to 5G was performed.
In [5], the authors proposed a novel analytical framework
for the performance analysis of green cell-free massive
MIMO networks. Numerical results show that the use of
designed analytical framework in cell-free massive MIMO
networks clearly improve the energy efficiency (EE) and
SE. In [2], the authors considered a hybrid beamforming
massive MIMO system operating in time-division duplex
mode. In [6], the authors evaluated the performance of time-
division duplex-based massive MIMO deployment scenario
in one of the commercial sites in Turkey. Compared to
Frequency-division duplex-based MIMO deployment, time-
division duplex-based massive MIMO system has higher
throughput and SE. In [7], the authors proposed a dictionary-
constrained low-complexity algorithm for hybrid precoding
and combining design towards to millimeter-wave massive
MIMO systems. The proposed method considers a decoupled
optimization scheme between the RF and baseband domains
for the SE maximization problem. In [8], the authors devel-
oped a novel transmission scheme by superposing the training
symbols for active device detection and channel estimation
on the data symbols in the uplink transmission to mitigate the
cross interference among the superposed signals and improve
the efficiency. In [9], the authors showed that cognitive spec-
trum sensing and power harvesting can be accomplished
simultaneously. They focused on cyclostationary spectrum
sensing.

Wireless communication speed is slow and often breaks
down in some harsh and complex environments. How to
guarantee the reliability of wireless communication quality
in special environment has become current research hotspot
in academic circle. In [10], the authors proposed an enhanced
real-time array calibration (ERAC) technique. Accurate posi-
tioning was achieved for fast-moving vehicles. In the con-
text of multipath interference, the performance of the tested
receiver with ERAC method is superior to that of the tradi-
tional receiver with standard single-point positioning. In [11],
a novel channel model was proposed, which included impor-
tant factors that influenced the quality of the visible-light
communication link in underground mines. Harsh environ-
ments and conditions such as a random positioning and ori-
entation of the transmitter and receiver, tunnels with irregular
walls, shadowing by large machinery, and scattering by dust
clouds are considered. In [12], to against the active pilot
spoofing attack, the authors proposed a new effective solution
called the spatial spectrum method which could effectively
detect and locate the eavesdropper in MIMO communica-
tion systems to ensure the secret and secure transmission
of information. Pilot contamination (PC) is a bottleneck
for the throughput of multi-cell massive MIMO systems.
In [13], the authors proposed a joint pilot allocation and
pilot sequences optimization scheme to mitigate the effects

of PC in massive MIMO system and maximize the system
spectral efficiency. In [14], the performance optimization
of multi-user millimeter-wave massive MIMO system was
investigated. The authors presented a new pilot mapping to
reduce the inter-user interference effect and to achieve more
accurate channel estimation. In [15], the authors considered
device-to-device (D2D) communication in long-distance and
harsh environments. A two-way amplify-and-forward relay
was used to assist the underlay D2D communications. The
power control problem was also studied in [15]. In [16],
the authors studied the mode selection problem for full-
duplex-enabled two-way D2D communications to improve
SE. In [17], the authors studied both pilot and power allo-
cation for massive MIMO networks. In [18] and [19], the
authors had discussed both SE and EE for uplink and down-
link transmission massive MIMO networks.

In this article, performance improvement of massive
MIMO networks is formulated to a minimization model.
Both uplink and downlink data transmission are discussed,
which is more realistic than considering uplink or down-
link alone. As the number of wireless sensors could be of
large scale in massive MIMO networks, the problem model
is essentially a large-scale optimization problem. To opti-
mize the model, a novel method is developed inspired by
the ensemble learning of artificial intelligence (AI) [20].
Nowadays, AI methods have already been applied to deal
with optimization problems in massive MIMO or wireless
sensor networks [21], [22]. In this article, the ensemble
method is realized based on neighborhood field optimization
(NFO) method, which belongs to evolutionary computing
approaches [23]. The goodness of our ensemble method is
verified compared with original NFOmethod. Extensive sim-
ulations are performed to study the optimization of SE and
power control. Different wireless sensors are taken into con-
sideration to simulate the requirements of different massive
MIMO networks.

In the following, Section II introduces massive MIMO net-
works and problem formulation of the networks. Section III
reports the optimization method including NFO and the
ensemble method. Section IV reports the simulations study-
ing the optimization of SE and power control. The paper is
concluded in Section V.

II. MASSIVE MIMO NETWORKS AND PROBLEM
FORMULATION
This section briefly introduces cell-free massive MIMO net-
works. Then, SE and power control of the networks are
formulated to optimization problems.

A. MASSIVE MIMO NETWORKS
Massive MIMO refers to the scenario that a base station (BS)
is equipped with a number of antennas or antenna arrays,
which could provide QoS for a number of users. It is
a promising 5G wireless access technology [24]. Massive
MIMO systems can serve users with high reliability and sys-
tem throughput. In general, massive MIMO systems divide

11524 VOLUME 9, 2021



X. Zhang et al.: SE Improvement and Power Control Optimization of Massive MIMO Networks

covering area to cells to cooperatively serve users. This may
not be enough for the next generation wireless communi-
cation. As in wireless sensor networks where sensors could
work in the form of relay to assist data transmission, it is
beneficial to exploit the usage of distributed massive MIMO
systems. In distributed systems, service antennas or antenna
arrays spread out in a larger area than ordinary massive
MIMO systems where antennas or antenna arrays are located
in BS. Cell-FreemassiveMIMO is created based on the above
idea in that it aims to remove the limitations of cells or cell
boundaries [24]. Moreover, access points (APs), which have
a number of antennas or antenna arrays, are distributed over
a large area as shown in Fig. 1.

FIGURE 1. Data transmission of cell-free massive MIMO networks.

APs cooperate together to provide QoS without creating
cells in cell-free massive MIMO systems. Therefore, cell-
free massive MIMO systems can avoid many interference
issues that exist in ordinary massive MIMO systems [25].
Although cell-free massive MIMO has solid theory and
prospection, it may not be feasible to be used in real massive
MIMO networks. This is because its computational com-
plexity and fronthaul requirements are not scalable to the
number of users in system [25]. Thus, scalable cell-free mas-
sive MIMO systems are proposed to resolve the scalability
issue.

Based on the way of data transmission, cell-free massive
MIMO networks are divided to two types. One is centralized
data transmission, and the other is distributed data transmis-
sion. For centralized data transmission network, a number of
APs serving the same user sends data to a central process-
ing unit as shown in Fig. 1. There are a number of central
processing units (CPUs) in network. CPUs are responsible
for channel estimation and data detection of all APs. For
distributed data transmission network, an access point (AP)
has certain data processing function. AP is responsible for
local channel estimation. Then, APs send their collected
information to CPUs. The difference between centralized and
distributed data transmission network is if AP has local signal
estimation capability. Unless otherwise specified, the paper
studies centralized data transmission in scalable cell-free
massive MIMO network.

In centralized data transmission network, combing vec-
tor of partial minimum mean squared error combining

(P-MMSE) combining scheme is computed by [25]:

vi = pi

(∑
k∈M

pkDihkhHk Di + Zk

)−1
Dihi (1)

where M is the set of APs that serves user i. In case matrix
inverse is hard to compute or matrix is nearly singular,
pseudo-inverse should be used in the computation.

B. PROBLEM FORMULATION
Without loss of generality, suppose there are K users in
the network. A user is denoted as i or k . The transmission
power of user i is pi. Users can be mobile phones, wireless
sensors or other wireless devices. Suppose an AP is denoted
as l, and the number of APs in the network is L. Users are
assumed to have only one antenna, and APs are assumed to
have N antennas. Noise is assumed to be complex Gaussian
distribution or multi-variate complex Gaussian distribution
for multiple variables.

For uplink (UL) data transmission, an AP l receives signal
in terms of a vector:

yl =
K∑
i=1

hilsi + nl (2)

where si stands for the transmission of signal from AP i, hil
stands for the channel between i and l, and nl is thermal
noise or Johnson noise. Note that si is affected by transmis-
sion power pi of AP i.
For downlink (DL) data transmission, a user k receives

signal in terms of a vector:

yk =
L∑
l=1

hHkl

K∑
i=1

wilξi + nk (3)

where wil stands for the precoder of user i allocated by l, and
ξi is the data signal of user i with unit-power.
The estimation of si requires combining method such

as maximum-ratio (MR) combining method or minimum
mean squared error combining (MMSE) method. Note
that MR method is also known as conjugate beamform-
ing [24] or matched filtering [26]. MMSE combining per-
forms better than MR combining in case fading is considered
in signal transmission [27], [28]. Thus, MMSE combining is
used in the paper.

For a user i, its transmission power pi and spectral effi-
ciency SEi can be computed. pi is allocated by AP. SEi can
be computed based on signal-to-interference-and-noise ratio
(SINR), where SINR can be computed by transmission power
and channel estimation. In massive MIMO networks, power
control is to control the total energy consumed by all users,
which is required to be minimized; on the other hand, SE is
the total spectral efficiency of the network, which is required
to be maximized. In general, a tradeoff of EE and SE is
enough for real world applications. To optimize both SE and

VOLUME 9, 2021 11525



X. Zhang et al.: SE Improvement and Power Control Optimization of Massive MIMO Networks

power control, an optimization objective is built:

f =
K∑
i=1

pi

/
K∑
i=1

SEi (4)

where
K∑
i=1

pi is the total energy of the network, and
K∑
i=1

SEi is

the total spectral efficiency of the network.
For UL data transmission of data transmission network,

the mathematical model is:

min f (p1, p2, · · · , pK ) =
K∑
i=1

pi

/
K∑
i=1

SEi

s.t. SEi =
τu

τc
E
{
log2 (1+ SINRi)

}
SINRi =

pi
∣∣vHi Dihi∣∣2∑

k 6=i
pk
∣∣vHk Dkhk ∣∣2 + vHk Zkvk

pLBi ≤ pi ≤ p
UB
i (5)

where τu and τc are channels allocated following standard
massiveMIMO time-division duplex protocol, τu is the length
of coherence block for uplink data transmission, and τc is the
total length of coherence block. pLBi and pUBi are lower and
upper bound of the power of user i.

For DL data transmission of data transmission network,
the mathematical model is:

min f (p1, p2, · · · , pK ) =
K∑
i=1

pi

/
K∑
i=1

SEi

s.t. SEi =
τd

τc
E
{
log2 (1+ SINRi)

}
SINRi =

pi
∣∣E {hHi Diwi}∣∣2∑

k 6=i
pk
∣∣E {hHi Diwk}∣∣2 + σ 2

pLBi ≤ pi ≤ p
UB
i (6)

where τd is the length of coherence block for DL data trans-
mission, σ is standard deviation of noise when user receives
signals from APs.

Both models are minimization optimization problems.
Clearly, when the number of users K increases, the models
are large scale problems, which are difficult to solve. The
optimization method will be presented in the next section.

III. SE AND POWER CONTROL OPTIMIZATION METHOD
This section first introduces the NFO method. Then,
an ensemble method is proposed based on ensemble learning
of AI. Third, the goodness of ensemble NFO method is
verified through simulation.

A. NEIGHBORHOOD FIELD OPTIMIZATION METHOD
Traditional mathematical programming approaches have
been studied for decades to solve global optimization prob-
lems such as gradient descent method, Newton method, etc.

Newton method and Quasi-Newton method have fast con-
vergence rate, and may not have global convergence [29].
Global convergence refers to a method is able to reach global
optimum of a problem. In general, many traditional math-
ematical programming approaches have local convergence.
That is they are able to reach local optimum. These meth-
ods have been widely used in real world applications. This
reflects a fact that local optimum could satisfy the require-
ments of many real world applications. The NFO method
is inspired by local cooperation behaviors of species. Under
certain assumptions, the NFO method performs similar to
gradient descent method. On the other hand, the NFOmethod
is an evolutionary computing (EC) approach, which utilizes
randomness and generation during creating new solutions.
Thus, the NFOmethod has both local convergence and global
convergence features [23].

Similar to most EC approaches, the NFO method starts
with a population, which contains a set of solutions ran-
domly created in search space. The main procedures of NFO
are localization, mutation operation and crossover operation.
Localization refers to locate the neighbors of a solution such
that it can learn some information about the direction of opti-
mal solution. In general, a superior neighbor and an inferior
neighbor are located with respect to a solution. Denote x as a
solution. Denote xc and xw as superior neighbor and inferior
neighbor of x. Mutation operation is to perturb a solution:

xv = x+ αr1 (xc− x)+ αr2 (xc− xw) (7)

where α is learning rate, r1 and r2 are vectors with random
values. Learning rate α is like step size. r1 and r2 introduce
randomness to the NFO method. Crossover operation is to
recombine a solution xwith xv. Before doing crossover oper-
ation, a variable is chosen randomly, denoted as i1:

xi =

{
xvi, i = i1 or r3 ≤ Cr
xi, otherwise

(8)

where Cr is crossover rate between 0 and 1, r3 is a random
number. The usage of i1 is to assure more than one variables
being modified after mutation and crossover operations.

B. THE PROPOSED ENSEMBLE METHOD
In the NFOmethod, mutation operation (7) is designed under
local cooperative behavior.Moreover, random factors are also
included in (7). Crossover operation (8) is similar to binomial
crossover, which has been extensively used in differential
evolution [30]. Learning rate α and crossover rate Cr can
affect the performance of the NFO method. The authors have
tested the sensitivity of α and Cr on extensive benchmark
functions. It is found that the range of α should be [0.7, 1.7],
and the range of Cr should be [0.1, 0.7]. By default, α and Cr
should be 1.5 and 0.2.

Parameter control can improve the performance of EC
approaches [31]. To effectively solve the large scale model (5)
and (6), we will employ ensemble learning to control param-
eter α and Cr of the NFO method. Ensemble learning is
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a meta-method that combines several artificial intelligence
approaches together to reduce variance, bias and improve pre-
diction accuracy. Note that ensemble learning is able to com-
bine a set of weak approaches to produce a strong method.
Methods created by ensemble learning have shown very
good performance in many artificial intelligence benchmark
dataset. Ensemble learning methods are generally classified
to two types. One is serial combining of several approaches,
and the other is parallel combining of several approaches.
This article considers serial combining of several parameter
values.

Based on previous study, three parameter combinations of
α and Cr are chosen as shown in Table 1. The three parameter
combinations are abbreviated as Par1, Par2 and Par3.

TABLE 1. Combinations of learning rate and crossover rate.

Serial combining of three combinations of Table 1 is not to
use them in sequence of the NFO method. Such mechanical
usage would be harmful to evolutionary characteristic of
NFO. The idea to ensemble three parameter combinations is
keep using a combination unless it fails to do a good search
towards optimal solution. It is unable to locate optimal solu-
tion for an unknown problem. Hence, a solution with better
function value is taken as a good search towards optimal
solution. Given a solution xt at time t , suppose a new solution
xt+1 is obtained by using combination Pari, i = {1,2,3}.
Then, Pari would be used in the next iteration if xt+1 has
better function value than xt . Mathematically:

Pari =

{
Pari, f

(
xt+1

)
≤ f

(
xt
)

Parj, j 6= i otherwise
(9)

Initially, the ensemble method starts with a randomly cho-
sen Pari. During the evolutionary process, each parameter
combination is possible to be chosen. This is a serial using of
different combinations. The resulting method is abbreviated
as NFOEnsemble, showing the NFO method with ensemble
learning.

C. EFFECTIVENESS OF THE ENSEMBLE METHOD
The effectiveness of the NFOEnsemble method is studied on
two test functions: Sphere function and Griewank’s function.
The formulas of the two functions are:

f sph (x) =
K∑
i=1

x2i (10)

f gri (x) = 1+
K∑
i=1

x2i
4000

+

K∏
i=1

cos
(
xi
√
i

)
(11)

FIGURE 2. Sphere function; comparison of the NFOEnsemble method
against the NFO method with three parameter combinations.

FIGURE 3. Griewank’s function; comparison of the NFOEnsemble method
against the NFO method with three parameter combinations.

where (10) shows Sphere function and (11) showsGriewank’s
function. The two functions have extensively been used in
studying EC approaches [23], [32], [33]. The NFO method is
also tested on the two functions. NFO with each combination
is abbreviated as NFOPar1, NFOPar2 and NFOPar3.

The comparison on Sphere function of the NFOEnsemble
method against the NFOmethod with three parameter combi-
nations is shown in Fig. 2. Note that the target is to find global
minimum, hence the lower the curve in Fig. 2, the better the
method is. It can be seen from the figure that NFOPar3 is
the worst, following are NFOPar1 and NFOPar2. The
NFOEnsemble method is the best on Sphere function. A large
gap is observed between NFOPar1, NFOPar2 and NFOPar3.
Also the gap between NFOPar3 and NFOEnsemble is also
large.

The comparison on Griewank’s function of the
NFOEnsemble method against the NFO method with three
parameter combinations is shown in Fig. 3. It can be seen
from the figure that NFOPar3 is the worst, following are
NFOPar1 and NFOPar2. The NFOEnsemble method is the
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FIGURE 4. Sphere function; comparison of the NFOEnsemble method
against GA, Gradient and Newton methods.

FIGURE 5. Griewank’s function; comparison of the NFOEnsemble method
against GA, Gradient and Newton methods.

best on Sphere function. A large gap can be observed between
the NFO method with three combinations, while the gap
between NFOPar2 and NFOEnsemble becomes small at the
last stage.

The comparison on Sphere function of the NFOEnsemble
method against genetic algorithm (GA), gradient descent
method (Gradient) and Newton method (Newton) is shown
in Fig. 4. The comparison on Griewank’s function of these
methods is shown in Fig. 5.

It can be seen from Fig. 4 and Fig. 5 that the convergence
curve of GA is above the curves of the other methods after
about 200 function evaluations. This shows that GA per-
forms worse than the Gradient, Newton and NFOEnsemble
methods. On Sphere function, the NFOEnsemble method
performs better than the Gradient and Newton methods
before 300 evaluations; then the Gradient and Newton meth-
ods converges much faster than the NFOEnsemble method;
finally the three methods reach a similar function value.
On Griewank’s function, the Gradient method performs bet-
ter than the Newton and NFOEnsemble methods before

600 evaluations; then the Newton method converges much
faster than the Gradient and NFOEnsemble methods before
40,000 evaluations; finally, the NFOEnsemble method
reaches a smaller function value than the Gradient and New-
ton methods.

The study on two functions demonstrates that a positive
ensemble effect is observed in the NFOEnsemble method.
The NFOEnsemble method overall converges better than
the GA method. On Sphere function, the Gradient and
Newton method converge better than the NFOEnsemble
method. On Griewank’s function, the NFOEnsemble method
is outperformed by the Gradient and Newton methods in the
former stage; while the NFOEnsemblemethod converges bet-
ter than the Gradient and Newton methods in the later stage.
This shows the effectiveness of the proposed NFOEnsemble
method.

IV. SIMULATION RESULT
This section describes the simulation settings of massive
MIMO networks and the ensemble method. Simulations are
performed by considering different kinds of wireless sensors.
The results are reported and discussed.

A. SIMULATION SETTINGS
Suppose considering a massive MIMO network locating at
a square area. Simulation setting of the network is shown
in Table 2.

TABLE 2. Simulation setting of the massive MIMO network.

Besides the parameters of Table 2, the lower and upper
power bounds of wireless devices are shown in Table 3.
Currently, most mobile users are the fourth generation
(4G), and many commercial companies are promoting 5G
mobile. For wireless sensors, Bluetooth are mature but
expensive, while ZigBee are cheap and of low transmis-
sion rate. Network throughput of Bluetooth is lower than
ZigBee network. This makes ZigBee network suitable choice
for the massive MIMO networks with different types of
sensors.

Two simulations are performed in this section. One is
a massive MIMO network containing 4G and 5G mobiles.
The other is a network containing 4Gmobile, 5G mobile, and
ZigBee devices. The parameter setting of the NFOEnsemble
and the NFOmethod follows the verification in Section III-C.
Note that network simulation is a moderate computational
time problem. The function evaluations are limited to
1000 for the saving of time.
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TABLE 3. Simulation setting of power of wireless devices.

B. SIMULATION OF CELLULAR NETWORKS
In this simulation, the number of 4G mobile users is 50, and
the number of 5G mobile users is also 50. The power range is
shown in Table 3. First, a comparison of convergence process
is done as shown in Fig. 6. The results are for solving UL
centralized network model (5).

FIGURE 6. Comparison of convergence process of the NFOPar1, NFOPar2,
NFOPar3 and NFOEnsemble methods.

It can be seen from Fig. 6 that NFOPar3 is the worst,
following are NFOPar1 and NFOPar2. The NFOEnsemble
method is the best on model (5). The performance of the
four methods is similar to that shown in Fig. 2 and Fig. 3.
Moreover, NFOPar1 and NFOPar2 converge to nearly the
same solution in the final stage. The NFOEnsemble method
finds the best solution amongst the four methods.

The cumulative distribution function (CDF) of SE of
the four methods is shown in Fig. 7. It can be seen from
the figure that the curve of the NFOEnsemble method is
mostly below the curves of the NFOPar1, NFOPar2 and
NFOPar3 methods. This means that SE of the NFOEnsemble
method is better than the other three methods. The SE curve
of the NFOPar3 method is mostly above of the others. This
means that the NFOPar3 method reaches the worst SE of the
four methods.

The CDF of power control of the four methods is shown
in Fig. 8. In this simulation, K = 100. The curves of Fig. 8
are plots of energies of 100 mobile users. The curve of the
NFOEnsemble method is mostly above of the curves of the
NFOPar1, NFOPar2 and NFOPar3 methods. This means that
the solution found by the NFOEnsemble method consumes
less energies than the other methods. The worst method is

FIGURE 7. Comparison of SE of the NFOPar1, NFOPar2, NFOPar3 and
NFOEnsemble methods on UL cellular network.

FIGURE 8. Comparison of power control of the NFOPar1, NFOPar2,
NFOPar3 and NFOEnsemble methods on UL cellular network.

the NFOPar3 from the curves of Fig. 8. The curves of the
NFOPar1 and NFOPar2 methods are alternatively below of
each other. This means that the energy consumption of both
methods is nearly the same.

The above analysis shows that the NFOEnsemble
method performs better than the NFOPar1, NFOPar2 and
NFOPar3 methods. In the next simulation, we concentrate
on analyzing spectral efficiency and power control
in scalable cell-free massive MIMO networks. More-
over, the NFOEnsemble method is compared with the
NFOPar2 method and the method of [9]. As shown
in Fig. 9 and Fig. 10, the results are for solving DL data
transmission network model (6).

It can be seen from Fig. 9 that the SE curve of NFOEnsem-
ble is below the curves of the P-MMSE and NFOPar2 meth-
ods. This means that the NFOEnsemble method attains better
SE than the other two methods. The NFOPar2 method also
performs better than the P-MMSE method.

It can be seen from Fig. 10 that the power curve of
the NFOEnsemble method is mostly above the curve of
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FIGURE 9. Comparison of SE of the P-MMSE, NFOPar2 and NFOEnsemble
methods on DL cellular network.

FIGURE 10. Comparison of power control of the NFOPar2 and
NFOEnsemble methods on DL cellular network.

the NFOPar2 method. This means that the NFOEnsem-
ble method saves energy in a period of time than the
NFOPar2 method. Although for some wireless devices the
NFOPar2 method assigns nearly the same power, it assigns
larger power values for most wireless devices than the
NFOEnsemble method.

Based on the simulation results on cellular networks, it can
be seen that SE and power control can be resolved for
the scalable cell-free massive MIMO networks. The pro-
posed method is able to deal with both UL and DL data
transmission. The NFOEnsemble method outperforms the
NFOPar1, NFOPar2 and NFOPar3 methods in terms of con-
vergence, spectral efficiency and power control. Moreover,
the NFOEnsemble method shows good performance in com-
parison with the P-MMSE method.

C. SIMULATION OF NETWORKS WITH DIFFERENT
SENSORS
In this simulation, the number of 4G and 5G mobile users
is 50 and 50, respectively. The number of ZigBee users

FIGURE 11. Comparison of SE of the P-MMSE, NFOPar2 and
NFOEnsemble methods on UL network.

FIGURE 12. Comparison of power control of the NFOPar2 and
NFOEnsemble methods on UL network.

is also 50. Hence, there are 150 wireless devices in total.
The power range is shown in Table 3. The results shown
in Fig. 11 and Fig. 12 are for solving UL data transmission
network model (5).

It can be seen from Fig. 11 that the SE curve of the
NFOEnsemble method is below the curves of the P-MMSE
and NFOPar2 methods. This means that the NFOEnsemble
method attains better SE than the other two methods. The SE
curve of NFOPar2 method sometimes overlaps with that of
the P-MMSE method.

It can be seen from Fig. 12 that the power curve
of the NFOEnsemble method is mostly above the power
curve of the NFOPar2 method. This means that the
NFOEnsemble method reaches a better power control than
theNFOPar2method. Although for somewireless devices the
NFOPar2 method assigns nearly the same power, it assigns
larger power values for most wireless devices than the
NFOEnsemble method.

The results shown in Fig. 13 and Fig. 14 are for solv-
ing DL data transmission network model (6). It can be
seen from Fig. 13 that the SE curve of the NFOEnsem-
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FIGURE 13. Comparison of SE of the P-MMSE, NFOPar2 and
NFOEnsemble methods on DL network.

FIGURE 14. Comparison of power control of the NFOPar2 and
NFOEnsemble methods on DL network.

ble method is mostly below the curves of the P-MMSE
and NFOPar2 methods. This means that the NFOEnsemble
method attains better SE than the other two methods. The SE
curve of NFOPar2 method sometimes overlaps with that of
the P-MMSE method, while a small gap is observed between
the two methods.

It can be seen from Fig. 14 that the power curve
of the NFOEnsemble method is mostly above the power
curve of the NFOPar2 method. This means that the
NFOEnsemble method reaches a better power control than
theNFOPar2method. Although for somewireless devices the
NFOPar2 method assigns nearly the same power, it assigns
larger power values for most wireless devices than the
NFOEnsemble method.

Based on the simulation results on massive MIMO net-
works, it can be seen that SE and power control can be
resolved for the scalable cell-free massive MIMO networks.
The proposed method is able to deal with both UL and
DL data transmission. The NFOEnsemble method shows
good performance in comparison with the P-MMSE and the
NFOPar2 methods.

V. CONCLUSION
In this article, both SE and EE power control are optimized for
cell-free massiveMIMOnetworks. Both uplink and downlink
transmission are considered in the study. To optimize the two
models, the NFOEnsemble method is developed inspired by
ensemble learning. Extensive simulations are performed to
study the SE and power control in massive MIMO networks.
The results demonstrate the effectiveness of the proposed
method for applying in massive MIMO networks with dif-
ferent sensors.

As shown in Fig. 4 and Fig. 5, the NFOEnsemble method
is comparable to the Gradient and Newton methods in the
former optimization stage. The Gradient and Newton meth-
ods converge better in the middle optimization stage. The
NFOEnsemble method can attain similar or better solutions
than the Gradient and Newton methods in the later optimiza-
tion stage. Hence, for deploying massive MIMO networks in
real-time, the NFOEnsemble method needs to be fine-tuned.

An overhead of the proposed method is that it assigns
large power to many wireless devices in the network. Some
prior knowledge about communication power could be given
to the AI method in initialization. Moreover, as discussed
in [19], [34], there is a tradeoff between SE and EE; more
advanced strategies have to be developed to optimize both
EE and SE indices in massive MIMO networks.

REFERENCES
[1] A. Benzin, G. Caire, Y. Shadmi, and A. M. Tulino, ‘‘Low-complexity trun-

cated polynomial expansion DL precoders and UL receivers for massive
MIMO in correlated channels,’’ IEEE Trans. Wireless Commun., vol. 18,
no. 2, pp. 1069–1084, Feb. 2019.

[2] Y. Chen, X. Wen, and Z. Lu, ‘‘Achievable spectral efficiency of hybrid
beamforming massive MIMO systems with quantized phase shifters,
channel non-reciprocity and estimation errors,’’ IEEE Access, vol. 8,
pp. 71304–71317, 2020, doi: 10.1109/ACCESS.2020.2987613.

[3] J. Ding, D. Qu, H. Jiang, and T. Jiang, ‘‘Success probability of grant-free
random access withmassiveMIMO,’’ IEEE Internet Things J., vol. 6, no. 1,
pp. 506–516, Feb. 2019.

[4] W. S. H. M. W. Ahmad, N. A. M. Radzi, F. S. Samidi, A. Ismail,
F. Abdullah, M. Z. Jamaludin, and M. N. Zakaria, ‘‘5G technology:
Towards dynamic spectrum sharing using cognitive radio
networks,’’ IEEE Access, vol. 8, pp. 14460–14488, 2020, doi:
10.1109/ACCESS.2020.2966271.

[5] G. Femenias, N. Lassoued, and F. Riera-Palou, ‘‘Access point
switch ON/OFF strategies for green cell-free massive MIMO
networking,’’ IEEE Access, vol. 8, pp. 21788–21803, 2020, doi:
10.1109/ACCESS.2020.2969815.

[6] E. Zeydan, O. Dedeoglu, and Y. Turk, ‘‘Experimental evaluations
of TDD-based massive MIMO deployment for mobile network
operators,’’ IEEE Access, vol. 8, pp. 33202–33214, 2020, doi:
10.1109/ACCESS.2020.2974277.

[7] E. E. Bahingayi and K. Lee, ‘‘Low-complexity incremental
search-aided hybrid precoding and combining for massive MIMO
systems,’’ IEEE Access, vol. 8, pp. 66867–66877, 2020, doi:
10.1109/ACCESS.2020.2986390.

[8] K. Zhang, W. Wang, and H. Yin, ‘‘Simultaneous channel estimation and
data detection based on superimposed training for many access MIMO
system in uplink,’’ IEEE Access, vol. 8, pp. 123799–123812, 2020, doi:
10.1109/ACCESS.2020.3006087.

[9] W. M. Jang, ‘‘Simultaneous power harvesting and cyclostationary spec-
trum sensing in cognitive radios,’’ IEEE Access, vol. 8, pp. 56333–56345,
2020, doi: 10.1109/ACCESS.2020.2981878.

[10] J. Ji, J. Zhang, H. Lu, Y. Liu, D. Wu, and W. Chen, ‘‘A single-frequency
real-time lane-level positioning method for vehicle safety,’’ IEEE Access,
vol. 8, pp. 185651–185664, 2020, doi: 10.1109/ACCESS.2020.3029436.

VOLUME 9, 2021 11531

http://dx.doi.org/10.1109/ACCESS.2020.2987613
http://dx.doi.org/10.1109/ACCESS.2020.2966271
http://dx.doi.org/10.1109/ACCESS.2020.2969815
http://dx.doi.org/10.1109/ACCESS.2020.2974277
http://dx.doi.org/10.1109/ACCESS.2020.2986390
http://dx.doi.org/10.1109/ACCESS.2020.3006087
http://dx.doi.org/10.1109/ACCESS.2020.2981878
http://dx.doi.org/10.1109/ACCESS.2020.3029436


X. Zhang et al.: SE Improvement and Power Control Optimization of Massive MIMO Networks

[11] P. P. Jativa, C. A. Azurdia-Meza, I. Sanchez, F. Seguel, D. Zabala-
Blanco, A. D. Firoozabadi, C. A. Gutierrez, and I. Soto, ‘‘A VLC
channel model for underground mining environments with scattering
and shadowing,’’ IEEE Access, vol. 8, pp. 185445–185464, 2020, doi:
10.1109/ACCESS.2020.3030615.

[12] L. Ning, B. Li, C. Zhao, Y. Tao, and X. Wang, ‘‘Detection and local-
ization of the eavesdropper in MIMO systems,’’ IEEE Access, vol. 8,
pp. 94984–94993, 2020, doi: 10.1109/ACCESS.2020.2995402.

[13] X. Nie and F. Zhao, ‘‘Joint pilot allocation and pilot sequence optimization
in massive MIMO systems,’’ IEEE Access, vol. 8, pp. 60637–60644, 2020,
doi: 10.1109/ACCESS.2020.2983215.

[14] D. F. Carrera, C. Vargas-Rosales, R. Villalpando-Hernandez, and
J. A. Galaviz-Aguilar, ‘‘Performance improvement for multi-user
millimeter-wave massive MIMO systems,’’ IEEE Access, vol. 8,
pp. 87735–87748, 2020, doi: 10.1109/ACCESS.2020.2994176.

[15] L. Han, R. Zhou, Y. Li, B. Zhang, and X. Zhang, ‘‘Power control
for two-way AF relay assisted D2D communications underlaying cel-
lular networks,’’ IEEE Access, vol. 8, pp. 151968–151975, 2020, doi:
10.1109/ACCESS.2020.3017799.

[16] L. Han, Y. Zhang, Y. Li, and X. Zhang, ‘‘Spectrum-efficient trans-
mission mode selection for full-duplex-enabled two-way D2D com-
munications,’’ IEEE Access, vol. 8, pp. 115982–115991, 2020, doi:
10.1109/ACCESS.2020.3004487.

[17] H. Ren, C. Pan, Y. Deng, M. Elkashlan, and A. Nallanathan, ‘‘Joint pilot
and payload power allocation for Massive-MIMO-Enabled URLLC IIoT
networks,’’ IEEE J. Sel. Areas Commun., vol. 38, no. 5, pp. 816–830,
May 2020.

[18] D. Verenzuela, E. Bjornson, and L. Sanguinetti, ‘‘Spectral and energy
efficiency of superimposed pilots in uplink massive MIMO,’’ IEEE Trans.
Wireless Commun., vol. 17, no. 11, pp. 7099–7115, Nov. 2018.

[19] L. You, J. Xiong, A. Zappone, W. Wang, and X. Gao, ‘‘Spectral effi-
ciency and energy efficiency tradeoff in massive MIMO downlink trans-
mission with statistical CSIT,’’ IEEE Trans. Signal Process., vol. 68,
pp. 2645–2659, Apr. 2020, doi: 10.1109/TSP.2020.2986391.

[20] X. Dong, Z. Yu, W. Cao, Y. Shi, and Q. Ma, ‘‘A survey on ensemble
learning,’’ Frontiers Comput. Sci., vol. 14, no. 2, pp. 241–258, 2020.

[21] Y. Hei, C. Zhang, W. Song, and Y. Kou, ‘‘Energy and spectral efficiency
tradeoff in massive MIMO systems with multi-objective adaptive genetic
algorithm,’’ Soft Comput., vol. 23, no. 16, pp. 7163–7179, Aug. 2019.

[22] M. Rathee, S. Kumar, A. H. Gandomi, K. Dilip, B. Balusamy, and
R. Patan, ‘‘Ant colony optimization based quality of service aware
energy balancing secure routing algorithm for wireless sensor networks,’’
IEEE Trans. Eng. Manag., vol. 68, no. 1, pp. 170–182, Feb. 2021, doi:
10.1109/TEM.2019.2953889.

[23] Z. Wu and T. W. S. Chow, ‘‘Neighborhood field for cooperative optimiza-
tion,’’ Soft Comput., vol. 17, no. 5, pp. 819–834, May 2013.

[24] H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta,
‘‘Cell-free massiveMIMO versus small cells,’’ IEEE Trans. Wireless Com-
mun., vol. 16, no. 3, pp. 1834–1850, Mar. 2017.

[25] E. Bjornson and L. Sanguinetti, ‘‘Scalable cell-free massive MIMO sys-
tems,’’ IEEE Trans. Commun., vol. 68, no. 7, pp. 4247–4261, Jul. 2020,
doi: 10.1109/TCOMM.2020.2987311.

[26] C. Mollen, U. Gustavsson, T. Eriksson, and E. G. Larsson, ‘‘Impact of
spatial filtering on distortion from low-noise amplifiers in massive MIMO
base stations,’’ IEEE Trans. Commun., vol. 66, no. 12, pp. 6050–6067,
Dec. 2018, doi: 10.1109/TCOMM.2018.2850331.

[27] R. Muharar, ‘‘Optimal power allocation and training duration for uplink
multiuser massive MIMO systems with MMSE receivers,’’ IEEE Access,
vol. 8, pp. 23378–23390, 2020, doi: 10.1109/ACCESS.2020.2970100.

[28] S.-C. Lin, C.-W. Chen, and C.-W. Wu, ‘‘Exact error probability for
MMSE combining and comparison with maximal ratio combining for
digital radio with cochannel interference,’’ in Proc. 7th Int. Conf. Inf.,
Commun. Signal Process. (ICICS), Macau, Dec. 2009, pp. 1–5, doi:
10.1109/ICICS.2009.5397608.

[29] W. Hou, J. Wang, X. Xu, J. S. Reid, and D. Han, ‘‘An algorithm for
hyperspectral remote sensing of aerosols: 1. Development of theoretical
framework,’’ J. Quant. Spectrosc. Radiat. Transf., vol. 178, pp. 400–415,
Jul. 2016.

[30] R. Storn and K. Price, ‘‘Differential evolution—A simple and efficient
heuristic for global optimization over continuous spaces,’’ J. Global
Optim., vol. 11, no. 4, pp. 341–359, 1997.

[31] X. Zhang, X. Zhang, and Z. Wu, ‘‘Dual problem of sorptive barrier design
with a multiobjective approach,’’ Neural Comput. Appl., vol. 30, no. 9,
pp. 2895–2905, Nov. 2018.

[32] Y. He, S. Y. Yuen, Y. Lou, and X. Zhang, ‘‘A sequential algorithm portfolio
approach for black box optimization,’’ Swarm Evol. Comput., vol. 44,
pp. 559–570, Feb. 2019.

[33] X. Zhang, X. Lu, X. Zhang, and L. Wang, ‘‘A novel three-coil wireless
power transfer system and its optimization for implantable biomedical
applications,’’ Neural Comput. Appl., vol. 32, no. 11, pp. 7069–7078,
Jun. 2020, doi: 10.1007/s00521-019-04214-9.

[34] C.-L. I, S. Han, and S. Bian, ‘‘Energy-efficient 5G for a greener future,’’
Nature Electron., vol. 3, no. 4, pp. 182–184, Apr. 2020.

XIU ZHANG (Member, IEEE) received the B.Eng.
and M.Eng. degrees in biomedical engineering
from the Hebei University of Technology, Tianjin,
China, in 2006 and 2009, respectively, and the
Ph.D. degree in electrical engineering from The
Hong Kong Polytechnic University, in 2012. From
2013 to 2015, she was a Postdoctoral Fellow
with The Hong Kong Polytechnic University. She
is currently an Associate Professor with Tianjin
Normal University. Her research interests include

numerical methods of electromagnetic field computation, novel wireless
energy transfer systems, and wireless network optimization.

HAO QI received the B.Eng. degree from Tianjin
Normal University, in 2018, where he is currently
pursuing the M.Eng. degree with the Tianjin Key
Laboratory of Wireless Mobile Communications
and Power Transmission. His main research inter-
ests include wireless networks and wireless power
transmission.

XIN ZHANG (Member, IEEE) received the B.Sc.
degree fromLudongUniversity, in 2006, theM.Sc.
degree from the Shandong University of Science
and Technology, in 2009, and the Ph.D. degree
from the City University of Hong Kong, in 2013.
Since 2015, he has been working with Tianjin
Normal University. He has published more than
50 technical articles, including more than 30 arti-
cles in international journals. His main research
interests include resource allocation, wireless net-

works, and artificial intelligence.

LIANG HAN (Member, IEEE) received the B.S.
degree in applied mathematics and the M.S. and
Ph.D. degrees in communication and informa-
tion systems from the University of Electronic
Science and Technology of China, Chengdu,
China, in 2007, 2010, and 2013, respectively.
Since 2014, he has been with the Tianjin Key
Laboratory of Wireless Mobile Communications
and Power Transmission, Tianjin Normal Univer-
sity, Tianjin, China. His current research inter-

ests include full-duplex communications, D2D communications, and V2X
communications.

11532 VOLUME 9, 2021

http://dx.doi.org/10.1109/ACCESS.2020.3030615
http://dx.doi.org/10.1109/ACCESS.2020.2995402
http://dx.doi.org/10.1109/ACCESS.2020.2983215
http://dx.doi.org/10.1109/ACCESS.2020.2994176
http://dx.doi.org/10.1109/ACCESS.2020.3017799
http://dx.doi.org/10.1109/ACCESS.2020.3004487
http://dx.doi.org/10.1109/TSP.2020.2986391
http://dx.doi.org/10.1109/TEM.2019.2953889
http://dx.doi.org/10.1109/TCOMM.2020.2987311
http://dx.doi.org/10.1109/TCOMM.2018.2850331
http://dx.doi.org/10.1109/ACCESS.2020.2970100
http://dx.doi.org/10.1109/ICICS.2009.5397608
http://dx.doi.org/10.1007/s00521-019-04214-9

