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ABSTRACT With the widespread of fake online reviews, the detection of fake reviews has become a hot
research issue. Despite the efforts of existing studies on fake review detection, the issues of imbalanced
data and feature pruning still lack sufficient attention. To address these gaps, the present study proposes
an ensemble model for the detection of fake online reviews. The model consists of four steps, and the first
three steps are proposed to optimize the base classifiers: (i) Data resampling: We propose a novel way to
address the data imbalance problem by combining the resampling and the grid search technique. (ii) Feature
pruning: We propose an ablation study to drop unimportant features. (iii) Parameters optimization: We apply
the grid search algorithm to determine suitable values of the relevant parameters for each base classifier.
(iv) Classifier ensembling: We apply majority voting and stacking strategies to integrate the optimized base
classifiers. The proposed data resampling method is also applied for the meta-classifier in the stacking
ensemble model. This study produces advances in terms of combining different methods or algorithms into
a model and the results show that the proposed ensemble model outperforms some existing techniques,
thereby providing a new way to solve the data imbalance and feature pruning issues in the field of fake
review detection.

INDEX TERMS Data resampling, ensemble model, fake review, feature pruning, parameter optimization.

I. INTRODUCTION
Currently, with the development of e-commerce, online shop-
ping is becoming increasingly prevalent. Researchers have
demonstrated that online reviews have a significant impact
on consumers’ purchase decisions, thus influencing the sale
of products [1], [2]. Unfortunately, some merchants or con-
sumers manipulate product ratings by writing fake reviews,
which aim to mislead consumers in making their purchase
decisionmaking [3], [4]. Studies have found that fake reviews
widely exist on online websites [5], [6]. For instance, one
study estimated that 16 percent of restaurant reviews on Yelp
(one of the most famous review websites in America) are
spam [5].

The prevalence of fake reviews is becoming a severe
problem, as it misleads consumers when making their
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purchase decisions [7] and results in great damage to the
sustainable development of online review systems. Some
websites allow consumers to report reviews that they sus-
pect to be fake. However, it is difficult for consumers to
identify fake reviews [8] because some of them are written
carefully and resemble authentic reviews. Because of the
difficulty of identifying fake reviews manually, searching
for an automatic detection method is the main direction
of related research. Among various types of fake review
detection methods, machine learning methods have been
widely used [9]–[14]. However, some problems remain
understudied.

First, fake reviews represent only a small proportion
of the total reviews, and this causes a data imbalance
problem. To reduce the negative impact of imbalanced
data, some researchers select only a subset of truthful
reviews [3], [15], [16], but some useful information might
be removed in this way. In addition, the performances of
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machine learning algorithms greatly rely on the selection
of features; however, the usefulness of the selected features
is uncertain. Hence, a feature pruning process needs to be
considered. Although there are various methods for calcu-
lating the importance of features, the actual performance
loss incurred when a feature is dropped remains unknown.
Therefore, it is not easy to conclude which features are not
important. Moreover, ensemble strategies still have not been
sufficiently considered.

To address these gaps, the current study proposes an
ensemble model for fake review detection. Five supervised
machine learning classifiers are selected as the base clas-
sifiers. Initially, three steps are conducted to optimize the
selected base classifiers. First, we propose a novel approach
to alleviate the impact of data imbalances by combining
data resampling with the grid search method. We select two
representative data resampling methods. For each resampling
method and classifier, we apply the grid search method
to search for the best sampling ratio for each classifier
because for different classifiers, the most suitable sampling
ratios might be different [17]. However, some existing stud-
ies [16], [18], [19] neglect the impact of the sampling ratio
and completely rebalance the dataset, and this decreases the
robustness of the model against imbalanced datasets. Since
there are several different classifiers, it is time-consuming
and inaccurate to manually find the best sampling ratio for
each classifier. The proposed approach can find the best sam-
pling ratio for each classifier effectively and accurately. Next,
we conduct an ablation study for feature pruning. Specifi-
cally, we calculate the influence of each predictive feature by
dropping one of them at a time. The basic idea is that since the
performance of a classifier can be evaluated by its F1-score,
the usefulness of a feature can be calculated by recording
how the F1-score changes when this feature is dropped. Next,
the grid search method is applied once again to optimize the
parameters for each classifier. To avoid overfitting, 10% of
the data are selected as the validation data for the optimization
task. After we optimize the base classifiers, we apply the
voting and stacking ensemble strategy to integrate them. The
ensemble model can reduce the relative weaknesses of single
classifiers as they are compensated by the advantages of other
classifiers [20]. And this approach has been proven to be
effective in improving the performance of classification [21],
[22]. And two Yelp datasets [16] are used to evaluate the
model. To the best of our knowledge, few studies on fake
review detection have combined these processes in a model.

The present study contributes to the literature by pro-
viding a different way to effectively detect fake reviews.
(i) Specifically, we initially look at a very novel approach by
combining data resampling with the grid search method to
address the data imbalance problem, as this can effectively
improve the performance of the model to a large extent on
an imbalanced dataset. The results show that the proposed
approach can effectively improve the performance for each
classifier, especially for the random forest (RF), whose F1-
scores are improved by 4.65% and 2.98% on the two Yelp

datasets, respectively. (ii) Prior studies proposed many fea-
tures for fake review detection [3], [16], [18]. However, few
studies have focused on the usefulness of the selected fea-
tures, and there is no definition of which features are useless.
We propose an ablation study, and the results show that it
can effectively identify useless features for each classifier.
Therefore, the performances of the classifiers are improved.
(iii) We propose two ensemble strategies for integrating the
base classifiers, and these help to compensate for the weak-
nesses and instabilities of the base classifiers. Additionally,
unlike those in the basic ensemble method, the base classi-
fiers in our ensemble model are optimized. According to the
results, the F1-scores increase by approximately 3%when the
base classifiers are optimized.

The remainder of the current study is structured as follows.
Section 2 presents a literature review with regard to fake
review detection. Section 3 shows the modeling process.
Section 4 demonstrates the results of the experiments and our
analysis. Finally, we present our conclusions, limitation, and
future work in section 5.

II. LITERATURE REVIEW
In this section, we briefly review several related works
on fake review detection, including classification methods,
approaches for addressing data imbalances, and feature selec-
tion methods. We also present the problems with existing
studies.

A. CLASSIFICATION METHODS
Regarding classification methods, machine learning methods
are the most frequently used subtype for fake review detec-
tion. Machine learning can be classified into two categories:
supervised learning and unsupervised learning. Supervised
learning is the dominant approach in the field of fake review
detection [8], [10], [12], [15], [23]. There are many super-
vised learning algorithms, and it is not easy to decide which
one is the best [10]. Apart from supervised learning, some
researchers use unsupervised learning methods [24], [25]
or deep learning methods [26] to identify fake reviews due
to the difficulty of labeling data. However, considering the
lack of large scale datasets, deep learning methods might not
be effective. In addition, ensemble learning methods have
also been proposed. Ruan et al. [27] proposed an ensemble
model using the geolocation information of users. The results
showed that the ensemble model could enhance the stability
over those of the base models. However, ensemble strategies
are still understudied.

B. APPROACHES FOR ADDRESSING IMBALANCED DATA
In the field of fake review detection, the issue of imbal-
anced data should be considered. Imbalanced data refers to a
dataset within which one or some of the classes have a larger
number of examples than others. The most prevalent class
is called the majority class, while the less prevalent classes
are the minority classes [28]. In most cases, the number of
fake reviews is much smaller than that of truthful reviews.
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Trained with such an imbalanced dataset, a model often pro-
vides suboptimal classification results in which the majority
examples are converged while the minority examples are
discarded [17]. To solve this problem, some researchers have
randomly selected the same quantity of non-fake reviews
as that of fake reviews [3], [15], [16], but in this process,
some important information may be removed. Some other
researchers have used Amazon Mechanical Turk (AMT) to
generate equivalent numbers of fake reviews and non-fake
reviews [8], [23], [29]. However, pseudo fake reviews are
quite different from fake reviews written by real spammers;
fake reviews written by real spammers are carefully crafted
to resemble truthful reviews, while pseudo fake reviews are
quite different from truthful reviews. Thus, the pseudo fake
reviews are much easier to detect. Hence, it might not be
effective to use a model trained with pseudo fake reviews to
identify fake reviews written by real spammers [12].

Among several methods, resampling techniques are fre-
quently used to rebalance imbalanced datasets because
they are independent of the selected classifier [30]. There
are three types of resampling methods that have been
used by researchers: over-sampling methods [31]–[33],
under-sampling methods [34], [35], and hybrid methods [36].
Furthermore, according to a recent study [17], fraud detection
is one of the most researched imbalanced learning topics.
However, only a small number of papers [12] have proposes
resampling methods for fake review detection.

C. FEATURE SELECTION METHODS
To improve the performances of fake review detection mod-
els, some researchers have studied the selection of pre-
dictive features. Features can be divided into two types:
review-centric features and user-centric features [18].

Review-centric features refer to features based on the
textual content of reviews. Research has shown that the
textual content of a review is essential for consumers to
judge whether the review is fake [37]. A typical model
was proposed by Ott et al. [8], who applied an n-gram
term frequency method to detect fake reviews. Using SVM,
the results achieved an accuracy of 89.6%. However,Mukher-
jee et al. [16] applied the same methods [8], [23] to the Yelp
dataset, where the fake reviews are written by real spammers.
The accuracy decreased to 67.8%, which is significantly
lower than 89.6%. Thus, the researchers [16] concluded that it
might be difficult to detect fake reviews written by real spam-
mers merely by using review-centric features. Furthermore,
the study [16] proves that adding reviewer-centric features
significantly improves the performance of the classification
task.

User-centric features (or reviewer-centric features) refer
to the features collected from the reviewer’s profile charac-
teristics and behavioral patterns [10], such as the reviewer’s
number of friends and the number of reviews a reviewer has
posted. Although most researchers focus on review-centric
features, some researchers [16] have found that fake reviews
use languages similar to those used in authentic reviews,

thereby increasing the difficulty of identifying fake reviews
merely by using review-centric features [3]. Thus, some stud-
ies have combined both review-centric and reviewer-centric
features to identify fake reviews. Zhang et al. [3] divided
features into two categories: verbal and nonverbal features.
The results showed that after adding nonverbal features,
the accuracy of the model increased remarkably (5%-10%).
Barbado et al. [18] proposed a Fake Feature Framework (F3)
model based on machine learning classifiers; this model fur-
ther subdivides user-centric features into four types: personal,
social, review activity, and trust features.

In the studies mentioned above, the selection of features
wasmainly based on the prediction of their usefulness. To fur-
ther explore the usefulness of each feature, Zhang et al. [3]
conducted a sensitivity analysis to calculate the importance
of each feature. The results showed that the model trained
with the top twelve important features outperforms the model
trained with all features. Additionally, Mukherjee et al. [12]
dropped one feature at a time to calculate the actual perfor-
mance change when a feature was removed.

Based on the previous studies mentioned above, we find
that even though various fake review detection methods have
been proposed, and some of them have proven to be effective,
there still exist some problems. First, to solve the problem of
imbalanced data, some studies [3], [15], [16] merely select
a subset of non-fake reviews randomly to balance the dis-
tributions of the two classes, but this may result in the loss
of some vital information. In addition, the performances of
these methods [3], [15], [16] are estimated using a balanced
testing dataset. Hence, these methods may not be effective
in detecting fake reviews on online websites because the
distributions of their reviews are imbalanced [12]. Further-
more, since the selection of features is based on the subjective
prediction of their usefulness, the actual usefulness of each
feature remains unknown. Thus, a feature pruning process
should be considered.Moreover, ensemble strategies still lack
enough attention.

III. RESEARCH FRAMEWORK
The research framework followed in the current study is
shown in Fig. 1. We first select the predictive features
that we need. We divide all the features into two cate-
gories: review-centric and reviewer-centric features. Most of
the reviewer-centric features are already contained in the
dataset. For textual features, we need several stages (text pre-
processing) and tools (NLTK, etc.) before extracting features
from the content of reviews to attain improved input data.
Next, we select five supervised machine learning classifiers
as the base classifiers, and three steps: data resampling,
feature pruning, and parameter optimization are applied to
optimize the base classifiers. Finally, we apply two ensemble
strategies to integrate the base classifiers.

A. NOMENCLATURE
The notions that appear in this study are listed in Table 1.
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FIGURE 1. Research framework.

TABLE 1. Nomenclature.

B. FEATURE SELECTION
In this study, we divide the features into two types:
review-centric features and reviewer-centric features. The
reviewer-centric features reflect the social interaction of
reviewers, such as the total number of friends a reviewer
has and so on. Social interaction reflects a reviewer’s pref-
erence for sharing his/her personal experiences or feelings.
We believe that reviewers who are willing to share their
feelings and interact with others are less likely to write fake
reviews. The selection of reviewer-centric features is based
on their availability and our prediction of their influence on
our model.

For review-centric features, some studies indicate that it is
not effective to classify fake reviews with only these review-
centric features [3], [16], [18] because spammers are becom-
ing increasingly sophisticated. However, we think there still
exist some differences between the textual content of fake
and non-fake reviews. Some basic review-centric features,
such as the number of words and the rating of a review, are
easy to obtain. However, it is difficult to extract features from
textual content. To extract features from textual content, a text
pre-processing step and a textual feature extraction method
are needed.

1) TEXT PRE-PROCESSING
To extract features from the textual content of reviews accu-
rately and effectively, we first conduct a text pre-processing
stage, including lowercase conversion, stopword and punc-
tuation removal, word lemmatization, word stemming, and
spellingmistake correction. By performing lowercase conver-
sion and punctuation removal, the text is homogenized [10],
which facilitates further processing. Stopwords are words that
do not carry useful information, such as pronouns and prepo-
sitions, and removing stopwords contributes to improving
the text processing performance [38]. Word lemmatization
and stemming are quite similar: they can transform words
into their roots. By word lemmatization and stemming, most
of the derivational affixes are transformed to their original
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TABLE 2. An example of a review after pre-processing.

forms. For example, ‘‘stays’’, ‘‘stayed’’, and ‘‘staying’’ are
transformed to ‘‘stay’’ after lemmatization.

The pre-processing step can be achieved using the Nat-
ural Language Toolkit (NLTK), which provides interfaces
for various corpora and other resources such as lexical
resources. Table 2 shows an example of a review after text
pre-processing.

2) TERM FREQUENCY-INVERSE DOCUMENT FREQUENCY
(TF-IDF)
TF-IDF is a statistical metric used to measure the importance
of a term to a text in a dataset or corpus. The importance of
a term is positively correlated with the frequency the term
appears in a text, and it is negatively correlated with the
frequency with which the term appears in the whole dataset.
Thus, TF-IDF reduces the influence of some useless but fre-
quently appearing words (which is one of the disadvantages
of the n-gram model).

The value of TF-IDF equals the product of two terms: term
frequency (TF) and inverse document frequency (IDF). The
term frequency equals the ratio by which a term appears in a
certain document, and it can be computed as follows:

TF (w,D) = fw (1)

The IDF equals the logarithm of the total number of times
that a term appears in the whole corpus divided by the number
of documents where the term appears. The IDF value of word
t can be computed as follows:

IDF (t) = 1 + log(C/1 + df (t)) (2)

where C is the number of documents and df (t) is the number
of documents that contain word t .
Researchers [16] have proven that for the n-gram model,

bigrams slightly outperform unigrams in both restaurant and
hotel domains, so in this paper, we use TF-IDF with bigrams.
All the selected features are presented in Table 3.

C. CLASSIFICATION ALGORITHMS
Among various classification algorithms, supervised algo-
rithms are still the most frequently used methods for fake
review detection, such as supervised machine learning algo-
rithms and deep learning methods. Although deep learning

methods have been proven to be effective, they require suf-
ficient training data, so they might not be suitable for fake
review detection due to the difficulty of labeling data man-
ually. Given such conditions, we select five machine learn-
ing algorithms as the base classifiers: random forest (RF),
Xgboost, Lightgbm, Catboost and gradient boosting decision
tree (GBDT). The reason for choosing several different clas-
sifiers is because of the famous no free lunch theorem [39],
which states that there is no guarantee that a single classifier
can perform best for all datasets.

D. CLASSIFIER OPTIMIZATION
In this section, we introduce the process for optimizing the
selected base classifiers, and this consists of three steps: data
resampling, feature pruning, and parameter optimization. For
the first two steps, the parameters of the classifiers are set to
default values since their goals are addressing the data imbal-
ance and feature pruning problems. The main parameters of
the classifiers are optimized in the parameter optimization
step using the grid search method.

1) DATA RESAMPLING
In most cases, fake reviews only represent a small pro-
portion of the total reviews, resulting in a data imbalance
problem. It is recognized that the performance of a model
trained with highly imbalanced data is usually poor. To solve
this problem, creating a balanced dataset by crowdsourc-
ing [8], [23], [29] or simply deleting a portion of the truthful
reviews [3], [15], [16] is frequently applied to balance the
distributions of two classes. However, these models may not
be practical for detecting fake reviews on review websites,
as their reviews are highly imbalanced.

One study by Guo et al. [17] proved that resampling tech-
niques are feasible for alleviating the influence of imbal-
anced data. There exist two widely used resampling methods:
SMOTE and Random Under Sampler (RUS).

SMOTE is an over-sampling method that eliminates the
influence of a imbalanced dataset by generating samples
belonging to minority classes. Rather thanmerely duplicating
the minority samples, the SMOTEmethod uses the K-nearest
neighbors (K-NN) algorithm to generate synthetic minority
samples, thus enhancing the stability of resampling. RUS
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TABLE 3. Selected features of our model.

is one of the simplest yet most effective under-sampling
methods; it balances a dataset by randomly eliminating the
majority class samples [40].

However, it should be noted that it is not always necessary
to balance the number of majority and minority samples:
for different datasets or classifiers, the best sampling ratios
might be different [17]. However, this has been neglected by
some previous studies on fake review detection [3], [15], [16],
which may decrease the robustness of the model when the
dataset is imbalanced. To address this gap, we propose a
novel approach by combining the resampling method and
the grid search method [41]. Grid search is a representa-
tive method for parameter optimization that makes a com-
plete search over the given subset of the parameter space
of an algorithm [41]. When there are few parameters that
need to be optimized, the grid search method can opti-
mize the parameters accurately and efficiently. Since the
best sampling ratios for data resampling with different clas-
sifiers might be different, it is time consuming to manu-
ally search for a suitable sampling ratio for each classifier.
Therefore, applying grid search can efficiently and accu-
rately to automatically find the best sampling ratio for each
classifier.

For each resampling method, we gradually increase the
sampling ratio and record the performance (F1-score) of
the model, and the sampling ratio that produces the highest
F1-score is regarded as the best sampling ratio for a given
classifier. To avoid overfitting, this process is conducted only
on training data. We do not apply resampling methods to the
testing data since some bias may result when some of the
testing data are eliminated.

2) FEATURE PRUNING
Although the results of the tested classifiers trained with all
features may be satisfactory, we believe the performance can
be further improved by pruning unimportant features. On the
one hand, the selection of features is based on previous stud-
ies and our subjective predictions of their usefulness. Hence,
some features might be regarded as noise and are not useful
to a classifier. On the other hand, for different classifiers,

the influences of a feature could be different. However, it is
difficult to determine which features are unimportant.

Although there are various feature selection methods,
they only calculate the importance of a feature, while the
actual performance loss incurred when the feature is dropped
remains unknown [12]. Under such circumstances, we apply
an ablation study to determine and prune the unimportant
features. The ablation study typically refers to removing some
part of the model or algorithm, and determine how the per-
formance of the model changes. In most cases, the ablation
study is applied to evaluate the performance of a submodel,
and it has rarely been used for calculating the usefulness of
features.

In this model, we apply an ablation study to calculate the
usefulness of features. For each classifier, we drop one feature
at a time from the full feature set and record how the F1-
score changes. A feature is regarded to be unimportant and is
then pruned if the F1-score increases or remains unchanged
when this feature is dropped; otherwise the feature is retained.
Algorithm 1 shows the detailed process of the ablation study.

Algorithm 1 Ablation Study for Feature Pruning
Input: Set of selected classifiers C = {C1,C2,. . . , Cm};

Set of selected features F = {F1,F2,. . . , Fn};
Output: The usefulness of Fj for Ci U = {Uij } (i ∈

[1,m],j ∈ [1,n]) // Uij = 1 represents that feature j is useful
for classifier i, and Uij = 0 represents that feature j is
unimportant or not useful for classifier i and should be
pruned in classifier i
1: for i = 1, 2, . . . , m do
2: for j = 1, 2, . . . , n do
3: drop Fj in Ci;
4: if F1-score (without Fj) < F1-score (with Fj) then
5: Uij = 1
6: else
7: Uij = 0
8: end if
9: end for
10: end for
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3) PARAMETER OPTIMIZATION
After pruning the unimportant features, we optimize the
parameters for each classifier since the performances of
machine learning methods can be affected by the settings of
some parameters [21], [22]. Additionally, since there are five
classifiers in our ensemble model, it is time-consuming to
manually optimize the parameters. To ensure the efficiency of
the model, we apply the grid search method to automatically
find suitable values for the main parameters of each classifier,
and the other parameters are set to their default values since
their influence is limited. To decrease the time-consumption
of the proposed approach, for each optimized parameter,
the alternative values are first set from a large range of
values. Then, the range is reduced according to the results.
This process is also proposed for the training data to avoid
overfitting. By using the grid search method, the proposed
model can be computationally efficient to be deployed in an
online review system.

The reason why the optimization of the parameters is pro-
posed as the last step is that for different features, the suitable
values of a given parameter may be different. Therefore, if we
conduct this process before feature pruning, the results may
not be effective for classifiers trained with retained features.

E. CLASSIFIER ENSEMBLING
The use of an ensemble strategy that combines several single
classifiers is effective to guarantee the robustness and stability
of the model [42] because the ensemble model can compen-
sate for the weakness of an individual classifier. In the current
study, we propose two types of ensemble strategies: majority
voting and stacking.

The majority voting strategy is widely used due to its
simplicity. In the majority voting strategy, each base clas-
sifier predicts the labels of samples, and the labels with
the highest numbers of votes are regarded as the final out-
puts. Another strategy, stacking, trains a meta-classifier that
receives the results of several low-level classifiers [43].
The performance of the meta-classifier is usually better
than that of any low-level classifier. In the present study,
we select the Gaussian kernel (because it performs best
on the proposed datasets) support vector machine (SVM)
classifier as the meta-classifier since it is found to outper-
form other meta-classifiers in the proposed model, and the
parameters are also optimized using the grid search method.
We also apply the proposed data resampling method on the
meta-classifier to optimize the model to the largest extent.

IV. RESULTS AND ANALYSIS
In this section, we present the performance of the proposed
model. For all the experiments, we use the F1-score as the
metric to evaluate the performances of the classifiers, and
the fake reviews are set as positive samples to ensure that
the F1-score reflects the performance in terms of detecting
fake reviews. All experiments are conducted using the Python

3.7 environment on a PC with 4 Intel (R) Core (i5) quad core
CPUs (3.10 GHz) and 8 GB of RAM.

A. DATASET
Due to the inaccuracy of humans with regard to identifying
fake reviews, there are only a few datasets that contain
labels [8], [16], [29]. Initially, researchers [8], [23] created
the first public dataset that contains fake reviews using
crowdsourcing. The fake reviews were written by a group
of workers recruited from Amazon Mechanical Turk, and the
legitimate reviews were collected from the 20 most popular
hotels on TripAdvisor. Later, researchers [16] conducted an
experiment on the Yelp dataset, where all the fake reviews
were written by real spammers. Yelp uses its filtering algo-
rithm to filter fake reviews automatically. However, Yelp
does not reveal the process of the algorithm. The study [16]
concluded that pseudo fake reviews are quite dissimilar to
real-life fake reviews. Thus, classifiers trained with pseudo
fake reviews may not be effective in detecting fake reviews
written by real spammers.

Given the above concerns, we apply two representa-
tive Yelp datasets [12], [16] from the hotel and restaurant
domains, respectively that have been used by many studies,
such as [3], [12], [15], [16], [27]. The hotel dataset contains
reviews across 85 hotels in Chicago. The restaurant dataset
contains reviews across 130 restaurants in Chicago. In addi-
tion to the contents of reviews, the dataset contains additional
features about the reviewers, such as the number of friends
of each reviewer. The reason why we choose these datasets
is that they contain not only the contents of the reviews but
also abundant features about the reviewers, which might be
useful for fake review detection. Although the datasets have
been widely used by many studies, most of them simply
chose some of the truthful data or rebalanced the distributions
of two samples using the RUS method. A model trained
with balanced training data might not be effective when the
testing data are imbalanced [12]. To enhance the stability of
the model, we retain the data imbalance. Only the data that
contain null values or abnormal values are eliminated because
these data could be seen as noise and are thus useless to our
model. The details of the Yelp datasets are shown in Table 4.
From Table 4, we can see that the distribution of data is
imbalanced.

TABLE 4. The components of our dataset.

B. DATA RESAMPLING
In this experiment, we train and test five classifiers with
all the selected features (shown in Table 3 ). Most of the
parameters of the tested algorithms are set to their default
values. The range of the sampling ratio is 0.2 to 1 for the hotel
dataset and 0.35 to 1 for the restaurant dataset. The sampling
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TABLE 5. F1-scores of 5 classifiers trained with all features.

ratio is regarded as the best sampling ratio if it yields the
highest F1-score. The results of the experiment are shown
in Table 5.

From Table 5, we can see that although the data are imbal-
anced, the five classifiers perform well on the datasets. The
Lightgbm classifier performs best on both datasets when no
resampling method is applied.

We also find that compared to the results obtained without
using any resampling method, both the SMOTE and RUS
algorithms are effective for solving the data imbalance prob-
lem, especially with regard to the RF classifier, whose F1-
scores are significantly improved after applying the RUS
method.

Moreover, we can observe that the RUS method outper-
forms the SMOTE method. We think the potential reason
for this phenomenon is that when adequate training data
are available, synthetic samples generated by over-sampling
methods are quite different from real samples, which could
produce noise for the classifiers. Considering the above anal-
ysis and previous research [44], [45], we conclude that when
the dataset is large, under-sampling methods (such as RUS)
outperform over-samplingmethods (such as SMOTE) inmost
cases. Given that the RUS method outperforms SMOTE on
our datasets, we apply the RUS method in the subsequent
experiments.

To determine how the resampling method reduces the
negative impact of imbalanced data, we take the Catboost
classifier with RUS as an example and present the precision,
recall, and F1-score values for different sampling ratios on
the restaurant dataset. The results are shown in Table 6. It can
be observed that the recall initially increases rapidly when
we increase the sampling ratio of the RUS method, and this
indicates that manymore fake reviews are correctly identified
than before. At the same time, the precision decreases, but
the speed of this decrease is slower, which explains why the
F1-score increases at the beginning. The classifier produces
the highest F1-score when the sampling ratio is 0.5. When
the sampling ratio is larger than 0.5, although the recall still
increases when we increase the sampling ratio, it increases

TABLE 6. The performance of different sampling ratios on the restaurant
dataset.

much more slowly than at the start. Therefore, the F1-score
decreases simultaneously. The performance of the classifier
worsenswhen the sampling ratio is set to 1, and this reinforces
the conclusion that it is not always necessary to completely
rebalance the two samples [17].

C. FEATURE PRUNING
After the data resampling step is completed, we conduct
an ablation study for feature pruning. We drop each feature
from the whole feature set (one at a time) and calculate the
change in the F1-score. If the F1-score increases when a
feature is dropped, then this feature is regarded as not useful
and is removed. Here, we note that although the output of
the TF-IDF is a vector, rather than an individual feature,
we also regard it as a feature because it contains textual
information. The results of the ablation study are shown
in Table 7. From Table 7, we find that for different classifiers,
the unimportant features are different, and this proves that
some feature pruningmethodsmight not be effective for some
classifiers because they merely show the significance of each
feature universally, rather than aiming at a specific classifier.
Moreover, we notice that although TF-IDF is a well-known
method for extracting features from textual content, it is not
important for half of the selected classifiers. We believe the
reason for this is that fake reviews are cautiously crafted,
thus, both the writing style and the usage of words in fake
reviews are similar to the approaches used in truthful reviews.
In addition, we also find that the word count of a review is
not important for most of the classifiers on the restaurant
dataset, and this indicates that the length of a review is not
a good indicator for fake review detection. These findings
consolidate the idea that it is hard to detect fake reviews
merely by textual content [12], [16], [18].

After pruning the unimportant features for each classifier,
we train the classifiers with the retained features, and the
results are shown in Table 8. From Table 8, we find that the
F1-scores increase for all the selected classifiers, especially
for the RF classifier. The results prove that it is feasible to
improve the performance of a classifier by using an ablation
study. Therefore, the removal of unimportant features should
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TABLE 7. Unimportant features for each classifier.

TABLE 8. F1-scores of 5 classifiers trained with pruned features.

TABLE 9. Main parameters and their values calculated by grid search.

be given attention, because these features may produce noise
and decrease the performances of some classifiers.

D. PARAMETER OPTIMIZATION
After pruning the unimportant features, we apply the grid
search method to find suitable values for the main parameters
of each classifier. The other parameters are set to their default
values. Table 9 presents the parameters and their appropriate
values calculated by the grid search method.

After optimizing the main parameters, we train the classi-
fiers with the retained features, and the results are demon-
strated in Table 10. Comparing the performances before

TABLE 10. F1-scores of 5 classifiers after parameter optimization.

and after the parameter optimization step, the F1-scores
improve for all the classifiers, and this reinforces the con-
clusion that parameter optimization can effectively improve
the classification performance of a given classifier [21], [22].
Fig. 2 presents the comparison of the results obtained before
and after optimizing the classifiers. From Fig. 2, we find
that all the base classifiers are optimized effectively. Among
all the classifiers, the F1-scores of the RF classifier are the
highest after the optimization process on both datasets, and
this proves that the proposed optimization process is effective
for datasets with different scales. Therefore, the scalability of
the optimization process is proven.

We also find that compared with the results on the hotel
dataset, the classifiers perform much better on the restaurant
dataset. We believe the reason for this is that the restaurant
dataset contains more data for training the model. Addition-
ally, the ratio of fake reviews is higher.

E. CLASSIFIER ENSEMBLING
After data resampling, feature pruning, and parameter opti-
mization, all the base classifiers are optimized. Thus, we
can integrate the base classifiers using the majority vot-
ing and stacking strategies. According to Table 10, we can
observe that the performances of Xgboost andGBDT are poor
compared with those of other classifiers on the restaurant
dataset. The poor performance of the base classifiers might
influence the performance of the ensemble models. Thus,
we also present the performance for each ensemble strategy,
where only RF, Lightgbm, and Catboost are selected as the
base classifiers. For the hotel dataset, the performances of
ensemble models that only integrate RF, GBDT, and Light-
gbm are also presented since they outperform the other two
classifiers. Additionally, to prove that optimizing the base
classifiers can effectively improve the performances of the
ensemble models, the results of the ensemble models with
nonoptimized base classifiers are also presented. The results
are shown in Table 11. From Table 11 we can observe that
all the ensemble models outperform the RF classifier, which
performs best among the five base classifiers. We can also
find that the stacking strategy is a better choice for integration
than the majority voting strategy. The stacking model with
RF, Lightgbm, and Catboost classifiers is the best choice for
the optimal model. We also find that optimizing the base
classifiers can significantly improve the performance of the
ensemble models.

Furthermore, we find that the computational costs of
the proposed ensemble models increase when all the base
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FIGURE 2. Performance comparison before and after optimizing the classifiers.

classifiers are integrated. However, the proposed model is
less time consuming when only the best three classifiers are
integrated. We also find that the majority voting strategy is
much more efficient than the stacking strategy, while the
performance of majority voting is very similar to that of
stacking, thereby guaranteeing the feasibility of the model
to be deployed in a real system. Overall, we can conclude
that the ensemble strategy with optimized base classifiers is
effective for building a highly robust and stable model.

F. MODEL COMPARISONS
To show the advantages of the proposedmodel, in this section,
we compare the model with other approaches. Several pop-
ular supervised classifiers are selected and presented below
since our model is also a supervised model. The experiment
uses 10-fold cross validation to ensure the evaluation results.

(1) RF + feature ranking [3]: A random forest classifier
using the varImp function to rank the importance of fea-
tures. The top-twelve features are selected for training
the classifier.

(2) Fake Feature Framework (F3) [18]: A framework
using the Adaboost classifier that receives four types of
user-centric features (personal, social, review activity,
and trust features).

(3) SVM (bigram + BF) [16]: A support vector machine
classifier with a linear kernel that receives both bigram
and behavioral features.

(4) CNN (convolutional neural network): a popular deep
learning method that receives both review-centric and
reviewer-centric features.

(5) LSTM (long short term memory): a kind of recurrent
neural network that receives both review-centric and
reviewer-centric features.

For the first three models, we train them with a balanced
dataset, making them the same as those proposed in their
respective previous studies. The testing data remain imbal-
anced because we want to prove that the models trained
with balanced training data are not effective for predicting

imbalanced testing data. The evaluation is based on four per-
formance measures: accuracy, precision, recall, and F1-score.

1) RESTAURANT DATASET
Fig 3 demonstrates the results of the models on the restaurant
dataset and shows that the proposed model performs best in
terms of the accuracy, recall, and F1-score measures. The
accuracies of the six classifiers or models are quite similar.
The LSTM performs best in precision but yields the lowest
recall result. The CNN method performs poorly in both met-
rics, indicating that these two deep learningmethods fluctuate
on these measures. We think the reason for this is that deep
learning methods need sufficient labeled data for training,
which is hard to obtain due to the difficulty of manually
identifying fake reviews [8]. For the F3 [18], RF + Feature
ranking [3], and SVM (bigram + BF) [16] models, although
researchers proposed them for balanced datasets and they per-
formed well (F3 reached 81%, RF+ Feature ranking reached
90%, and SVM (bigram+BF) reached 85.7% in terms of F1-
scores on the balanced dataset), their performances decrease
significantly on our imbalanced dataset, and they fluctuate
greatly with respect to the precision and recall measures;
this proves that a model trained with balanced data may not
be effective in dealing with imbalanced samples. However,
the proposed model can find a balance between precision
and recall, therefore, the F1-score of the proposed model is
the highest. This finding is reasonable because the proposed
model applies a novel approach to address the data imbalance
problem, and this guarantees the robustness of the model
against imbalanced datasets.

2) HOTEL DATASET
We also compare the models on the hotel dataset, and the
results are presented in Fig. 4. It can be observed that the
proposed model can still find a compromise between preci-
sion and recall on a dataset with few training data. Therefore,
the proposed model still obtains the highest F1-score. How-
ever, the traditional methods [3], [16], [18] fluctuate greatly
on these metrics. We believe there are two major reasons for
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TABLE 11. F1-scores of ensemble models.

FIGURE 3. Model evaluations on the restaurant dataset.

FIGURE 4. Model evaluations on the hotel dataset.

this phenomenon: first, the hotel dataset contains less data for
training the model than the restaurant dataset; thus, the per-
formances of all the models decrease significantly, especially
those of traditional models that lack stability. Under such
circumstances, the proposed ablation study can significantly
eliminate the noise by pruning useless features and improve

the performance, and this explains why the F1-scores of the
models differ more greatly than those on restaurant dataset.
Second, the hotel dataset is more imbalanced, which poses
great challenges for a model. Traditional models are most
likely to be influenced by imbalanced datasets. However, our
model can still maintain a balance between these metrics.

16924 VOLUME 9, 2021



J. Yao et al.: Ensemble Model for Fake Online Review Detection

Overall, the proposed model performs well in terms of
four measures on the imbalanced datasets, thereby proving
the feasibility of the proposed approach for addressing the
data imbalance problem.Additionally, the performance of our
model remains comparatively stable on datasets with different
data distributions, while this is almost impossible for some
traditional models or techniques. Furthermore, the model
is proven to be effective on datasets with different scales;
therefore, the scalability of the proposed model is also guar-
anteed. According to the above findings, the proposed model
outperforms several other techniques or methods, and it thus
provides a new option for fake review detection. The effec-
tiveness of the proposed resampling approach and ablation
study for feature pruning is also proven in the experiments.
Moreover, two representative ensemble strategies are applied
to enhance the robustness of the model, while this technique
has been frequently ignored by previous studies. Overall,
the study proves that the proposed model performs more
stably and effectively than several traditional methods.

V. CONCLUSION
Identifying fake reviews is challenging for researchers, and
there are several primary challenges for fake review detection.
One problem is that fake reviews represent only a small pro-
portion of the total reviews. Thus, the dataset is imbalanced,
whichmay influence the performance of a model. In addition,
feature selection for training machine learning classifiers is
based on subjective prediction. Therefore, some of the fea-
tures may not be useful for some classification methods.

The current study proposes an ensemble fake review detec-
tion model using for the detection of fake reviews. The
model consists of four steps: data resampling, feature prun-
ing, parameter optimization, and classifier ensembling. The
first three steps are proposed to optimize the base classifiers.
By optimizing the base classifiers, the performance of the
ensemble model improves significantly on two representative
Yelp datasets whose distributions are imbalanced; this per-
formance is noticeably better than those of some traditional
models and techniques. The study offers several implications
from both theoretical and practical perspectives.

A. THEORETICAL IMPLICATIONS
The current study offers theoretical implications in several
aspects. First, we explore a novel approach to address the
data imbalance problem by combining data resampling and
the grid search technique, which together can accurately find
the best sampling ratio for data resampling and effectively
improve the performance of each classifier. However, some
studies [3], [16], [18] failed to consider the setting of the
sampling ratio, and they simply rebalanced the distributions
of samples. Therefore, the current findings provide a newway
of dealing with imbalanced datasets.

Second, feature pruning has received little attention in
the field of fake review detection. The current study offers
insights into the pruning of individual features. Although
there are various methods that can calculate the importance of

features, such as the random forest and the VarImp function,
they cannot calculate the actual performance change induced
when a feature is dropped, and there is no definition that
regulates which features can be regarded as useless. However,
the proposed ablation study can determine the actual perfor-
mance change, thereby significantly enhancing the robust-
ness of the model. Ablation studies are usually proposed to
evaluate a subset of a model or a method, and they have rarely
been used for feature pruning. Therefore, our findings provide
a novel method for feature pruning. Additionally, by pruning
the unimportant features, the computational cost of the model
is significantly decreased.

Third, the study proposes two representative ensemble
strategies that can compensate for the weaknesses of the base
classifiers. Different from those in basic ensemble models,
the base classifiers in the proposed model are optimized, and
this can significantly improve the performances of the ensem-
ble models, as shown in Table 11. The proposed method
for improving the performance of the ensemble strategy is
applicable for almost all ensemblemethods in any field. Over-
all, the proposed ensemble is proven to outperform several
representative techniques.

B. PRACTICAL IMPLICATIONS
The findings also provide multiple practical implications
for online websites. Considering the ubiquity of imbalanced
data distributions, designers of fake review detection models
should pay attention to data resampling techniques. It should
be noted that it is not always useful to completely rebalance
the distributions of truthful and fake reviews. In addition, for
operators who are occupied with developing models for fake
online review detection, the findings of our research indicate
that incorporating features does not necessarily improve the
classification performance of a given model. What truly mat-
ters is the relevance and usefulness of the chosen features.
Hence, the pruning of features should not be despised as it
helps to eliminate unimportant features, and the proposed
ablation study is a simple yet effective method for feature
pruning.

From the perspective of consumers, with the develop-
ment of technology, online websites are actively working
on exploiting their social functions. Consumers on websites
are encouraged to interact with others, as this facilitates the
detection of fake reviews. On the one hand, consumers are
encouraged to write reviews on the products or services they
have experienced. Although the findings suggest that features
related to the textual contents of reviews are of little use, some
other review-centric features, such as the number of ‘‘useful’’
votes a review received, are still effective. On the other hand,
the exploitation of social functions enables consumers to
respond to other users, such as being a follower of a user or
giving a ‘‘useful’’ vote to a review, which produces abundant
features for fake review detection. To make these features
useful and relevant for fake review detection, consumers
should be engaged in interacting with other reviewers on
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websites, as spammers are unable to hide their footprints on
such websites

C. LIMITATIONS AND FUTURE RESEARCH
The current study has some limitations. The dataset used
in our study only contains data from two Yelp datasets.
Another limitation is that the proposed ablation study is
time-consuming when there are too many features.

For future research, we intend to evaluate the models with
various datasets to analyze the robustness of the proposed
model. Additionally, considering the difficulty of obtaining
labeled fake review datasets, semi-supervised, and unsuper-
vised learning methods will be investigated since they are
understudied in the domain of fake review detection.
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