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ABSTRACT In this article, we address the task of multi-target regression (MTR), where the goal is to predict
multiple continuous variables. We approach MTR by learning global models that simultaneously predict all
of the target variables, as opposed to learning a separate model for predicting each of the target variables.
Specifically, we learn rule ensembles by generating many candidate rules and assigning them weights that
are then optimized in order to select the best performing subset of rules. Candidate rules are generated by
transforming ensembles of generalized decision trees, called predictive clustering trees (PCTs), into rules.
We propose to extend an existing multi-target regression rule learning method named FIRE by learning tree
ensembles that use random output selections (ROS). Such ensembles force individual PCTs to focus only on
randomly selected subsets of target variables. The rules obtained from the tree ensemble also focus on various
subsets of the target variables (FIRE-ROS). We use three different ensemble methods to generate candidate
rules: bagging and random forests of PCTs, and ensembles of extremely randomized PCTs. An experimental
evaluation on a range of benchmark datasets has been conducted, where FIRE-ROS is compared to three
interpretable methods, namely predictive clustering rules, MTR trees and the original FIRE method, as well
as state-of-the-art MTRmethods, in particular ensembles of extremely randomized PCTs with ROS, random
linear combinations and extremely randomized MTR trees with random projections of the target space. The
results show that FIRE-ROS can improve the predictive performance of the FIREmethod and that it performs
on par with state-of-the-art (non-interpretable) MTR methods.

INDEX TERMS Multi-target regression, rule learning, ensemble methods, structured outputs.

I. INTRODUCTION
Machine learning consists of several fields. One of them is
the highly researched supervised learning, where the goal is
to produce a model, that is able to take a previously unseen
data example and predict the variable of interest, i.e., the
target variable. The type of the target variable determines
the machine learning task at hand. If the target variable is of
numeric data type, the task is called regression. If the target
variable is of discrete type, the task at hand is classification.

Problems, where we are only interested in predicting one
target value, are very common. However, many problems
exist, where we are interested in predicting more than one
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variable, i.e., the outputs are complex, compared to sim-
ple single value prediction scenarios. In recent years, many
machine learning methods have been developed which can
generate predictive models for simultaneously predicting
several target values, i.e., for structured output prediction
(SOP). Examples of SOP tasks include: multi-target regres-
sion (MTR), multi-label classification (MLC), time series
prediction, etc. Machine learning tasks where the predicted
value is a single value (numeric or discrete) are special cases
of SOP tasks.

This work considers the task of MTR – predicting mul-
tiple continuous variables. Many real-life problems can be
formulated as a MTR task, e.g., predicting the production of
secondary metabolites in fungi [20] (life sciences), learning
habitat models for a variety of species, predicting forest
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properties and conditions, water quality prediction [10], [25]
(ecology), modeling power consumption within a space-
craft [8], [32] (space operations), etc.

The main difference between SOP and single-target tasks
is how the output space is exploited during model learning.
The simplest way of handling many target attributes is to
learn a model for each target attribute separately. Methods
solving the MTR task in such a way are called local as they
only see one target. This is a valid approach but has two
main disadvantages. First, when the output space is of a high
dimension (i.e., contains many target attributes), learning one
model for each target attribute consumes a lot of resources.
The second disadvantage is that the target attributes can be
related in some way. Learning them separately prevents the
potential exploitation of relations between them. In contrast,
global methods build models that simultaneously predict all
targets, taking into account all the target variables and their
relations while building the models.

Decision rules and decision trees are among the most inter-
pretable model types. With the rise of black-box models (e.g.,
deep neural networks), data scientists are facing a hard to
overcome obstacle when they are tasked with explaining the
predictions made by such models. There have been attempts
to explain such models by providing descriptions of other-
wise non-interpretable internal structures [39]. The ability
to adequately explain the predictions helps with user accep-
tance (e.g., in medicine) and also conforms to legislation
regarding fairness, equal opportunities, privacy, etc. Learning
rule-based predictive models can be considered as a natural
choice, when the end result should be a transparent model
with interpretable predictions.

We propose a rule-learning method for the task of MTR,
called Fitted Rule Ensembles with RandomOutput Selections
(FIRE-ROS). The method extends the existing rule-learning
method FIRE and learns an ensemble of predictive clustering
trees (PCTs) with random output selections (ROS). The indi-
vidual trees in the ensemble are transformed into a set of can-
didate rules which is optimized to find the best-performing
subset of rules by changing the weights of individual rules.

In contrast to a preliminary presentation of our
approach [7], where proof of principle is given on a single
dataset, we perform an empirical evaluation over a variety
of benchmark datasets. We systematically determine whether
the integration of ROS tree ensembles with FIRE can improve
the predictive performance of the learned models. We sum-
marize the main contributions of this work as follows:
• An extension of a rule-learning approach for address-
ing the MTR task that selects random subsets of target
attributes to generate candidate rules focused on those
specific target attributes.

• An empirical evaluation of the proposed method on
16 benchmark datasets, where three different approaches
are used to generate candidate rules. The evaluation
provides a performance assessment of the original
and proposed rule-based method as well as individual
multi-target regression trees and predictive clustering

rules (competing methods). The analysis also includes
parameter setting recommendations for the proposed
method.

• Rule ensembles that can contain rules that only give
partial predictions and a method to learn them.

• A comparison of the proposed method with state-of-the-
art and other interpretable MTR methods.

The remainder of this article is organized as follows.
Section II outlines the task definition and related work.
Section III presents the proposed method FIRE-ROS that
uses tree ensembles and the ROS extension. Section IV pro-
vides details about the experimental design and evaluation,
the results of which are presented and discussed in Section V.
Finally, we conclude the article and provide directions for
further work.

II. BACKGROUND AND RELATED WORK
We first formally describe the machine learning task of
MTR [27]. Given:

• An input spaceX , with tuples of dimension d , containing
values of primitive data types, i.e., ∀xi ∈ X , xi =
(xi1 , xi2 , . . . , xid ),

• An output (target) space Y , with tuples of dimen-
sion t , containing real values, i.e., ∀yi ∈ Y , yi =
(yi1 , yi2 , . . . , yit ), where yik ∈ R and 1 ≤ k ≤ t

• A set of examples S, where each example is a pair of
tuples from the input and the output space, i.e., S =
{(xi, yi)|xi ∈ X , yi ∈ Y , 1 ≤ i ≤ N } and N is the number
of examples in S (N = |S|),

• A quality criterion c, which rewards models with high
predictive accuracy and low complexity.

Find: A function f : X → Y such that f maximizes c.
In this article, the function f is represented by an ensemble
of multi-target regression rules.

The work presented here is related to several areas: rule
learning for MTR, ensemble learning and output space
decomposition. A general overview of MTR methods groups
them into problem transformation methods and algorithm
adaptation methods [5]. Several publications exist, where
authors proposemethods that cannot be categorized as strictly
problem transformation or algorithm adaptation methods
[22], [29], [35]–[37]. The method proposed in this article is
one of those in-between methods. Here, we will focus only
on methods that are most closely related to our work. For
a more comprehensive list of related work, please refer to
Borchani et al. [5].
We begin with rule learning methods. To the best of

our knowledge, there are three known rule learning meth-
ods for MTR: two for batch learning and one for learning
from data streams. For batch learning, predictive cluster-
ing rules (PCRs) [38] are learned by using the well known
sequential covering approach, extended to multiple outputs.
Fitted rule ensembles (FIRE) [1] learn rules by first learn-
ing an ensemble of generalized decision trees, transcribing
them to weighted decision rules and then optimizing their
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weights in order to select the best subset. The streaming
method [12] adapts the currently learned rules to the changes
in the data stream. If the algorithm determines, that it is
no longer beneficial to learn all target attributes simultane-
ously, it splits the current rule into two rules where each of
them learns a separate subset of the originally learned target
variables.

Next, we will take a look at ensemble methods and dis-
cuss output space decompositions along the way, because
they are used mainly with ensemble methods. The proposed
method internally uses ensembles of generalizedmulti-output
decision trees called Predictive Clustering Trees (PCTs), bag-
ging and random forests of PCTs [27] as well as extremely
randomized PCTs [24].

Several output space transformation methods exist, but
they mainly focus on the task of MLC. Joly et al. [22]
randomly generate a projection matrix which is then used to
project the original values of output variables to a new vector
space. The user can specify the desired output space dimen-
sion (usually substantially smaller than the original output
space dimension). They refer to the Johnson-Lindenstrauss
lemma to justify the fact that the projection matrix can
have a smaller horizontal dimension than the original out-
put space. If the output space projection matrix satisfies the
lemma, the variance computations in the projected space will
be ε-approximations of the variance in the original output
space. Variance calculations are made in the projected space
while the predictions are made directly in the original output
space, removing the need for a decoding step. They use
multi-output regression trees to calculate the variances in
the projected space and then apply a threshold to obtain
predictions for labels (i.e., MLC setting). No MTR results
are reported. The same authors propose a gradient boosting
method [21] for MTR that uses the said random projections
of the output space to automatically adapt to the output
correlation structure. In contrast, Breskvar et al. [6] propose
random output selections (ROS) for ensembles of PCTs for
MTR. RAkEL (Random k-labelsets) [37] is one of the most
well-known ensemble methods for MLC. The main idea of
RAkEL is to create an ensemble-like wrapper method that
can use existing (single-target) classification algorithms as
base learners. RAkEL transforms a multi-label classification
problem into many single-target multi-class classification
problems. An ensemble is constructed by providing a small
random subset of k labels (organized as a label powerset)
to each base learner. Finally, RLC (Random Linear Com-
binations) [36] solves the MTR task with a transformation
of the output space by generating many new target vari-
ables as random linear combinations of the original target
variables (the number of original target variables to be used
in the linear combinations is defined by the user). Then,
an arbitrarily selected multi-target algorithm is trained to
predict the new target variables. In the last stage of this
algorithm, the predicted target values are translated back
to the original target space by inverting the random linear
transformation.

III. FITTED RULE ENSEMBLES FOR MTR WITH RANDOM
OUTPUT SELECTIONS (FIRE-ROS)
In this section, we propose Fitted rule ensembles with ran-
dom output selections for multi-target regression – FIRE-
ROS. The proposed method extends the existing MTR rule
learning system FIRE [1] by integrating the ROS [6], [7] tree
ensemble extension. Ultimately, we generate rule-basedMTR
models that contain decision rules obtained with the ROS
extension. The resulting rules may make predictions only for
a subset of target attributes. ROS was first implemented with
ensembles of PCTs andwas shown to improve their predictive
performance. The proposed approach aims to improve the
predictive performance of the FIRE method for MTR.

The rest of this section is divided into several parts.
Because FIRE uses ensembles of MTR trees, we will first
describe how such ensembles are learned and how they are
extended with ROS. Next, we will explain the FIRE method
in greater detail. Finally, we will describe the integration of
FIRE and ROS tree ensembles, which constitutes the pro-
posed method.

A. TREE ENSEMBLES FOR MULTI-TARGET
REGRESSION WITH ROS
In our work, we use the global approach to learning an ensem-
ble of MTR decision trees. In particular, we use ensembles of
predictive clustering trees (PCTs). PCTswere first introduced
as an implementation of the predictive clustering paradigm,
combining supervised and unsupervised learning [3]. This
approach has been used as a starting point for numerous
applications and methods [1], [4], [6], [7], [27], [28], [34],
[38]. All mentioned approaches, including the one proposed
in this article, are implemented in the CLUS software package
available at http://source.ijs.si/ktclus/clus-public.

1) PREDICTIVE CLUSTERING TREES (PCTs)
PCTs are a generalization of decision trees towards structured
output prediction. Thus, learning a single PCT follows the
standard top-down induction (TDI) algorithm. In contrast to
standard decision trees, where the task is to model only one
target attribute, PCTs can model multiple target attributes.

IR = Impurity(S)−
∑

Si∈P
|Si|
|S|

Impurity(Si) (1)

Impurity(S) =
1
|At |

∑
a∈At

Vara(S) (2)

Vara(S) =
1
|S|

|S|∑
i=1

(ai − a)2 (3)

The candidate splits are evaluated greedily, by calculating
the impurity reduction heuristic (1), where S denotes a set
of data examples before the split condition is applied and P
denotes a collection of disjunct sets of data examples after
the candidate split is applied (i.e., a partition). We calculate
impurity (2) as the arithmetic mean of the variances (3) of
individual target attributes (At ), where Vara(S) represents the
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variance of the attribute a in dataset S, ai represents the value
of the attribute a in the ith data example of dataset S, and
a represents the mean value of attribute a in the dataset S.
The candidate condition that reduces the impurity of its child
nodes the most, is selected. When the TDI algorithm cannot
find any more suitable splits, it creates leaf nodes (terminal
nodes of the decision tree). Note, that the impurity reduction
heuristic values are calculated by taking into account all target
attributes. Finally, for each leaf node, a prototype function is
generated based on the data instances that have reached that
node.

At prediction time, the above-mentioned prototype func-
tion is used to calculate the predictions. In this article, we use
a very simple prototype function that predicts a constant value
for each target attribute. The values are calculated (during
learning) as the arithmetic mean of each target attribute,
based on the training data instances. All other (root and inter-
mediate) nodes contain tests that are used to navigate data
instances through the tree structure towards the leaf nodes,
where predictions are calculated.

Predictive clustering trees [3] generalize the notion of deci-
sion trees, which was originally used to denote classification
trees. Besides (single-target) prediction, PCTs allow also for
multi-target prediction (classification and regression), as well
as clustering. PCTs distinguish between descriptive attributes
(that appear in tests in the tree), target attributes (for which
predictions appear in tree leaves) and clustering attributes (for
which the variance and variance reduction are used in tree
construction). PCTs can be used in an unsupervised manner,
where descriptive and clustering attributes coincide and there
are no target attributes; in a semi-supervised manner, where
clustering attributes include both the target and the descriptive
attributes; as well as in fully supervised multi-target predic-
tion (where clustering and target attributes coincide). It is
the latter paradigm (of multi-target prediction) that has been
adopted for recent decision tree implementations, such as the
one in scikit-learn,1 which however are still more specific
than PCTs, while clearly being more general than the original
meaning of the term decision tree.

The TDI algorithm is slightly modified when using ROS.
The ROS extension forces the TDI algorithm to calculate the
impurity reduction heuristic values on a subset of the target
attributes. The actual subset of target attributes is selected
by the ROS-extended ensemble-building algorithm. A more
detailed explanation is in the following section.

2) ENSEMBLES OF PREDICTIVE CLUSTERING TREES
An ensemble is a set of base (predictive) models that we con-
struct to lift the predictive performance over that of individual
base models. We use three ensemble construction methods
(bagging, random forests and extremely randomized trees)
that have been extended to structured output prediction [24],
[27] and later with random output selections (ROS) [6]. The

1https://scikit-learn.org/

base models used by the mentioned ensemble methods are
PCTs.

Standard ensembles of PCTs contain trees that are learned
from (and can later be used to predict) all target attributes.
ROS ensembles change this by learning individual PCTs
in the ensemble using different subsets of target attributes.
Target subsets are selected uniformly at random before the
induction of each PCT. The manipulation of the input space
remains the same as with the standard ensemble algorithms.

In general, ensemble models make predictions by aggre-
gating the predictions of individual base models. One of the
most common aggregation mechanisms in regression tasks is
to average the predictions ŷi = 1

N

∑N
tree=1 y

tree
i , where i rep-

resents the i-th target attribute andN represents the number of
PCTs in the ensemble. This is how standard PCT ensembles
make predictions.With ROS ensembles, one can make (i) full
predictions, where each PCT predicts all target attributes or
(ii) partial predictions, where each PCT predicts only those
target attributes, that were used during its learning. Note, that
the first option is not the same as using the original ensembles,
because ROS always learns individual PCTs using a subset
of target attributes in the search heuristic, regardless of how
predictions are made. PCTs can be forced to make predictions
for all target attributes even if the tree was learned only from
a subset of them. This is possible because the TDI procedure
can see the values of all target attributes when generating
the prototype function, as opposed to the impurity reduction
heuristic calculation, where only a subset of target attributes
is used.

B. FITTED RULE ENSEMBLES FOR MTR (FIRE)
The final rule ensemble model takes the form given by (4).
The model consists of three parts:

1) The vector avg that provides predictions for all target
attributes (each component represents a target). The
value of an individual component is defined as the
arithmetic mean of the values of the corresponding
target attribute from the original training dataset.

2) K weighted decision rules ri(x) that trigger only when
their conditions are fulfilled. Weights are denoted with
the symbol w. The weight wi belongs to the rule ri.

3) Optional simple linear functions (linear terms) – one
term for each pair of numeric predictive and tar-
get attributes. For example, for the Soil resilience
dataset [9], FIRE and FIRE-ROSwould have generated
56 linear terms (7 continuous predictive attributes mul-
tiplied by 8 target attributes).

f (x) = w0avg+
K∑
i=1

wiri(x)+
T∑
t=1

D∑
d=1

w(t,d)x(t,d)︸ ︷︷ ︸
optional

(4)

Each linear term x(t,d) influences the overall prediction of
the ensemble by introducing a linear model that applies only
to target t and uses the value of predictive attribute d . For
example, if we are predicting 5 targets, the linear term x(3,1)
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would be of the form (0, 0, x1, 0, 0), where x1 is the value of
the first predictive attribute of the instance.

The method Fitted rule ensembles for MTR (FIRE) learns
MTR rules in two steps. First, it generates a large pool of
candidate rules by learning a random forest ensemble of
PCTs, which are then converted to MTR rules. Then, each
rule is assigned an initial weight of zero and the algorithm
optimizes the weights to get a model with a good predictive
performance [16]. This approach assumes that the set of gen-
erated candidate decision rules contains enough good rules
that will end up in the final model. If the set of candidate rules
does not contain good rules, weight optimization will most
likely produce amodel with poor predictive performance. The
success of this method is therefore dependent on the quality
of the generated candidate rules.

The candidate rules are obtained by decomposing every
PCT into as many rules as there are leaf nodes in it. Rules
take the following form:

IF condition THEN prediction.

The condition part of a decision rule is constructed by
taking the conditions in the test nodes along the path
from the root node of the tree to the last non-leaf
node and using them to form a logical conjunction, e.g.,
condition1 ∧ condition2 ∧ . . . ∧ conditionn. The leaf
node holds the prototype function, which is copied verbatim
into the prediction part of the decision rule, i.e., prediction =
[pt1 , pt2 , . . . , ptn ], where pti is the prediction for the i-th target
attribute.

A gradient directed optimization approach is used to
minimize the single-target (ST) squared loss, defined as
LST(f (x), y) = 1

2 (f (x) − y)2, where f (x) and y correspond
to predicted and true values respectively. Aho et al. [1] adapt
the loss function to a multi-target (MT) setting. The appropri-
ate convex multi-target loss function (5) corresponds to the
average loss over all target attributes (T ).

LMT(f (x), y) =
1
T

T∑
t=1

LST(ft (x), yt ) (5)

FIRE and FIRE-ROS do not learn rules directly, but rather
use rules that were obtained from the tree ensemble. When
building standard tree ensembles, the trees are allowed to
grow until only one data instance is left in a leaf node. This
generates deep decision trees and consequently results in long
rules, i.e., rules with many conditions. The obvious downside
of this is that all rules are very specific, i.e., they apply to a
very small number of data instances and are complicated to
understand. Moreover, no short rules are generated to model
higher-level concepts.

It is because of this, that Friedman and Popescu [16]
propose to vary the maximal depth of decision trees within
the ensemble. Rules obtained from such an ensemble can be
short, long or somewhere in between. The depth of individual
trees is determined in a randomized fashion. The number of
leaf nodes t is determined for each PCT in the ensemble with

a random variable: t = 2 + bγ c, where γ is drawn from an
exponential distribution with probability

Pr(γ ) =
e−γ /(L−2)

L − 2
,

where L is the average number of leaf nodes in all PCTs.
The depth of a PCT can now be computed as d = dlog2(t)e,
assuming the root node is at depth 0. L is a parameter of the
algorithm.

C. INTEGRATING FIRE AND ROS
In this section, we describe the two required steps to integrate
ROS tree ensembles with the FIRE rule learning system.

The first step pertains to how the candidate rules are gen-
erated. We swap the original random forests of PCTs with
the ROS-generated ensembles and convert them to candidate
rules. At this point, FIRE-ROS is capable of producing two
types of rules: fully-predicting and partially-predicting.
The first are those that give predictions for all target attributes
and can be found in models generated with FIRE or FIRE-
ROS. The latter are rules that only predict a subset of target
attributes and can only be generated with FIRE-ROS.

The second step is more involved as it requires low-level
modifications of how the algorithm calculates gradients dur-
ing the gradient directed optimization. In particular, we have
to modify the covariance calculations to take into account the
fact that not all rules give predictions for all target attributes.
FIRE calculates three types of covariances: (i) between pre-
dictions of two rules, (ii) between a prediction of a rule and
a prediction of a linear term, and (iii) between predictions of
two linear terms. Please refer to [1] for more details on how
this is done.

To implement FIRE-ROS, modifications are required
only within the first two calculations and should only
be applied when partially-predicting rules are used. When
fully-predicting rules are used, the optimization is technically
equal for both FIRE and FIRE-ROS.

As in the original FIREmethod, we also calculate the aver-
age covariance between two rules by averaging covariances
of individual targets. However, in contrast to the original cal-
culation, where all targets are predicted by all rules, we iterate
over the target attributes and check whether both rules give
a prediction for a specific target attribute. If they do not,
we omit such predictions from the covariance calculation.
When calculating the average covariance, we average only
over the target attributes that were predicted by both rules,
i.e., we use the number of joint target attributes |Rr1 ∩ Rr2 |,
where Rx represents the set of target attributes considered by
rule x. If the two rules have a completely disjoint set of target
attributes, the returned covariance is zero – the predictions of
the two rules do not interfere with each other because they
do not address the same target attributes. A similar approach
is taken when calculating the covariance between a decision
rule and a linear term. Each linear term affects only one target
attribute. If the rule does not give a prediction for that target,
the covariance is zero. Otherwise, the covariance calculation
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FIGURE 1. The figure depicts the process of training a FIRE-ROS model of multi-target regression (MTR) rules with random output
selections (ROS) on a dataset with 4 numeric target attributes. A dataset with predictive attributes (p1, p2, . . . , pn) and target attributes
(t1, . . . , t4) is used to generate a set of candidate rules. The candidate set is generated by learning an ensemble of m predictive clustering
trees (PCTs) with ROS. For each PCT in the ensemble, a subset of target attributes is provided to the TDI algorithm. Then, each trained PCT
is decomposed into MTR rules. Depending on the user-selected prediction strategy, candidate rules can either be fully-predicting (predict
values for all 4 target attributes), partially-predicting (predict values only for those target attributes that are in the ROS subspace) or
mixed (both; two candidate rules are created). Before the weight optimization, average prediction vector and (optional) linear terms are
generated and given initial weights. The weights of candidate rules (and linear terms) are then optimized to select the best performing set
of decision rules.

is averaged over all predicted target attributes. This approach
is the same for fully and partially-predicting rules.

D. GENERATING CANDIDATE RULES WITHIN FIRE-ROS
The integration of ROS tree ensembles with FIRE makes
it possible to learn partially-predicting rules. Such rules
are more target-specific and can potentially be more easily
explained or understood by a domain expert. However, FIRE-
ROS does not impose whether fully or partially-predicting
rules should be used as candidates. Instead, this choice is left
to the user.

With FIRE-ROS, the user has the option to generate
candidate rules in three ways: (i) only fully-predicting
rules or(ii) only partially-predicting rules or (iii) fully
and partially-predicting rules. Our initial experiments show,
that using only partially-predicting candidate rules results
in models with poor predictive performance. However,
giving the optimization procedure the ability to select
partially-predicting rules without forcing it into doing so,
resulted in an increase in predictive power. This would, ide-
ally, guide the optimization towards a rule set that contains
fully-predicting decision rules which globally cover the target
space and partially-predicting rules that make local correc-
tions for specific target attributes. Figure 1 depicts the overall
process of training FIRE-ROS models.

The FIRE and FIRE-ROS approaches allow for a different
kind of candidate rule generating methods. When no other
sources of candidate rules are available, tree ensembles can

be used to create an abundant and diverse set of candidate
rules. FIRE and FIRE-ROS both use this approach by default.
However, tree ensembles do not need to be the (only) source
of candidate rules. It is possible to consider rules obtained
from other rule learning approaches. It would also be possible
to include explicit domain knowledge in the form of decision
rules. While FIRE is capable of using only fully-predicting
rules, with the introduction of FIRE-ROS, this limitation is
removed and the candidate decision rules do not need to
predict all target variables. This makes FIRE-ROS less strict
than FIRE, regardingwhat kind of candidate rules can be used
to generate an optimized rule ensemble.

IV. EXPERIMENTAL DESIGN
To evaluate the performance of FIRE-ROS ensembles,
we perform experiments on various benchmark datasets. This
section presents: (i) the experimental questions addressed, (ii)
the evaluation measures used, (iii) the benchmark datasets
and (vi) the experimental setup (including the parameter
instantiations for the methods used in the experiments).

A. EXPERIMENTAL QUESTIONS
In our experiments, we construct rule-based models by using
ensembles of PCTs to populate the initial pool of candidate
rules. The goal of this work is to establish whether output
space selections (ROS) affect the resulting predictive models
and how. We investigate the generated models in terms of
their predictive performance. We focus on (i) the predictive
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performance of the proposed models as compared to that of
the models produced by the original approach (FIRE) and
(ii) comparison to other MTR methods. In addition to predic-
tive performance, we also take interest in the interpretabil-
ity of the resulting models. Rule-based models are human-
readable, which is why the models and their predictions can
be interpreted and understood. The experiments and their
evaluation have been designed with the following research
questions in mind:

1) What is the best value for the ROS output space size
to be used with FIRE-ROS ensembles? Are there any
differences between the three ensemble methods used
with FIRE-ROS? Are there any differences between
FIRE-ROS and PCT ensembles with ROS?

2) Does the use of partially-predicting rules improve the
predictive performance of FIRE-ROS?

3) How do FIRE-ROS ensembles compare to the original
FIRE ensembles in terms of predictive performance?

4) How do FIRE-ROS models compare to state-of-the-art
MTR methods in terms of predictive performance?

5) How does the interpretability influence the predictive
power of FIRE-ROS models?

B. EVALUATION MEASURES
In order to understand the effects of using ROS within FIRE,
we first need to evaluate the models induced with the FIRE
approach. Empirical evaluation is commonly used in machine
learning.We assess the performance of a givenmodel in terms
of evaluation measures. Below, we describe the measures
used for assessing predictive power and interpretability used
in this article.

The predictive performance of a MTR model is assessed
by using the average relative root mean squared error
(aRRMSE), which averages the relative root mean squared
errors (RRMSE) of individual target variables. RRMSE is
a relative performance measure, comparing the performance
of a model at hand against that of a baseline model which
always predicts the arithmetic mean of all values of a given
target in the learning set. Specifically, the value yi in (6)
is the prediction of the baseline model for the i-th target
variable, while the value ŷ(e)i represents the predicted value
of the model under evaluation for the i-th target variable
of example e. The values y(e)i denote the true target values.
Lower aRRMSE values are better.

aRRMSE =
1
t

t∑
i=1

RRMSEi

=
1
t

t∑
i=1

√√√√∑Ntest
e=1 (y

(e)
i − ŷ

(e)
i )2∑Ntest

e=1 (y
(e)
i − yi)

2
(6)

We also monitor howmuch our models overfit the training
data by calculating their relative decrease of performance
on the testing data w.r.t. that on the training data. Smaller
values for the overfitting score are better (less overfitting).

We calculate the overfitting score as

OS =
aRRMSEtest− aRRMSEtrain

aRRMSEtrain
, (7)

where the train and test subscripts denote aRRMSE calcu-
lated on train and test sets respectively.

The interpretability of a model is measured in terms of
its model size. Specifically, we measure the number of rules
and the number of linear terms for rule-based models. For
tree-based models, size is measured by the total number of
leaf nodes in the tree model. In both cases, smaller values are
better. We do not consider the other model types, used in this
article, interpretable.

C. DATA DESCRIPTION
To evaluate the proposed method, we use 16 benchmark
datasets that contain multiple continuous target attributes and
are mainly from the domain of ecological modeling. Table 1
shows the main characteristics of the considered datasets.
In order to have as a general evaluation as possible, we use
datasets of different sizes in terms of the number of instances,
number of predictive and number of target attributes. Detailed
descriptions of the datasets are available in the respective
references.

TABLE 1. Properties of the Considered MTR Datasets With Multiple
Continuous Targets: Number of Examples (N), Number of Predictive
Attributes (discrete/continuous, d/c), Number of Target Attributes (t)

D. EXPERIMENTAL SETUP
We designed the experimental setup to answer the experi-
mental questions posed in Section IV-A. Below, we outline
the procedures for statistical analysis of the results. Then,
we describe all parameter settings of the FIRE-ROS method.
Finally, we describe parameter settings for the competing
methods, against which we compare FIRE-ROS.

We estimate the predictive performance of the con-
sidered methods by using 10-fold cross-validation. To pro-
duce comparable results, all methods are given same folds
to learn models. For statistical evaluation of the obtained
results, we follow the recommendations of Demšar [11].
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The Friedman test [17], with the correction by Iman and
Davenport [19], is used to determine statistical significance.
To detect statistically significant differences, we calculate
the critical distances (CD) by applying two post-hoc statis-
tical tests [13], [31]. Both post-hoc tests compute a critical
distance between the ranks of considered algorithms. The
difference is that the Nemenyi post-hoc test compares the
relative performance of all considered methods (all vs. all),
whereas the Bonferroni-Dunn post-hoc test compares the
performance of a single method to the other methods (one vs.
all). The results of these tests are presented with average rank
diagrams [11], where methods connected with a line have
results that are not significantly different. All statistical tests
were conducted at the significance level α = 0.05. The lower
the average rank, the better the performance. A CD is drawn
with a dotted blue line when the Bonferroni-Dunn post-hoc
test is used. Otherwise, when the Nemenyi post-hoc test is
used, a CD is drawn with a solid red line.

Here, we describe the FIRE-ROS parameters. We use three
types of ensembles for FIRE-ROS: bagging and random
forests of PCTs and ensembles of Extra-PCTs. All ensem-
bles consist of 100 PCTs or Extra-PCTs. Random forests
and Extra-PCT ensembles use a sampling of the predictive
attribute space. The former use

√
|D| and the latter |D| of the

predictive attributes (D) when searching for the best split in
a given node. These values are recommended by the authors
of the two ensemble methods. Random forests and bagging
ensembles use bootstrap replication, whereas ensembles of
Extra-PCTs do not (recommended by the authors). The orig-
inal FIRE algorithm uses only the standard random forest
ensembles of PCTs (without the ROS extension).

FIRE-ROSmodels are generated with four different values
for the output space size: v ∈ {1/4, 1/2, 3/4,Random}.
When subspace size is selected at random, ROS ensem-
bles use a different subspace size for every PCT in the
ensemble. All tree ensembles, used to generate candidate
rules, are allowed to grow to the average depth of 3 (L).
For FIRE-ROS, we generate fully-predicting (F) or mixed
(M) candidate rules. The former set consists only of rules that
always predict all target attributes. The latter also contains
partially-predicting rules, which give predictions for only a
subset of target attributes. FIRE and FIRE-ROS both use
linear terms. We compare FIRE-ROS with several competing
MTR methods, as described below.

Predictive clustering rules (PCRs) were generated with
the default parameters. We trained unordered rules using the
multiplicative variant of the search heuristic. Coveringweight
was set to 0.1 with the covering weight threshold of 0.1. The
maximal number of rules was set to 1000. Target attributes
weight was set to 1.0.

When learning single multi-target regression trees
(MTRTs), F-test pruning was applied. The threshold for the
test was determined by using 3-fold internal cross-validation.

Random projections Random forests (RP-RF) (avail-
able at https://github.com/arjoly/random-output-trees) use
m = log |T | components in the projected output space

where T is the set of target attributes. Also, Rademacher ran-
dom projections were used for output space transformations.
We used k = |D| randomly chosen input features to calculate
splits. The minimal number of allowed instances in a leaf
node was set to 1.

The Random Linear Combinations (RLC) algorithm
(available at http://mulan.sourceforge.net) was parametrized
to use gradient boosting with 4-terminal node regression
tree as the base regressor with a learning rate of 0.1 and
100 boosting iterations. The number of targets that participate
in the random linear combinations was set to k = 2.

Ensembles of Extra-PCTs with ROS (ET-ROS) use
100 trees with k = |D| randomly chosen input features to
select splits. ROS was initialized with a subspace size of 3/4
and subspace averaging. These are the best-performing PCT
ensembles with ROS [6].

V. RESULTS AND DISCUSSION
In this section, we present the results of experimental evalu-
ation of the performance of FIRE-ROS and the competing
methods. Results are presented in terms of predictive per-
formance (aRRMSE, overfitting score) and interpretability
(model sizes). We begin our presentation of results with an
example FIRE-ROS model learned on the PPMI dataset [30].
Then, we present experimental results regarding FIRE-ROS
variants with different output space sizes and ensemble meth-
ods for generating candidate rules. Next, we compare models
induced with FIRE-ROS to the models induced by the state-
of-the-art MTR methods. We also examine how FIRE-ROS
models overfit and address the interpretability of FIRE-ROS
models. The section concludes with a summary of the results.

A. AN EXAMPLE FIRE-ROS MODEL
The example FIRE-ROS model, a part of which is shown
in Table 2, was induced on data collected within the Parkin-
son’s ProgressionMarkers Initiative (PPMI). The dataset con-
tains the volumes of brain regions of interest (ROIs) defined
from the patients’ fMRIs, DaT (dopamine transporter) scans,
and motor assessment scores (MDS-UPDRS). The time inter-
val between the date of scoring and the date of fMRI scans is
smaller than 6 months. The task is to predict the 35 scores
of the motor impairment assessments from the extracted ROI
and DaT scan features [30].

Table 2 shows the first 10 of 30 rules contained in the
FIRE-ROS model, ordered by their weights. The average
rule always predicts all target attributes. This rule is needed
to make sure that the model will always give a prediction,
e.g., when none of the other rules are triggered. The rules,
numbered from 1 to 10, can be fully-predicting (rule 5) or
partially-predicting (all remaining rules). The NP symbol
is an abbreviation for ‘‘not predicted’’. Rules with higher
weights contribute more to the overall prediction. When a
prediction is to be made for a data instance, one or several
rules can trigger. In those cases, the model is additive. The
weighted predictions, given by the individual rules, will be
added to the prediction of the average rule. Regardless of
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TABLE 2. An Excerpt From a FIRE-ROS Model Induced on the PPMI Dataset. We Show the Average Prediction and the First 10 Rules (the Model Consists
of 30 Rules in Total). Rule no. 5 is Fully-Predicting While the Other Rules are Partially-Predicting. The NP Symbol is an Abbreviation for ‘‘Not Predicted’’.
Rules With the NP Symbol at a Given Position in the Target Value Tuple Do Not Predict the Corresponding Target Attribute. The PPMI Dataset has 35 Target
Attributes. We Only Show the Values of Eight Target Attributes for Each Rule as well as the Average Prediction

which rules (if any) are triggered, FIRE-ROS models always
give predictions for all target attributes.

There is a clear advantage of using rule-based models
in contrast to black-box models. One can analyze how the
models make their predictions by examining rule conditions,
as well as understand the importance of any given rule by
observing its weight. If the discovered rules are too gen-
eral/specific one can increase/decrease the average depth of
PCTs in the ensemble used to generate candidate rules and
thus influence the number of conditions in the resulting rules.

B. FIRE-ROS PARAMETER SELECTION
In this section, we analyze the predictive performances
of different FIRE-ROS variants. The average rank dia-
grams in Fig. 2 depict the average predictive perfor-
mance of models learned by using different variants
of FIRE-ROS. We use three different ensemble meth-
ods to generate the candidate rules and we analyze each
of them separately. We have also experimented with
two types of candidate rule sets: with fully-predicting
(F) rules and with mixed-predictivity (M) rules (containing
both fully-predicting and partially-predicting rules). Finally,
we use different subspace sizes with ROS.

We can immediately see that, on average, models induced
with mixed candidate rules perform worse than those induced

with only fully-predicting rules (Fig. 2). With mixed can-
didate rules, varying the ROS subspace size (i.e., Random)
consistently performs the worst (Fig. 2a, 2b, 2c). Gener-
ally, across all three ensemble methods, mixed rules models
(M) perform better when larger ROS subspaces are used.
In contrast, fully-predicting variants (F) perform best when
the subspace size is smaller. In particular, subspace size 1/4
seems to give the best results. Based on the average rank
diagrams in Fig. 2, we recommend using FIRE-ROS with
fully-predicting candidate rules generated from ROS tree
ensembles with an output space size of 1/4.

Table 3 shows how many times a particular FIRE-ROS
variant outperformed all others. Fully-predicting rules with
output space size of 1/4 have won 27 times. The same output
space size with mixed candidate rules never performed best.
For larger subspace sizes (1/2, 3/4), the win frequency of
fully-predicting rules is on par with mixed rules. Clearly,
there are datasets, where models induced with mixed candi-
date rules perform better. In those cases, the output space size
is, for the most part, equal for all three ensemble methods.

C. SIZE RESTRICTIONS ON FIRE-ROS MODELS
In order to make FIRE-ROS models even more interpretable,
we have carried out additional experiments, where we restrict
the number of rules in a FIRE-ROS model. We have induced
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M. Breskvar, S. Džeroski: MTR Rules With Random Output Selections

FIGURE 2. Average rank diagrams comparing the predictive performance of the different FIRE-ROS models in terms of aRRMSE. Lower ranks are better.
Bag, RF and ET denote the use of bagging, random forests and extra tree ensembles to generate candidate rules, respectively. M and F stand for mixed
and fully-predicting candidate rules respectively. The labels 0.25, 0.5, 0.75 and Random denote various output space sizes. In our experiments, the best
performance of the proposed method is, on average, achieved with fully-predicting rules originating from ROS ensembles that use 1/4 of the target
attributes (0.25 denotes 25 % of all target attributes), regardless of the ensemble method used.

TABLE 3. Summary of Wins for Ensemble Methods (Columns) and ROS
Subspace Sizes (Rows). Each Cell Shows Counts of How Many Times a
Specific Variant of FIRE-ROS Outperformed Other Variants. The Numbers
to the Left and Right of the ‘/’ Separator Denote Fully-Predicting (F) and
Mixed (M) Candidate Rule Sets Respectively. In Total, We Have 48 Data
Points (16 for Each Considered Ensemble Method–Dataset Pair). For
Example, for FIRE-ROS With Bagging, Best Performance is Achieved With
Subspace Size 1/4 and Fully-Predicting Rules in 10 of 16 Datasets

rule sets with a maximal number of 30, 50 and 100 rules.
The results are expected and show that models with more
rules have better predictive power, which is also in line with
the findings of Aho et al. [1]. Moreover, models containing
only fully-predicting rules always outperform models with
included partially-predicting rules.

We also investigated whether the recommended ROS sub-
space size remains the same as with the full rule ensembles.
The best performing subspace size for random forests and
Extra-PCTs is 1/4 for all three reduced rule set sizes, which is
the same as with the full size rule ensembles. A small change
was observed with bagging, where Random became the best
choice, when restricting the rule set size to 30 or 50 rules.

D. COMPARISON TO EXISTING METHODS
In order to put FIRE-ROS in the broader context of
MTR methods, we compare its best variant (we use the

FIGURE 3. Average rank diagram comparing aRRMSE performance of
FIRE-ROS with that of competing methods. Lower ranks are better. The
proposed approach performs best in the group of interpretable methods.
The non-interpretable state-of-the-art MTR methods outperform all
interpretable models.

recommended parameter settings) to other MTR methods.
Fig. 3 shows the obtained results by means of an average rank
diagram. The parameters settings for all the used methods are
explained in detail in Section IV-D.

FIRE-ROS outperforms PCRs with a statistically
significant difference in performance and MTRTs and FIRE
(without a statistically significant difference). All state-of-
the-art MTR methods (ET-ROS, RP-RF, RLC) outperform
all interpretable models. The differences between state-of-
the-art MTR methods and FIRE-ROS are not statistically
significant. Please refer to Table 4 for details.

E. OVERFITTING
Fig. 4 compares the overfitting scores of interpretable
models of different sizes. Smaller models overfit less,
which is an expected result. The size-restricted FIRE
and FIRE-ROS models are clearly the best-performing
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TABLE 4. Predictive Performance (aRRMSE) for FIRE-ROS (first column) and Competing Methods. Lower Values are Better. Bolded Values Denote the Best
Performamce in the Group of Interpretable Methods. The Underlined Numbers Denote the Best Performance Method Overall

FIGURE 4. Average rank diagram comparing the overfitting score of
FIRE-ROS models with those of FIRE, PCRs and MTRTs. Lower ranks are
better.

(least overfitting), with difference among them being
insignificant.
MTRT models overfit significantly more than the size-
restricted rules. If we ignore the size-restricted models,
PCR models are least overfitted. The proposed FIRE-
ROS models overfit comparably to the models generated
with FIRE.

F. INTERPRETABILITY
We compare the model sizes of the interpretable mod-
els generated with the following methods: PCRs, MTRTs,
FIRE and FIRE-ROS (with the recommended settings from
Section V-B). The results show, that the smallest models
are produced by PCRs and MTRTs which, however, do not
have high predictive power. FIRE and FIRE-ROS generate
statistically significantly larger models. We also compare the
predictive power of smaller FIRE-ROS models (30, 50 and
100 rules) to that of MTRTs and PCRs.

Figure 5 shows that FIRE-ROS models achieve the best
predictive performance while maintaining a small number
of rules in the ensemble. FIRE-ROS models with 50 and
100 rules perform significantly better than PCRs. FIRE-ROS
models with 100 rules (on average) outperform MTRTs, but
without statistically significant differences.

FIGURE 5. Average rank diagram comparing the predictive performance
of smaller FIRE-ROS models to PCRs and MTRTs in terms of aRRMSE.
Lower ranks are better.

G. SUMMARY OF THE RESULTS
We summarize the main findings of the experimental work
presented in the article by answering the experimental ques-
tions posed in Section IV-A. leftmargin=1.5em

1) What is the best value for the ROS output space
size to be used with FIRE-ROS ensembles? Are
there any differences between the three ensemble
methods used with FIRE-ROS? Are there any dif-
ferences between FIRE-ROS and PCT ensembles
with ROS? The recommended subspace size for the
proposedmethod is 1/4with fully-predicting rules. Out
of the three considered ensemble methods, random for-
est ensembles perform best within FIRE-ROS, but the
differences in performance to bagging and Extra-PCTs
are not statistically significant. Some datasets benefit
from using mixed candidate rules with larger subspace
sizes, i.e., 1/2, 3/4. These results differ from what has
been observed with tree ensembles with ROS in [6],
where ensembles of Extra-PCTs with ROS subspace
size of 3/4 perform best.

2) Does the use of partially-predicting rules improve
the predictive performance of FIRE-ROS? On aver-
age, the best performing rule ensembles use only
fully-predicting rules. However, our experiments show,
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that ensembles with partially-predicting rules are ben-
eficial for some problems, as they lead to better predic-
tive performance.

3) How do FIRE-ROS ensembles compare to the orig-
inal FIRE ensembles in terms of predictive per-
formance? In terms of predictive performance, the
proposed FIRE-ROS ensembles perform better than the
original FIRE ensembles, but the differences are not
significant.

4) How do FIRE-ROSmodels compare to state-of-the-
art MTR methods in terms of predictive perfor-
mance? All state-of-the-art MTR methods outperform
all interpretable models. FIRE-ROS is outperformed
without statistically significant differences. FIRE-ROS
performs significantly better than PCRs, MTRTs and
the original FIRE method.

5) How does the interpretability influence the predic-
tive power of FIRE-ROS models? In our experi-
ments, the most interpretable models are MTRTs and
PCRs. Both FIRE and FIRE-ROS generate statistically
significantly larger models. When we limit the size
of the proposed ensembles, FIRE-ROS models with
100 rules, on average, exhibit the best predictive perfor-
mance (without statistically significant differences in
performance). PCRs are outperformed by MTRTs and
FIRE-ROSmodels, mostly with statistically significant
differences.

VI. CONCLUSION
We have addressed the task of multi-target regression (MTR),
where the goal is to learn predictive models that give predic-
tions for several continuous values simultaneously. We have
proposed FIRE-ROS – an extension of the rule learning
method FIRE forMTR.We learn rules by inducing an ensem-
ble of predictive clustering trees (PCTs) with random output
selections (ROS) and decomposing it into a set of candidate
rules. Each rule is assigned aweight. Later, a gradient directed
optimization procedure is used to find rule weights that result
in a model with the best predictive performance.

Random output selections (ROS) is an ensemble extension,
where individual base models of the ensemble are learned
to predict the complete target space by considering subsets
of it during learning. FIRE-ROS integrates ROS ensembles
of PCTs as a replacement for the previously used ensem-
bles of standard PCTs within FIRE. The induced rule sets can
now also contain rules which give predictions for a subset of
the target attributes (partially-predicting rules).

We performed an experimental evaluation, where we used
three ROS-enhanced ensemble methods (bagging and ran-
dom forests of PCTs, ensembles of Extra-PCTs) to generate
sets of candidate rules for FIRE-ROS. Model performance
was evaluated on several benchmark datasets of varying sizes
in terms of the number of examples, the number of predictive
attributes and the number of target attributes.

Our results suggest, that FIRE-ROS models can outper-
form FIRE models, as well as other competing methods

that generate interpretable models, namely predictive cluster-
ing rules (PCRs) and multi-target regression trees (MTRTs).
The best-performing FIRE-ROS variant uses fully-predicting
rules generated with a ROS-enhanced random forest ensem-
ble of PCTs with an output space size of 1/4. We have also
provided a comparison with state-of-the-art MTR methods,
where we show that they, to no surprise, outperform the
proposed approach, but without statistically significant dif-
ferences. This is a common occurrence, stemming from the
trade-off between interpretability and predictive power.

A major concern when learning predictive models is over-
fitting. In our analysis, we monitored overfitting by cal-
culating the overfitting score for the interpretable models.
The results show that the proposed FIRE-ROS models over-
fit comparably to their original FIRE counterparts and less
than multi-target regression trees. We also note that the
size-restricted models are the least overfitted.

Future work is planned along several directions. A con-
cern of the current approach is the computational complexity
of the optimization procedure. A faster optimization method
needs to be used. Along this line, a heuristic can be used
to discard similar rules according to their prediction vec-
tors [38]. We believe that this reduction of the number of
candidate rules will shrink the search space without degrad-
ing the final rule model performance. Moreover, we plan
to define the loss function in such a way, that the usage of
mixed candidate rules will not deteriorate overall predictive
performance but rather eliminate interfering candidate rules.
The first step towards this would be to introduce the concept
of target importances. There are use cases, where not all
targets are equally important. We plan on introducing weights
into our multi-target loss function to guide the optimization
towards more important targets. Next, we have made over-
all recommendations for the ROS parameters, based on the
average rank diagrams. However, the best performing param-
eters seem to be domain-specific. A meta-learning approach
that would select the parameters prior to learning would
likely yield better results. We would also like to transfer
the proposed method to the semi-supervised setting by using
ensembles of semi-supervised PCTs [28] to generate candi-
date rules. Finally, we would like to extend this approach to
other structured output prediction tasks, such as (hierarchical)
MLC.
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