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ABSTRACT Extended belief rule-based (EBRB) system has a better ability to model complex problems
than belief rule-based (BRB) system. However, the storage of rules in EBRB system is out of order, which
leads to the low efficiency of rule retrieval during the reasoning process. Therefore, to improve the efficiency
of rule retrieval, this study introduces K-means clustering tree algorithm into the construction of rule base,
then proposes a multi-layer weighted reasoning approach based on K-means clustering tree. The proposed
approach seeks out a path on the tree during the rule retrieval process, and then figures out several reasoning
results according to the nodes on the path. These results are weighted and aggregated to obtain the final
conclusion of the system, thus ensure both the efficiency of reasoning and the sufficient utilization of
information. In addition, the differential evolution (DE) algorithm is used to train the parameters of EBRB
system in this study. Several experiments are conducted on commonly used classification datasets from UCI,
and the results are compared with some existing works of EBRB system and conventional machine learning
methods. The comparison results illustrate that the proposed method can make an obvious improvement in
the performance of EBRB system.

INDEX TERMS Extended belief rule-based system, K-means clustering tree, differential evolutionary.

I. INTRODUCTION
In order to effectively handle the uncertain quantita-
tive and qualitative information and model a complex
decision-making problem, Professor Yang et al. put forward
a belief rule-based (BRB) system [1], which is based on D-S
evidence theory [2], [3], fuzzy theory [4], decision theory [5]
and IF-THEN rule base [6]. The BRB system has aroused
widespread concern [7]–[9] and has been well applied in
many fields, such as regional railway safety assessment [10],
bridge risk assessment [11] and sensor network health
assessment [12].

On this basis, Liu et al. [13] embedded the belief distri-
bution to the antecedent term of rules and then proposed
the extended belief rule-based (EBRB) system. The EBRB
system uses a data-driven method to construct the rule base
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and performs better at handling various types of uncertainty
information contained in the antecedent term of the rules.
And it is more simple and efficient without the loss of deci-
sion accuracy, which has attracted many studies in recent
years [14]–[16].

Regarding the handling of large amount rules existing in
the rule base, Yang et al. [17] proposed a method based on
data envelopment analysis, and Yu et al. [18] introduced the
80/20 principle. Both of the two methods can greatly reduce
the number of rules in the rule base. However, the reduction
of rules also causes a loss of information. Regarding the struc-
ture of rule base, Lin et al. [19] introduced the VP and MVP
tree, and Yang and Fu [20] introduced the BK tree to assign
an index of each rule. Yang et al. [21] combined BK tree and
KD tree to construct a multi-attribute search framework. All
of them assign indexes for rules by introducing tree struc-
tures to achieve a better efficiency of rule retrieval. However,
the nodes in VP tree are split according to the midpoint,
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thus the dataset with bad data distribution may be harmful
to the result of classification, and KD tree and BK tree will
degenerate in high dimensions. Regarding the parameter in
EBRB system, Yang et al. [22] proposed a new activation
weight calculation method and parameter training method
based on sensitivity analysis. Zhang et al. [23] reduced the
number of rules by clustering algorithm and then used the
Active-set method to train the parameters in EBRB system.

Regardless of their shortages, the studies mentioned above
to some extend make certain contributions to various aspects
of EBRB system. The effectiveness and efficiency of infor-
mation utilization and reasoning can still be further discussed
and improved. In addition, since the parameters in EBRB
system have a great influence on the composition of rule base,
it is necessary to be adjusted adaptively to face different appli-
cations. Therefore, this paper proposes a method to optimize
the rule base structure and reasoning ability of EBRB system.
The major contributions include:

1) It is innovatively proposed to combine the K-means
clustering tree with the EBRB system to construct a
new structure of rule base to achieve the efficient rule
retrieval in reasoning.

2) A multi-layer weighted reasoning approach is pro-
posed. The approach figures out several reasoning
results according to the nodes on the tree, and these
results are weighted and aggregated to obtain the final
conclusion of the system. Both the efficiency of rea-
soning and the sufficient utilization of information are
preserved.

3) The differential evolution (DE) algorithm is introduced
for parameter training to improve the applicable abil-
ity of the system. And then the EBRB system based
on multi-layer weighted K-means clustering tree and
differential evolution algorithm (MKTDE-EBRB) is
proposed.

4) The performance of MKTDE-EBRB proposed in
this paper is analyzed through several experiments
conducted on UCI datasets [24], and the results are
compared with some existing works of EBRB and con-
ventional machine learning methods, which proves the
superiority of MKTDE-EBRB.

The remain components of this paper are organized as
follows: Section II introduces the construction and reasoning
process of EBRB system and comes up with the challenges;
Section III introduces the construction and reasoning method
ofMKTDE-EBRB proposed in this paper, and then illustrates
the operation procedure of the system; Section IV provides
the analysis of experiments; finally, Section V concludes the
paper.

II. OVERVIEW OF EBRB SYSTEM
A. REPRESENTATION OF EBRB
EBRB system is derived from BRB system, it is designed to
better transform the fuzzy, uncertain, and conflict information
in datasets into belief rules. The EBRB system not only

embeds belief distribution in the consequent term of rules
like the BRB system, but also embeds belief distribution in
the antecedent term. Generally, an extended belief rule is
represented as:

Rk : IF X1 is {(Ak1,j, α
k
1,j), j = 1, . . . , J1} ∧ . . . ∧

XT is {(AkT ,j, α
k
T ,j), j = 1, . . . , JT }

THEN D is {(Dn, βkn ), n = 1, . . . ,N }

with rule weight θk
and attribute weigths {δk1 , . . . , δ

k
T }

s.t.
N∑
j=1

βkj ≤ 1,
Ji∑
j=1

αki,j ≤ 1, ∀i ∈ {1, . . . ,T } (1)

where k is the index of rule. Xi denotes the ith antecedent
attribute, and αki,j is the belief degree to which the ith
antecedent attribute is evaluated to be the jth referential
value Aki,j. Ji denotes the number of referential values of
the ith antecedent attribute, and T denotes the number of
antecedent attributes in the rule. The consequent term of the
rule {(Dn, βkn ), n = 1, . . . ,N } is the belief distribution of
decision attribute D, and βkn denotes the belief degree to
which D is evaluated to be the nth referential value Dn.
If
∑N

j=1 β
k
j = 1, the kth rule is called complete. Otherwise

the rule is incomplete, and the value of βkj needs to be
modified using (2):

β
k
j = β

k
j

Tk∑
t=1

(
τ (t, k)

Jt∑
i=1
αt,i

)
Tk∑
j=1
τ (t, k)

, (2)

where,

τ (t, k) =

{
1 At ∈ Rk , t = 1, . . . ,Tk
0 otherwise

B. CONSTRUCTION OF EBRB
At present, the most extensive construction method of EBRB
is the data-driven method, which can directly transform sam-
ples into rules. The main steps are as follows:

Step 1: Determine the utility values and attribute weights
for the antecedent attributes. In order to convert various
types of information to rules, the parameters in EBRB sys-
tem need to be determined, usually, by expert knowledge.
These parameters including but not limit to the utility val-
ues of the antecedent attribute {u(Ai,j), i = 1, . . . ,T , j =
1, . . . , Ji}, the utility values of the consequent attribute
{u(Di), i = 1, . . . ,N } and the weights of the antecedent
attributes {δ(Ai), i = 1, . . . ,T }.
Step 2: The belief distribution of the ith antecedent

attribute is obtained using the utility-based transformation
method [25]. Assume that the value of the kth data input is
xk,i, then the belief distribution of the antecedent attribute is
obtained by equations (3-5):

S(Xk,i) = {(Ai,j, αki,j), j = 1, . . . , Ji} (3)
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αki,j =
u(Ai,j+1)− xk,i
u(Ai,j+1)− u(Ai,j)

, u(Ai,j) ≤ xk,i ≤ u(Ai,j+1)

(4)

αki,j+1 = 1− αki,j
αki,t = 0, t = 1, . . . , Ji and t 6= j, j+ 1 (5)

Similarly, the belief distribution of the consequent attribute
is as follows:

S(y) = {(Dn, βkn ), n = 1, . . . ,N } (6)

C. REASONING OF EBRB
After the generation of rules, the reasoning process will oper-
ate.

Step 1: Transform the input data into belief distribution
like the extended belief rule according to the method in
Section II-B.

Step 2: Calculate the activation weight for each rule in the
rule base. The distance between the input data and the ith
rule is calculated by Euclidean distance. Where αki,j is the
antecedent attribute of the rule, and αi,j is the utility value
of the antecedent attribute of the input data:

dki =

√√√√√ J∑
j=1

(αi,j − αki,j)
2

2
(7)

Then, the individual matching degree between the input
data and the kth rule is obtained by (8):

Ski = 1− dki (8)

The activation weight of kth rule is calculated by (9):

wk =

θk

Tk∏
i=1

(Ski )
δi

L∑
l=1

[
θl

Tl∏
i=1

(S li )
δi

] , δi =
δi

max
i=1,2,...,Tk

{δi}
(9)

Among them, 0 ≤ wk ≤ 1(k = 1, 2, . . . ,L),
L∑
i=1

wi = 1.

If wk = 0, then that rule is not activated.
Step 3: The rules whose activation weight is greater than

0 are aggregated by the ER algorithm (10-11) to obtain the
belief distribution of reasoning:

β̂j =

µ× [
L∏
k=1

(ωkβkj + 1− ωk
N∑
n=1

βkn )]

1− µ× [
L∏
k=1

(1− ωk )]

−

L∏
k=1

(1− ωk
N∑
n=1

βkn )

1− µ× [
L∏
k=1

(1− ωk )]

(10)

where µ is the utility value of the reasoning result, calculated
as follows:

µ = [
N∑
j=1

L∏
k=1

(ωkβkj + 1− ωk
N∑
n=1

βkn )

− (N − 1)
L∏
k=1

(1− ωk
N∑
n=1

βkn )]
−1 (11)

Step 4: Convert the obtained belief distribution into the
reasoning result. For regression problems, use the following
formula to calculate the numerical output of system:

f (x) =
N∑
i=1

µ(Di)β̂i (12)

where µ(Di) is the utility value of referential value Di. β̂i is
the belief degree of reasoning result Di.

For classification problems, the final conclusion is deter-
mined by:

f (x) = Di, i = argmax
i=1,...,N

β̂i (13)

D. CHALLENGE OF EBRB
Although EBRB system effectively solves the challenge of
‘‘combination explosion’’ in BRB system and has a reason-
able information utilization, it still has something that can be
improved:

1) The out-of-order storage of rules in EBRB system.
Since the storage of rules in EBRB system is out of
order, when calculating the set of activation rules, each
rule with an activation weight that greater than 0 will
be counted. However, the rule with lower activation
weights has lower relevance to the input data, and
have poor reference to the reasoning results, which will
decline the efficiency and effectiveness of reasoning.

2) The parameters in EBRB system have a great impact on
reasoning ability. The parameters in the conventional
EBRB, including the referential values and weights
of antecedent attributes, the referential values of deci-
sion attributes, are given by expert knowledge. These
parameters will be introduced into the rule base dur-
ing the construction, thus the subjectivity of expert
experience will be introduced, which will decline the
applicability and reasoning ability of system.

To overcome these challenges, this paper combines the
conventional EBRB system with K-means clustering tree.
The rules are clustered by K-means algorithm, and then the
clusters are recursively split to construct the tree structure of
rule base, which helps to achieve the fast retrieval of relevant
rules in the reasoning process. Then the multi-layer weighted
reasoning approach is proposed to improve the accuracy of
result and avoid the loss of information. Finally, the DE algo-
rithm is used to train the parameters in the proposed EBRB
system to improve the application and reasoning ability.
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FIGURE 1. Construction of K-means clustering tree.

III. MKTDE-EBRB SYSTEM
This section introduces the proposed MKTDE-EBRB, and
then the optimization of parameter training in the system.

A. CONSTRUCTION OF K-MEANS CLUSTERING TREE
Clustering algorithm [26] is an important method in the field
of unsupervised learning. It has been widely used in various
classification problems due to its simplicity and efficiency.
After clustering, the similarity of data within the same cluster
will be as large as possible, while the similarity between
different clusters will be as small as possible. Clustering tree
algorithm generates each node of the tree by introducing
clustering algorithm into the tree structure, which aims at
higher independence between nodes of the tree and higher
correlation of the data within a node. Therefore, the result
of classification can be determined by the node where the
sample is located.

Clustering tree algorithm applied in this paper is proposed
by Fukunaga and Narendra [27], which is based on the classi-
cal efficient K-means clusteringmethod. It has achieved good
results in many fields [26], [28], [29]. Figure 1 shows the
construction process of clustering tree, in which the circles
represent leaf nodes and rectangles represent the non-leaf
nodes.

The essence of this method is to recursively split each
parent node into two child nodes by clustering the samples
in the parent node into two clusters. For any two nodes M
and N in the tree, if node M is the ancestor of node N , then
node N is called to be nested in node M . For the case of
Figure 1, Qji represents the ith child node of the jth layer of
the clustering tree and the nested sequence of clustering tree
can be represented as:

T (Q0
1,Q

0
2(Q

1
1,Q

1
2),Q

0
3,Q

0
4) (14)

B. CONSTRUCTION OF MKTDE-EBRB SYSTEM
This paper introduces clustering tree algorithm to construct
a tree-structure rule base and assign an index for each node

of rule cluster. The procedure of rule base construction is
illustrated as follows:

Step 1: Generate extended belief rules according to the
dataset using the method mentioned in Section II-A and the
set of rules is represented as {R1,R2, . . . ,RK }.

For example, Assuming a dataset consists of two
antecedent attributes A1 and A2, each of them has four refer-
ential values uji(i = 1, 2, j = 1, . . . , 4). The decision attribute
of the dataset has three referential values ukD(k = 1, 2, 3). The
detail of referential values is shown as follows:

A1 = {u11(0), u
2
1(1), u

3
1(2), u

4
1(3)}

A2 = {u12(0), u
2
2(1), u

3
2(2), u

4
2(3)}

D = {u1D(0), u
2
D(1), u

3
D(2)} (15)

Suppose the current input is X = (A1(2.7),A2(1.5),D(0)),
then a rule is generated with the belief distribution as follows:

R : IF A1 is {α11(0), α
2
1(0), α

3
1(0.3), α

4
1(0.7)}

A2 is {α11(0), α
2
1(0.5), α

3
1(0.5), α

4
1(0)}

THEN D is {β1(1), β2(0), β3(0)} (16)

It can be seen that if the information of rules is stored
in such a way, then a large number of values in the belief
distribution will be 0, which results in a huge waste of mem-
ory. Therefore, this article introduces the array compression
method proposed by Yang et al. [21], where zki represents the
value obtained by compressing the belief distribution array of
the ith antecedent attribute of the kth rule:

zki =
Ji∑
j=1

(αki,jui,j)+
(ui,1 + ui,Ji )

2
(1−

Ji∑
j=1

αki,j) (17)

Step 2: The construction of clustering tree begins with a
root node that contains all generated rules. For the splitting
of a node, the rules in the node will be clustered using the
2-means clustering algorithm, and the generated clusters will
be allocated to the two child nodes. As it is shown in (18),
the algorithm calculates the distance between the kth rule and
the center of the Pi cluster. The algorithm will run iteratively
until both cluster centers no longer change, thus the two split
clusters are determined.

disPik =

√√√√√ T∑
t=1

(zPit − z
k
t )2 +

N∑
j=1

(βPij − β
k
j )

2 (18)

Conventional clustering methods use a random algorithm
to initialize cluster centers. However, the choice of the ini-
tial cluster center will have a greater impact on the results.
In order to obtain better clustering results, this paper uses
the farthest vertex pair approach to initialize the two cluster
centers.

As shown in Figure 2, point A is chosen randomly in the
dataset. Then point B which is farthest from point A is found,
point C which is farthest from point B is found. Then the
obtained point B and point C compose one of the farthest
vertex pairs in the dataset. Initiating the cluster center using
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FIGURE 2. The farthest pair of points.

Algorithm 1 Construction of MKTDE-EBRB
Input: ruleSet(rule set), LeafMaxNum(the maximum

number of rules a leaf node can hold)
Output: MKTDE-EBRB
if |ruleSet| < LeafMaxNum then

generate leaf node with rule in ruleSet
else

generate node with rule in ruleSet;
clusters = use 2-means clustering the ruleSet
foreach cluster in clusters do

recuriverly apply the Algorithm 1 with the
ruleSet in cluster

the farthest vertex pair method can ensure the two obtained
clusters have the largest difference, thus achieve a better
clustering result.

Step 3: The splitting of leaf nodes will conduct recursively
according to the algorithm in Step 2 until the size of the
cluster in the leaf node reaches the termination condition. The
pseudo code of the algorithm is shown as Algorithm 1.

C. REASONING OF MKTDE-EBRB SYSTEM
The tree structure of rule base for EBRB system can improve
the retrieval efficiency of rules. However, the conventional
clustering tree reasoning approach is based on the correlation
between tree nodes and the input sample, which searches
recursively and top-down, and finally terminates at a leaf
node. Since only a few rules exist in leaf nodes, a lot of infor-
mation will lose during the reasoning. Therefore, the conven-
tional clustering tree reasoning approach is improved in this
paper.

Firstly, the improved algorithm will search until the leaf
node as the conventional algorithm does, and meanwhile,
record the path from the root node to the final leaf node.
Then the reasoning process begins with the found leaf node
and runs iteratively. In each iteration, a reasoning result is
calculated according to the rules in the cluster of the current
node, and then the algorithm moves to the parent node of the
current node through the recorded search path. The iteration
terminates until half of the nodes on the path are traversed,
i.e., the improved reasoning approach utilizes the information
existing in half of the nodes that have higher depth on the
search path. After the iteration, several reasoning results will
be calculated. It is obvious that the rules in the node which is
closer to the leaf node are more relevant to the input sample.

FIGURE 3. MKTDE-EBRB construction and reasoning flow chart.

Therefore, the reasoning results derived from those nodes
will be weighted according to their depth and then aggre-
gated to obtain the final conclusion, so-called the multi-layer
weighted reasoning approach. The result derived from a node
with higher depth will have a higher weight. The flow of the
algorithm is shown in Figure 3:
Step 1: Transform the input sample into a belief distribu-

tion using the method mentioned in Section II-A.
Step 2: Using (19), the distance between the input

sample and the center of the cluster in the two child
nodes are calculated respectively, and then the child node
with the higher relevance, i.e., the smaller distance, is
selected.

disPix =

√√√√ T∑
t=1

(zPit − z
x
t )2 (19)

Step 3: Recursively perform Step 2 until the leaf node, and
record the search path.

Step 4: Reasoning and backtrack from the found leaf node
iteratively until half of the nodes on the path are traversed.
Formally, suppose the found leaf node is node l, the iteration
will terminate at node v that depthv =

depthl
2 + 1. The reason-

ing result in each result is calculated according to the rules in
the cluster of the current node using the method mentioned
in Section II-C. Assuming T reasoning results are calculated,
let Res0 represents the result derived from the leaf node, and
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Algorithm 2 Reasoning of MKTDE-EBRB
Input: testSet(test rule set),MKTDE − EBRB(clustering

tree of EBRB)
Output: Resout
path = EBRB.Query(test.x)
n = path.length

2
Resout = []
foreach (node, index) in path do

if index <= n then
Restmp = EBRB.predict(node.list , test.x)
if index == n then

k = 1
2index

else
k = 1

2(index+1)

Resout + = k × Restmp

return Resout

ResT−1 represents the result derived from node v, then all the
reasoning results compose a set {Res0,Res1, . . . ,ResT−1}.
Step 5: The reasoning results calculated in Step 4 are

weighted and aggregated using (20) to obtain the final con-
clusion Resout . Notice that the operator+ between reasoning
results in the remainder of this section represents the opera-
tion of aggregation, but not the addition of number.

Resout =
T−1∑
i=0

(
1
2
)i+1Resi + (

1
2
)TResT−1 (20)

The pseudo code of the weighted reasoning part is as
follows:

Assuming that the height of the tree is Len = 8, the rea-
soning output of the system is:

Resout =
1
2
Res0 +

1
4
Res1 +

1
8
Res2 +

1
8
Res3

D. PARAMETER TRAINING BASED ON DIFFERENTIAL
EVOLUTION ALGORITHM
Differential evolution (DE) algorithm [30], [31] is an adaptive
optimization algorithm based on swarm intelligence theory.
In essence, it is a multi-objective optimization algorithm,
which is often used to solve the global optimization problem
in multi-dimensional space. The basic idea of it comes from
the genetic algorithm.

DE algorithm adopts real number coding for individuals
in the population, successively conducts mutation, crossover,
and selection operation for individuals in the population.
First, three individuals in the population are randomly chosen
as interference individuals for ‘‘mutation’’ which denotes
the process of calculating the mutated individuals using the
mutation formula. Then through the ‘‘selection’’, the mutated
individuals and the original individuals are mixed to compose
experimental individuals. Finally, the experimental individu-
als and the original individuals are brought into the objective
function to calculate the optimal solution, and the obtained
results will be put into the population as new individuals.

With the simple mutation operation based on difference
and the ‘‘one-to-one’’ competitive survival strategy, DE algo-
rithm reduces the complexity of evolutionary computing
operation. It has been widely applied in many fields of opti-
mizations and proved to be more efficient than many other
optimization algorithms [32]–[34].

For the conventional EBRB system, parameters such as the
utility value of antecedent attributes {u(Ai,j), j = 1, . . . Ji},
the utility value of decision attribute {u(Di), i = 1, . . . ,N }
and the weights of antecedent attributes {δ(Ai), i = 1, . . . ,T }
are usually given by the knowledge or experience of experts.
These parameters have a greater impact on the reasoning
ability of system, it will be less applicability and hard to
be adjusted if they are subjectively determined by experts.
Yang et al. [22] tried to initialize these parameters through
sensitivity analysis. In this paper, DE algorithm will be
applied in the optimization of parameters to improve the
reasoning ability of EBRB system.

Above all, the initialization of parameter optimization
meets the conditions listed as follows:

0 < δi < 1, i = 1, 2, . . . ,T (21)

u(Ai,j) ≤ u(Ai,j+1), i = 1, . . . ,T , j = 1, . . . , Ji (22)

u(Ai,1) = lbi (23)

u(Ai,Ji ) = ubi (24)

u(D1) = lb (25)

u(DN ) = ub (26)

where δi represents weight of antecedent attribute. u repre-
sents utility value of antecedent attribute or decision attribute.
lbi and ubi represent the lower bound and upper bound of the
utility value of ith antecedent attribute, respectively. lb and
ub represent the lower bound and upper bound of the utility
value of decision attribute, respectively.

The objective function for the optimization is given as
follows:

maxAccuracy({δi, u(Ai,j), u(Di)}) =

K∑
k=1

Accuracyk

K
(27)

where Accuracyk is the accuracy rate of the correct classi-
fication of the kth rule. If the classification is correct, then
Accuracyk = 1, otherwise Accuracyk = 0. Figure 4 shows
the flow of parameter training in MKTDE-EBRB.

Step 1: Initialize the population randomly. Suppose there
are N individuals X in population P in the gth generation,
and each individual is a single-dimensional vector with k
parameters, then the population is represented as follows:

P(X , g) = Xgi , i = 1, . . . ,N (28)

Each individual xi in the population can be expressed as
follows:

Xgi = {x
g
i,k , k = 1, . . . ,K }

= {δ
g
i , u(Ai,j)

g
i , u(Di)

g
i } (29)
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FIGURE 4. MKTDE-EBRB parameter training flow chart.

The genes appear in the individual vector are the utility
value of antecedent attribute, the utility value of decision
attribute, and the weight of antecedent attribute in EBRB
system, respectively. These parameters need to be optimized
according to the application scenery of system. The value
of each gene in the individual vector is randomly generated
according to the condition of (21) - (26). Suppose that the
lower bound is lbk and the upper bound is ubk of each
parameter, then:

xgi,k = lbk + random(0, 1)× (ubk − lbk ) (30)

According to the sample in Section III-B, the ith individual
of population P in the gth generation may get an individual
vector as follows:

X1
i = {0.8, 0.9, 0.2, 1.3, 1.9, 2.7, 0, 1.1, 2.3, 3, 0.5, 1.5, 2}

(31)

The first two genes are the weight of the two antecedent
attributes, respectively. The following eight are the utility
values of the two antecedent attributes, respectively. The last
three are the utility values of the decision attribute.

Step 2: Perform ‘‘mutation’’ operation on the individuals
of population. Suppose that individual Xgi is selected for
‘‘mutation’’ operation, then another three distinct individuals
Xgl , X

g
m and Xgn are randomly selected in the population, and

a new individual is obtained using (32):

V g
i = Xgl + F(X

g
m − X

g
n ), i 6= l 6= m 6= n (32)

where 1 = (Xgm − Xgn ) represents difference vector. F
represents scaling factor which is used to control the influence
of the difference vector.

Step 3: Cross-select the k genes in the mutated individual
V g
i and the original individual Xgi using (33) to obtain a new

individual:

Ug
i,k =

{
V g
i,k , randk (0, 1) ≤ Cr
Xgi,k , otherwise

(33)

In (33), randk (k = 1, . . . ,K ) represents the random num-
ber generated by the kth gene between 0 and 1, which is used
to ensure that at least one gene of Ug

i,k in the cross-selecting
operation comes from the gene generated by the mutation
operation. Cr is the crossover operator used to enhance the
diversity of population.

Step 4: Use the newly generated individual and the original
individual to calculate the value of the objective function
separately, and then select the individual which causes a
smaller MAE to replace the original individual.

Xgnew =

{
Ug
i , MAE(Ug

i ) < MAE(Xgi )
Xgi , otherwise

(34)

Step 5: Process iteratively to the termination condition
to obtain the optimal individual which causes the smallest
MAE of the objective function. The parameters of the optimal
individual are regarded to be optimal.

IV. EXPERIMENT AND ANALYSIS
In order to verify the effectiveness of the proposed
method, several experiments are conducted to illustrate
the performance of MKTDE-EBRB. The first part of this
section describes the environment of experiment and the
detail of datasets. Then the reasoning performance of the
MKTDE-EBRB is analyzed, and then the improvement of
performance brought by clustering tree structure is further
studied to show its effectiveness. In the third part, the param-
eters of MKTDE-EBRB are analyzed, and the influence of
parameters on the reasoning ability of the system is studied.
Finally, the proposed MKTDE-EBRB optimization method
is compared with other existing works of EBRB and conven-
tional machine learning methods.

A. EXPERIMENTAL DATA AND ENVIRONMENT
The experimental environment of this paper is Intel R©CoreTM

i5-7300HQ CPU @ 2.50 GHz 8GB memory with Win-
dows 10 operating system; Algorithm platform is PyCharm
2020.1 and Excel; Using Python language to realize algo-
rithm and data visualization; Coding in Python 3.6 environ-
ment. The main metrics in the experiment as follow:

1) ACC (Accuracy): The average of the reasoning accu-
racy over all the testing data.

2) VRR (Visited rule rate): The ratio of the number of
rules involved in reasoning to all the rules in the rule
base.
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TABLE 1. Datasets statistics.

This section selected 8 common used classification dataset
from UCI for experiments. The detail of these datasets is
shown in Table 1. The reasoning results of experiments are
obtained by the average of 10-fold cross-validation. 5 referen-
tial values are arranged respectively for each attribute. For the
parameter training, the parameters of DE algorithm is set as
F = 0.8 and Cr = 0.9 in this paper. The number of iterations
is set as 100, and the number of individuals is set as 30.

B. PERFORMANCE ANALYSIS OF THE MULTI-LAYER
WEIGHTED CLUSTERING TREE
By introducing a clustering tree to index the rules, it avoids
the time waste of traversing all the rules during reasoning,
and realizes the fast search of approximate neighbors. Table 2
shows the retrieval situation of clustering tree under the
condition of five datasets. It can be seen that the accuracy
and retrieval efficiency of the five datasets have been sig-
nificantly improved compared with the Liu-EBRB. Among
them, the accuracy of Ecoli and pima increased by 1.68%
and 1.79%, and the accuracy of Yeast increased the most,
reaching 6.46%. The efficiency of retrieval is significant,
with an increase of more than 90%. Especially for the Yeast
dataset, the retrieval rate has increased by 99.71%.

In addition, further analysis shows that with the increase
of rule number, the retrieval efficiency is more efficient.
The main reason is that clustering can better realize data
classification. The larger the amount of data, the better the
classification effect. Then, by constructing the index of the
tree structure, the number of rules can be reduced exponen-
tially, the most relevant rules can be found, and the efficiency
of reasoning can be maximized.

In order to further study the reasoning performance of clus-
tering trees, Figure 5 shows the average reasoning accuracy of
each layer independently reasoning in the reasoning process
of Ecoli and Glass datasets respectively in the clustering tree
extended belief rule base.

It can be seen that as the depth of the clustering tree
increases, the accuracy of the reasoning maintains a gradual
upward trend, and after reaching a peak, it begins to flatten
or even decay. This phenomenon is mainly caused by the
fact that the earlier nodes contain more rules, which leads to
the introduction of more less relevant rules during reasoning.
Therefore, the weighting process only weights the reasoning

FIGURE 5. The accuracy of reasoning between Glass(a) and Ecoli(b) at
different depth.

FIGURE 6. The effect of parameters in Ecoli on accuracy.

results of the nodes that are half of the search path from
the leaf node to the root node. The reasoning results are
weighted to ensure that the rules involved in reasoning pro-
cess are highly relevant rules. As the search depth increases,
the data on the node gradually decreases. When the final
leaf node is reached, the number of rules in the leaf node
is less, which leads to the loss of reference information of
some related rules, thus affects the accuracy of the reasoning
results. Therefore, multi-layer weighted inference method
is introduced into clustering tree to realize the weighted
processing of the reasoning results of each node passing
through the search process to avoid the loss of effective
information.

It can be seen from Table 3 that the reasoning accuracy
can be significantly improved by the multi-layer weighted
reasoning approach. The reasoning accuracy of all datasets
has been improved by more than 1%, and the one on Glass
reaches 2.26%. The effectiveness of the proposed approach
is proved.

C. INFLUENCE OF PARAMETERS ON SYSTEM REASONING
To more intuitively show the impact of parameters on the
reasoning ability of EBRB system, this paper conduct exper-
iments on Ecoli and Seeds. In each experiment, only two
of the antecedent attribute weights are randomly selected
and to be adjusted respectively, while other parameters
remain unchanged. Then the experimental results are shown
in Figure 6 and Figure 7. The horizontal axis denotes the value
of the selected antecedent attribute weight, and the vertical
axis denotes the reasoning accuracy of the system.
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TABLE 2. Clustering Tree-EBRB retrieval performance.

TABLE 3. Accuracy of multi-layer weighted reasoning and non multi-layer
weighted reasoning.

FIGURE 7. The effect of parameters in Seeds on accuracy.

As the figures illustrate, different antecedent attribute
weight will cause different reasoning accuracy, but the change
of reasoning accuracy seems to be irregular. In Ecoli, the dif-
ference between the best accuracy and the worst accuracy
caused by the weight of Attribute 1 is 5%, and the difference
caused by the weight of Attribute 2 is larger, which reaches
7.5%. In Seeds, the two differences are 7% and 8%, respec-
tively.

Therefore, the optimization of parameters is necessary. The
DE algorithm is good at stochastic optimization and main-
tains convergence, which is able to generally achieve better
results for parameter training. Figure 8 shows the change
of reasoning accuracy after introducing the DE algorithm to
MKTDE-EBRB.

It can be seen that the reasoning accuracy of
MKTDE-EBRB is effectively improved as the iteration times
of the DE algorithm increasing, which with an increase of 4%

FIGURE 8. The accuracy of Ecoli(a) and Glass(b) changes with the
increase of the number of parameter training iterations.

and 5% on Glass and Ecoli, respectively. And both of them
are converging gradually.

D. COMPARISON OF DIFFERENT EBRB SYSTEM
IMPROVEMENT METHODS
To further demonstrate the improvement, this study com-
pares the performance of MKTDE-EBRB with some exist-
ing works of EBRB system, including Liu-EBRB [13],
VP-EBRB [19], KDT-EBRB [21], and D-EBRB [23].
Liu-EBRB is the conventional EBRB system proposed by
Liu et al. VP-EBRB is proposed by Lin et al., which intro-
duced the Vantage-Point (VP) tree structure to achieve an
efficient rule retrieval. KDT-EBRB is proposed byYang et al.,
which constructed the rule base by introducing the KD tree.
D-EBRB is proposed by Zhang et al., which based on rule
reduction and parameter training. The comparison results are
shown in Table 4:
It can be seen from Table 4 that MKTDE-EBRB pro-

posed in this paper has better reasoning accuracy than the
others methods in Ecoli, Iris, and Glass, which gains an
increase of 2.35%, 0.67% and 2.10% than the second-best
results, respectively. Although the reasoning accuracy is not
the best on the other datasets, MKTDE-EBRB still wins
the highest average rank. In the aspect of rule retrieval
efficiency, MKTDE-EBRB achieves a very good improve-
ment. Except for Transfusion, MKTDE-EBRB achieves
the best rule retrieval efficiency compared with the other
methods, which comprehensively shows that the method
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TABLE 4. Compare with other EBRB improvement methods.

TABLE 5. Comparison of accuracy with traditional machine learning
methods.

proposed in this paper successfully achieves a good reasoning
ability.

Both VP-EBRB and KDT-EBRB achieve the optimization
of system by constructing a tree structure. However, the VP
tree is divided by the vantage point. When some deviation
points occur in the dataset, the performance of the system
will be seriously influenced; The KD tree will lead to a
dimensional explosion problem on high-dimensional datasets
and make the time complexity of the system degrade to O(n),
which causes a lot of unnecessary search in high-dimensional
space and even be less efficient compared with the exhaustive
strategy. D-EBRB improves the efficiency of reasoning by

reducing the number of rules, which also causes a loss of
information.

MKTDE-EBRB introduces K-means clustering tree struc-
ture into the rule base and uses a multi-layer weighted reason-
ing approach. The clustering method can capture the features
of datasets and performances for the rule retrieval process of
EBRB. Custering tree structure also achieves the exponential
reduction of rules through tree nodes and can help to find
the relevant rules rapidly. The parameter optimization using
the DE algorithm also improves the reasoning and application
ability of MKTDE-EBRB.

This study also compares the proposed MKTDE-EBRB
with some conventional machine learning methods. The
performance is measured using reasoning accuracy. From
Table 5, it can be seen that MKTDE-EBRB obtains the
best accuracy on Ecoli, Glass, and Iris. The performance
of MKTDE-EBRB on Seeds are not the best, but also
ranked second. The optimization of MKTDE-EBRB effec-
tively enhances the competitiveness of EBRB system com-
pared with conventional machine learning methods.

V. CONCLUSION
In this paper, MKTDE-EBRB is proposed with the improve-
ment of rule base structure and the optimization of system
parameters, which aims at solving the problems of unordered
storage of rules in rule base and the impact of subjec-
tively determined parameters for EBRB system. K-means
clustering tree is introduced to construct the structure of
rule base, and a multi-layer weighted reasoning approach
is proposed to improve the reasoning ability of the system
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without compromising the sufficiency of information utiliza-
tion. And the parameters in the system are optimized using
the DE algorithm. The case studies and experimental results
demonstrate that the proposed MKTDE-EBRB is effective
and efficient compared with several existing works of EBRB
system and conventional machine learning methods.
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