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ABSTRACT In this manuscript, a control strategy for electric vehicles is developed to optimise the energy
consumption while respecting constraints associated with both inter-vehicle safety and comfort, which
is a challenge in typical optimal control solution methodologies. Firstly, the long-term optimal control
is developed using Pontryagin’s Maximum Principle (PMP). Thereafter, the obtained PMP solution is
used to bound the state space for a computationally tractable Dynamic Programming (DP) optimisation
to ensure the satisfaction of the safety constraints. While the acceleration subproblem solution is similar
to internal combustion engine vehicles (ICEVs), the combination of regenerative and hydraulic braking
significantly alters the nature of the optimal braking profile. Since a DP solution is not tractable for real-
time implementation of combined braking, a fast heuristic is developed, which achieves 98% of the optimal
energy recovery calculated by theDP in the simulated cases. Simulation results demonstrate that the proposed
strategy respects the acceleration and safety constraints while saving approximately 5% energy use without
significantly increasing travel time. Further simulations were conducted to evaluate the effect of driver
preferences on energy use. It was shown that a 9.5% reduction in energy use if the driver is willing to accept
a 10% speed reduction.

INDEX TERMS Electric vehicle, model predictive control, Pontryagin maximum principle, dynamic
programming.

I. INTRODUCTION
The transportation sector is responsible for 30% of global
emissions across the world [1]. Electric Vehicles (EVs) have
the potential to reduce the negative environmental impacts of
the transport sector (particularly if these vehicles are charged
using renewable energy). The market penetration of EVs has
increased 57% in the past decade and it is expected grow
rapidly until 2040 [2]. Yet, the main challenge with the uptake
of EVs is their reduced range compared to internal combus-
tion engine vehicles (ICEVs). While the range of EVs may
be extended through new technologies (e.g. vibration energy
harvesting) [3], driving style is also highly influential and can
be improved by ecological driving (eco-driving).

Eco-driving consists of guidelines and driving methods
based on rules of thumb, such as smooth deceleration,
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acceleration, and maintaining momentum to improve energy
efficiency [4], [5]. The main disadvantage with these guide-
lines is that they provide general advice and cannot rigorously
address the different EV dynamics and consider traffic con-
dition to achieve the optimal performance. This issue can be
overcome by defining eco-driving as an optimal control prob-
lem (OCP) where the vehicle dynamics and traffic conditions
are considered to minimise energy consumption [6]–[9].

Model predictive control (MPC) is the most common
approach to obtain energy efficient driving in dynamic traf-
fic conditions [10]–[13]. MPC solves an optimisation of
energy consumption within a short time horizon (e.g. 5 to
15 seconds) [12], [14]. In order to ensure the feasibility
and safety of optimised trajectories, the optimal control sub-
problems in the MPC approach should consider constraints,
including: i) physical constraints (e.g. range of torque, max-
imum braking force, maximum regenerative energy) and
ii) safety constraints (e.g. feasible acceleration, speed limits,
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fixed distance [12], relative distance [15], and time to colli-
sion [16] with the preceding vehicle). Several optimisation
techniques can be used to incorporate constraints when com-
puting the optimum velocity profile such as nonlinear pro-
gramming [15], dynamic programming [16], and Quadratic
programming [17]. An important challenge in MPC is the
consideration of constraints while ensuring a reasonable com-
putation time/load for online deployment. Indeed, constraints
are often ignored or weakened to achieve real-time solution
which can produce unrealistic or unsafe results.

The second challenge to implementing MPC algorithms
is to design a methodology that does not contain hard-to-
tune parameters. Most of the optimisation frameworks have
weighting factors to manage the trade-off between optimisa-
tion objectives such as travel time, energy consumption, and
inter-vehicle safety [6], [18]–[20]. Setting the values of these
weights is typically done by trial and error, and the weights
often lack an easily interpretable meaning for the driver. Such
an approach makes it difficult to guarantee safety in all con-
ditions, as all scenarios may not have been considered to tune
the weights. Therefore, it is concluded that there is a need for
a transparent definition of the weights so that the algorithm
can adapt to driver preference and current traffic conditions,
without potentially adversely affecting safety.

The third challenge in designing MPC is selecting the
horizon length, which should be as long as possible to obtain
near-optimal solutions [12], [14]. However, increasing the
length of the horizon increases the computational cost of the
MPC optimisation solver, which has an impact on the real-
time applicability of the MPC approach [21]. To increase
the prediction horizon and keep the computational cost low,
Han, et al. [12] proposed an MPC framework by solving
PMPwhere safety is introduced as a fixed gap. However, their
approach did not consider control bounds in the solution pro-
cedure and ignored the hydraulic brake input. While accurate
long-term predictions could alleviate the need for extreme
control sequences, changing traffic conditions make almost
impossible to obtain an accurate prediction, necessitating the
consideration of control constraints and hydraulic brakes to
provide feasible solutions.

One approach used to reduce the necessity of accurate
long-term traffic predictions is the use of a two-stage tech-
nique based on long-term optimisation and short-term adap-
tation. This method has been used for ICEVs, plug-in, and
hybrid EV [17], [22], [20]. The long-term optimisation refers
to optimising a long-horizon by assuming free-flow driving
to adapt the speed to the upcoming traffic and topographical
information of the road. The short-term adaptation refers
to the use of MPC with safety constraints [20], [23]. Most
of the existing research use numerical optimisers for long-
term optimisation, which typically have high computation
times. As a consequence, the reference trajectory can only
be computed once at the start of the journey and updated
occasionally, and thus the long-term velocity profile cannot
adapt to dynamic traffic conditions, which degrades the per-
formance of the MPC. Indeed, [16] and [24] show that if the

reference trajectory cannot be updated in real-time, the num-
ber of hydraulic braking events and unnecessary accelerations
is increased for the two-stage optimisation approach, and its
performance is degraded significantly. To update the refer-
ence trajectory when traffic changes abruptly, an analytical
solution with proper constraints is required (i.e. control con-
straints such as constraint on the torque and braking force).

Although there are studies addressing the analytical solu-
tion for EV longitudinal dynamics [7], [10], the vast major-
ity of studies have ignored friction brakes [12], [25], [26].
In Jia, et al. [27], the authors include friction brake by apply-
ing numerous simplifications to the optimisation problem
to provide a real-time solution, for instance by simplifying
the maximum regenerative braking regions. Efficient and
safe braking is achievable by considering maximum possible
regenerative braking, reducing hydraulic brake, and real-time
update of the long-term optimisation process.

This article aims to design a control strategy for EVs that
minimises the energy consumption while respecting typical
constraints associated with safety and comfort (TIV, TTC,
acceleration range and speed limit). Similar to existing work,
a two-stage optimisation approach is adopted from [6], [16]
However, unlike previous work, this study uses an analytical
solution for long-term optimisation to obtain real-time update
and satisfaction of control (i.e. acceleration and hydraulic
brake), with a short-term optimisation to consider inter-
vehicle safety. The first stage provides a real-time control-
constrained PMP solution for the long-term optimisation,
and the second stage is a computationally tractable MPC
framework with state-constraints to ensure the satisfaction
of the inter-vehicle safety criteria. The contributions of this
study are as follows:
• The use of an analytical solution for the optimisation of
the long-term reference trajectory, which enables real-
time updating of the reference trajectory rather than
simply using the pre-trip reference.

• Amethodology for near-optimum and real-time solution
of the energy minimal control in the presence of safety
and control constraints.

• Transparent inclusion of user preferences via a ‘‘prefer-
ence velocity’’, which is the speed that the driver prefers
when traffic and speed limits allow.

The remainder of the article is organized as follows. Section II
provides an overview of the two-stage methodology, and
Section III presents the EV model. Section IV describes the
optimisation of the long-term reference trajectory via PMP,
while Section V describes an MPC framework to adapt the
long-term trajectory to respect safety constraints. Section
VI presents a simulation case study and Section VII con-
cludes the study and suggests possible avenues for future
work.

II. METHODOLOGY
In this article, a two-stage optimisation framework is used
for EVs to minimise energy usage. Fig.1 shows the overall
methodology of the proposed approach, which includes: the
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FIGURE 1. Methodology flowchart of proposed controlling EV.

long-term optimisation to obtain the most energy-efficient
velocity profile, and the short-term optimisation, to con-
sider inter-vehicle safety along with energy-efficient driving
velocity.

The long-term optimisation uses the current state and the
driver’s preferred free-flow velocity to conduct the energy
optimisation. The solution produces a target velocity profile
which respects the control constraints and accelerates the
vehicle to either the velocity of the preceding vehicle or the
driver’s preferred velocity. For the optimisation to be effective
under dynamic traffic conditions, it is necessary to solve the
long-term optimisation efficiently so that it can be updated in
real-time.

Subsequently, the short-term optimisation is a look-ahead
Eco and Safe (EcoSafe) MPC approach with control and
state constraints related to EV dynamics. Here, the target
velocity profile from the long-term optimisation is used to
narrow the search space for finding instantaneous safe and
eco velocity. The safety-related constraints, such as Time to
Collison (i.e. relative distance divided by the relative speed)
and Inter-vehicular time (TIV, relative distance divided by the
ego vehicle speed), are considered as the constraints in the
MPC formulation.

In the subsequent sections, the methodology is described
in detail. In section IV, an analytical solution for EV
dynamics is obtained by considering control constraints
with the use of hydraulic, regenerative braking and the
safe range for acceleration/deceleration. Then, this analyti-
cal solution is used in the design of a fast MPC optimiser
section V.

III. ELECTRIC VEHICLE MODEL
In this section, the model for the EV is described in detail.
While the dynamics of EVs can be quite complex, this study
uses a simplified control-oriented model, as is typical in
control studies of EVs and ICEs [12], [28], [29]. Consider
the longitudinal motion for a vehicle [29], [30]:

Fw = ma+ c0 (θ)+ c1 (θ) v+ c2v2 + Fb
c0 (θ) = 0.5CdρAv2w + mg

(
cr,1 cos (θ)+ sin (θ)

)
c1 (θ) = cr,2mgcos (θ)− CdρAv2w

c2 = 0.5CdρA+ cr,3mgcos (θ) (1)

where Fw[N] is the force on the wheel, a[m/s2] is the accel-
eration, v[m/s] is the velocity, θ is the angle of the road slope
angle, Fb [N] is the hydraulic brake and cr,1, cr,2 and cr,3
are the rolling friction coefficients. Cd , ρ, A, vw are the aero-
dynamic drag coefficient, the air mass density, the effective
frontal vehicle area and the wind velocity, respectively. For
notational simplicity, the term c0 (θ)+ c1 (θ) v+ c2v2 can be
expressed as a steady-state force (Fss) applied on the wheel.
Equation (1 can then be rewritten as:

Fw = ma+ Fss (v, θ, vw)+ Fb (2)

The relationship between the force on the wheel and the
electric motor torque (Tm) is given by Han, et al. [12]:

Fw =
(
Tmη

sign(Tm)
t Rt

)
/r (3)

where Rt is the transmission ratio, ηt is the transmission
efficiency and r is the wheel radius. It should be noted that
Fw has the same sign as Tm since ηt , Rt and r are positive
values. The term sign(Tm) is used to incorporate the efficiency
of driveline for positive, negative and zero torques applied to
the wheel. The power consumption can be obtained from the
relationship between the voltage and current of the electric
motor, which is equal to [7]:

Pe = Vaia = b1vTm + b2T 2
m (4)

i.e. the relationship between Pe and Tm is quadratic. However,
the torque is limited to be within the range Tm,min ≤ Tm ≤
Tm,max . The range of the motor torque is a common approach
for considering the operational range of electric motors in
EVs [7], [10].

Instead of using the motor torque as the control variable,
the acceleration is considered as the control variable in this
study. This choice is not too restrictive, since Eqs. (2) and (3)
can be used to solve for the motor torque from the desired
acceleration. Indeed, having acceleration as the control vari-
able allows the specification of control constraints to limit
unsafe and uncomfortable accelerations directly. In this study,
the interval [−4, 4] m/s2 is considered as the allowable range
of acceleration, which is similar to other studies [26], [31].
Fig. 2 shows the relationship between Tm, v and a (within the
allowable acceleration range) when Fb is zero.

If a > 0, the maximum acceleration is bounded by the
maximum torque (blue line in Fig. 2), which shows that
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FIGURE 2. Relationship between traction force, velocity and acceptable
range of acceleration for EVs specified in Table 1.

increasing the velocity reduces the maximum acceleration.
If a < 0, the negative Tm can provide resistive force for reduc-
ing velocity. In this mode, the motor is used as a generator and
can use some of the kinetic energy from the vehicle to charge
the battery.

Fig. 2 shows the minimum acceleration necessary for
regenerative braking (amin,r ) when the hydraulic braking Fb
is zero. It is obviously preferable to use only regenerative
braking to save energy since hydraulic braking transfers the
kinetic energy to heat. However, to maintain safe opera-
tion, the combination of regenerative and hydraulic braking
may be necessary. The optimum combination of regenerative
braking and hydraulic braking, which results in the highest
energy savings is the subject of section IV.B. The notation
and parameter values used in this study are summarised in
TABLE 1. In the next section, the long-term optimisation
is developed for EVs. The problem is constrained within a
safe acceleration range and propose a braking strategy to
increase safety and maximise regenerative braking energy
that combines hydraulic and regenerative braking.

IV. CONTROL CONSTRAINED OPTIMAL CONTROL
PROBLEM FOR LONG-TERM OPTIMISATION
The long-term optimisation is used to identify the optimal
speed profile with regard to the traffic conditions. As shown
in Fig. 1, the purpose of the long-term optimisation is to
determine the optimal control profile to reach the steady-
state speed of the traffic ahead. For this study, the steady-
state velocity is taken to be either the minimum of the average
velocity of the preceding vehicle over a suitable time window
(10s) or the driver preference velocity [24]. The optimal
control statement of the long-term optimisation is given by:

min
a(t)

∫ tf

0
[Pe (t)+ ψ

+ λc,max (a− amax (v))2 h (a− amax (v))

+ λc,min (a− amin (v))2 h (amin (v)− a)]dt

Subject to ṡ = v

v̇ = a =
(
Pe
v
− Fss − Fb

)
/m

Pe = b1vTm + b2T 2
m

TABLE 1. System Parameters [12]

Tm,min ≤ T ≤ Tm,max
0 ≤ Fb ≤ Fb,max

v0 and v
(
tf
)
known (5)

where tf is free, v0 and v
(
tf
)
are initial velocity and final

velocity, respectively. Since the target speed v
(
tf
)
is known,

fixed final time formulations tend to over-constrain the solu-
tion by requiring a specific average acceleration to achieve
the target v

(
tf
)
. Instead, an indirect time penalty (ψ) is

considered here to penalise excessively large final times.
Methods to set ψ based on driver preferences are discussed
later in this section.

The running cost is augmented with two penalty terms to
(heavily) penalise violations of the control constraints. The
two terms with the (large) weights λc,max and λc,min and the
Heaviside function h(·) serve to penalise accelerations that are
less than the lower acceleration bound amin or greater than the
maximum acceleration amax . The Hamiltonian of this system
is as follows:

H := Pe + ψ + (λs + ε) v+ λva

+ λc,max (a− amax(v))2 h (a− amax(v))

+ λc,min
(
a− amin,r (v)

)2 h (amin,r (v)− a) (6)

where λs and λv are the distance and velocity co-states and
ε is an indirect distance penalty (which will be used later
for braking with distances) [32]. The co-state differential
equations for λv and λs are given by thewell-known necessary
optimality conditions [33]:

λ̇v = −
∂H
∂v

λ̇s = −
∂H
∂s
= −

∂H
∂θ
·
∂θ

∂s
(7)

Equation (7) forms a nonlinear two-point boundary value
problem (TPBVP) whose solution usually requires numerical
techniques (e.g., multiple shooting methods) [12], [34]. The
long-term optimisation is customarily split into acceleration
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and deceleration modes with a free final time. An indirect
method to solve the Pontryagin’s Maximum Principle (PMP)
described in previous studies will be used to solve for the
optimal control [32], [35].

The optimal control must minimise the Hamiltonian func-
tion. If the Hamiltonian is continuous and differentiable in
the control, then solving ∂H

∂a = 0 with respect to a yields the
optimum acceleration [29], [32], [33]. Indeed, it can be seen
that the Hamiltonian in Equation (6) is a continuous function
since H

(
a−min

)
= H

(
a+min

)
and H

(
a−max

)
= H

(
a+max

)
. The

derivative of the Hamiltonian with respect to a is:

∂H
∂a
= 0

=
dPe
da
+ λv (8)

where dPe
da is equal to

dPe
da
=

2b2mr2 (Fss + Fb + am)

R2t η
2k
t

+
b1mrv

Rtηkt
+ 2λc,max (a− amax (v)) h (a− amax (v))

+ 2λc,min (a− amin (v)) h (amin (v)− a)

+ λc,max (a− amax (v))2 δ (a− amax (v))

+ λc,min (a− amin (v))2 δ (amin (v)− a) (9)

The term δ (·) is the Dirac Delta function (which is the
derivative of h (·)) and k , sign (Tm). Noting that xδ (x) =
0∀x, the last two terms can be eliminated and Equation (9)
can be substituted into Equation (8) to obtain the following
expressions for the extremal control a:

If amin ≤ a ≤ amax :

a = −
λv

m 2b2mr2

R2t η
2k
t

−

b1mrv
Rtηkt

m 2b2mr2

R2t η
2k
t

−
(Fss + Fb)

m
(10)a

If a ≤ amin:

a = famin (λv) = A0λv + A1 + A2amin (v) (10)b

If a ≥ amax :

a = famax (λv) = B0λv + B1 + B2amax (v) (10)c

A0 = −
R2t η

2k
t(

2b2m2r2 + 2λc,minR2t η
2
t
)

A1 = −
Rtηtb1mrv+ 2b2mr2 (Fss + Fb)(

2b2m2r2 + 2λc,minR2t η
2k
t
)

A2 =
2R2t η

2k
t(

2b2m2r2
λc,min

+2R2t η
2k
t

) (10)d

B0 = −
R2t η

2k
t(

2b2m2r2 + 2λc,maxR2t η
2k
t
)

B1 = −
Rtηkt b1mrv+ 2b2mr2 (Fss + Fb)(

2b2m2r2 + 2λc,maxR2t η
2k
t
)

B2 =
2R2t η

2k
t(

2b2m2r2
λc,max

+2R2t η
2k
t

) (10)e

If λc,max , λc,min are large enough (ideally λc,max =

λc,min→∞ ), then Equation (10) can be approximated by:

a ≈


amin (v) amin ≥ a

C1λv + C2 −
(Fss + Fb)

m
amin < a < amax

amax (v) a ≥ amax

C1 = −
R2t η

2k
t

2b2r2
, C2 = −

(Rtη
k
t )(b1rv)(

2b2mr2
) (11)

Since the problem is considered as a free-final time,
the value of Hamiltonian must be equal to zero at an extremal
trajectory [33]. Substituting λv in Equation (6) and consider-
ingH = 0 gives the following necessary condition:

Pe (a, v)+ ψ + (λs + ε)v+ λva

+ λc,max (a− amax(v))2 h (a− amax(v))

+ λc,min (a− amin (v))2 h (amin (v)− a) = 0 (12)

Solving Equation (12) with respect to λv yields the relation
between the optimum λv and a.

λv = −

Pe (a, v)+ ψ + (λs + ε) v
+λc,max (a− amax (v))2 h (a− amax (v))
+λc,min (a− amin (v))2 h (amin (v)− a)

a
(13)

Substituting λv from Equation (13) into Equation (11), and
re-arranging the right side of Equation (11) with respect to a,
yields the optimal acceleration with respect to λs:

a∗ =



amin (v) amin ≥ a

±

√√√√√√ D0F2
ss + D1v (Fss + Fb)

+D2ψ + D2v (λs + ε)

D3
amin < a < amax

amax (v) a ≥ amax
(14)a

D0 = b2r2, D1 = Rtb1ηkt r, D2 = R2t η
2k
t

D3 = b2m2r2 (14)b

The value of co-estate λs is obtained by assuming a relaxed
condition for the final time a∗

(
tf
)
= 0 with v equal to the

steady-state velocity vss (i.e. v(tf ) = vss) and a constant slope
angle for the upcoming horizon1:

H
(
tf
)
= 0 = D0P2ss (vss)+ (D1vss)Pss (vss)+ D2ψ

+D2vss (λs + ε) (15)

λs can be obtained by solving Equation (15):

λs = −
b1
(rvss)Fss(vss)

Rtηkt
+ b2

r2F2
ss(vss)

R2t η
2k
t
+ ψ

vss
− ε (16)

The magnitude of the right side of Equation (16) is related
to the energy consumption per distance at vss, modified by the

1This condition enables cruising after the acceleration maneuver is
terminated.
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time penalty ψ . Since the optimum policy should minimise
the Hamiltonian and co-states, the value of ψ should also
minimise Equation (16). Since Pe

v is convex in v, the value
of ψ that minimises Equation (16) is as follows [32]:

∂
Pe(a=0,v)+ψ

v

∂v

∣∣∣∣∣
v=vss

= 0 (17)

Solving Equation (17) gives the indirect time penaltyψ for
a specific preference velocity. Indeed, instead of considering
tf to obtain the velocity profile, which is difficult to localise
based on traffic conditions and hard to interpret for the driver,
the upcoming traffic velocity or comfort velocity vc is used
to obtain a reference trajectory. If the driver intention is to
drive at any desired velocity, the ψ value can be obtained
from Eq. (17) when vss = vc. Solving Eq. (17) for ψ = 0
returns the optimum steady-state velocity (vopt ). Cruising at
vopt provides a lower energy consumption and longer range.
For the EV dynamics reported in Table 1, vopt is equal to
18 km/h.

Equation (14) shows that the driving scenario can be
divided into a ≥ 0 and a < 0 by considering the± sign before
the square root operator. In addition, the hydraulic brake, Fb
in Equation (14) needs to be determined. The subject of the
next two sections is to describe how the velocity profile and
the control parameters are obtained from Equation (14) under
different acceleration and deceleration scenarios.

A. ACCELERATION MODE (a ≥ 0)
In the acceleration mode (v0 ≤ vss), the minimum accelera-
tion is amin in Equation (14) equals to zero, and k = 1. Since
in this mode Fb = 0, the optimal policy of control to reach
vss is given by:

a∗ =



0 a ≤ 0√√√√√√ D0F2
ss + D1v (Fss)

+D2ψ + D2v (λs + ε)

D3
0 <a < amax

amax (v) a ≥ amax(v)

(18)

Equation (18) is a simple representation of an acceleration
problem with control constraints. The distance penalty ε is
included for the sake of generality and can be used for cases
where the acceleration distance is limited (e.g., merging).
In this article, ε = 0 for the acceleration case without loss of
generality. In the case of limited-distance acceleration, this
penalty can be determined using a simple line search. This
simplicity represents a key advantage of the proposed method
compared to state of the art: the line search replaces multiple
shooting methods [7], [12] to solve a two-point boundary
value problem.

B. DECELERATION MODE (a ≤ 0)
The deceleration problem is complicated beyond what is
typically considered in eco-driving, given that it involves the

introduction of regenerative braking. Since λs and ψ are con-
stant values in the Hamiltonian, increasingψ can increase the
average speed and, consequently, increase energy consump-
tion. Therefore only λv has an influence when minimising the
Hamiltonian.

Unlike the acceleration case, deceleration nearly always
comes with a finite distance (e.g. slowing down for a new
speed limit, coming to a stop at an intersection). The final
distance is handled using an indirect distance penalty ε which
needs to be calculated for a specific distance and can be
obtained using a line search [32].

To find λv, a(t) must be identified forthe three different
modes:

i. If Tm > 0 and a ≤ 0, deceleration is occurring while
consuming energy from the battery. In this case, 0 <
Tm ≤

ηt rmFss
mRt

. This mode is not considered since it is
clearly suboptimal (we know energy can be saved with
regeneration braking).

ii. If Tm = 0, coasting is occurring and a∗ = −Fss/m.
iii. If Tm < 0, regenerative braking is occurring. In this

mode, the electric motor is driven to charge the battery
from the deceleration of the vehicle.

The optimum deceleration is a combination of possible
deceleration modes including regenerative braking, coasting
and hydraulic braking. [7] shows that three modes of brak-
ing can be encountered: ‘Regenerative braking + hydraulic
braking’ (RHB), ‘Only regenerative braking’ (RB) and
‘Coasting + regenerative braking’ (CRB). In the following
subsection, we develop a heuristic Pontryagin’s Maximum
Principle (PMP)-based approach for these three deceleration
modes for long-term optimisation with control constraints.

1) DECELERATION WITH ONLY REGENERATIVE BRAKING
This mode is similar to a∗ ≥ 0 when the control is acceler-
ation and Fb = 0 and amin = amin,r . In this mode, Tm has
a negative value and sign (Tm) = −1. Since increasing the
time penaltyψ results in increasing both the average velocity
and energy consumption, ψ is set to zero in the deceleration
mode. In addition, amax = 0 and the term h (a− amax (v)) is
not an active constraint and it is given by Equation (19).

a∗ =



amin,r (v) a ≤ amin,r (v)

−

√√√√√√ D0F2
ss + D1vFss

+D2ψ + D2v (λs + ε)

D3
amin < a< 0

0 a ≥ 0

(19)

The deceleration scenario is defined for a specific distance
to reach vss. The distance penalty ε is obtained using an exact
line search (e.g., Fibonacci search) to achieve a specified final
distance se, which is found from either 1) the desired final
gap with the preceding vehicle or 2) the distance required for
decelerating from a higher to a lower speed limit. If ε = 0,
the vehicle first decelerates to vopt and then coasts on that
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FIGURE 3. Deceleration scenario for 70 km/h to 0 in 60 m using DP.

velocity. This is because the solution is calculated with a
free final time condition and the best energy consumption per
distance is attainable when a vehicle is driving at its optimum
speed.

2) DECELERATION CONSIDERING HYDRAULIC BRAKING
Hydraulic braking is not an ideal choice for optimum energy
deceleration since it transfers the kinetic energy into heat.
However, when regenerative braking is insufficient to avoid a
safety constraint violation, hydraulic braking must be used
to reduce velocity. Since the use of hydraulic brakes is
more likely in safety critical scenarios, fast calculation is
of paramount importance. To consider hydraulic braking Fb
and ensure fast calculation, a one-dimensional auxiliary opti-
misation problem is solved which seeks to approximate the
optimal solution while satisfying the final distance constraint.
In the following, this procedure is discussed and the solutions
is compared to the true (but not implementable) optimal
solution, which is found via dynamic programming.

To motivate further developments, consider the following
scenario where hydraulic braking is required: the decelera-
tion from 70km/h to zero for vehicle dynamics is presented
in Table 1. For this vehicle, hydraulic braking is required
if se < 60m. Fig. 3 shows the optimum deceleration from
70 km/h to zero obtained via distance-based dynamic pro-
gramming (DP) using the method from [16] with a 5 m
step size. It can be seen that Tm is driven to the bound-
ary to regenerate maximum energy. However, to attain this
value, a∗ is less than amin,r , which necessitates hydraulic
braking. When v ≈ 50 km/h, the deceleration may be
achieved using only regenerative braking and the optimal

FIGURE 4. Linear search to reach the acceleration boundary for
regenerative braking.

acceleration can be found using the regenerative only method
from Section IV.B.1.

A method to mimic this behaviour will now be discussed
which can provide a close-to-optimal solution while avoiding
the computationally complex DP. Firstly, a heuristic is devel-
oped to manage the deceleration with hydraulic braking into
the regenerative braking only feasible zone. Once this zone is
achieved the remaining deceleration with only regenerative
braking may be found via the PMP solution in Equation
(19). The quality of the proposed method is evaluated using
a simulation for a different scenario in section VI.

Motivated by the DP results in Fig. 3, it is assumed that
the acceleration outside the feasible region follows a linear
relationship with the vehicle velocity as illustrated in Fig. 4:

ā (v) = ki
(
v− vmin,r

)
+ amin,r (20)

where
(
vmin,r , amin,r

)
is a selected point on the regenerative-

braking–only feasible region (i.e. the red curve in Fig. 3a).
Once this point is selected, the slope can be computed as

ki =
a0 − amin,r
v0 − vmin,r

Plugging Eq. (20) into the vehicle dynamics yields:

v̇ = ā (v) = ki
(
v− vmin,r

)
+ amin,r (21)

which is a linear differential equation. Without loss of
generality, consider the case where t = 0 is the beginning
of the braking event. Eq. (21) may be solved with initial
condition v (0) = v0 to obtain:

v (t) = α + βe−kt (22)

where α , amin,r+kvmin,r
k and β , kv0−amin,r−kvmin,r

k2
. Note

that because of the definition of ā(v) in Eq. (20), the velocity
will achieve v (t1) = vmin,r at some future time t1. After t1,
the PMP regenerative-braking-only solution becomes feasi-
ble and the method developed in Section B can be applied for
t ≥ t1. To find the time where the PMP solution is active, let
v (t1) = vmin,r in Eq. (22), which can be solved to obtain t1:

t1 = −
1
k
· ln

[
amin,r

amin,r + kvmin,r − kv0

]
(23)
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Algorithm 1 Algorithm for Obtaining Close-to-Optimal
Braking (â)
Input: v0, vc, se
Output: â(t)
Let a∗PMP(ν0, νf , s) denote the control trajectory obtained
via the PMP braking solution from Section IV.B with initial
velocity ν0, final velocity νf and final distance s.

If PMP solution is feasible with v0, vc, se:
a (t)← a∗PMP(v0, vc, se)

Else (hydraulic brakes needed):
Energy← 0
For

(
vmin,r , amin,r

)
on the RB-only boundary:

ā (t) = kiα + kiβe−kt − kivmin,r + amin,r
t1 = − 1

k · ln
[

amin,r
amin,r+kvmin,r−kv0

]
s (t1) = αt1 + β

(
1− e−kt1

)
a (t) =

{
ā (t) t < t1
a∗PMP(vmin,r , vc, se − s (t1)) t ≥ t1

Compute energy recovered→ E
If E ≥ Energy
Energy← E
â (t)← a(t)

End If
End For

End If

The distance where the PMP solution starts may then be
obtained by integrating Eq. (22) and evaluating the resulting
expression at time t = t1:

s (t1) = αt1 + β
(
1− e−kt1

)
(24)

The remainder of the control arc can be obtained via
PMP with v0 ← vmin,r and se ← se − s (t1) (i.e.
with the final distance decreased by the amount required to
reach the regenerative-braking-only feasible region). Other
hard braking scenarios are similar; they can be divided
into regenerative-and-hydraulic-braking and regenerative-
braking-only sub arcs. The regenerative-braking-only sub arc
solution can be found with the PMP solution detailed in
Section IV-B.1.
The remaining issue is the selection of the entry point to

the regenerative-braking-only feasible region
(
vmin,r , amin,r

)
.

This point is selected via a grid search along points on the
feasible region boundary. The solution with the maximum
energy recovery is selected. The overall algorithm for deter-
mining the close-to-optimal acceleration is summarised in
Algorithm I.

When â is obtained with Algorithm 1, F∗b is given by:

F∗b =


(
Tminη

−1
t Rt

)
r

− mâ− Fss amin ≤ â < amin,r

0 amin,r ≤ â ≤ 0
(25)

FIGURE 5. Optimum deceleration shape when the final terminal se is
large when ve1 < vopt (Blue line) and ve2 > vopt (Red line).

The braking solution from Equation ((25) will later be
compared with DP in section VI to evaluate how close the
proposed method is to the optimum solution.

3) DECELERATION USING COASTING AND
REGENERATIVE BRAKING
When deceleration can be performed over a long distance,
the optimal regenerative braking solution may result in a low
velocity for an excessive time. While this solution maximises
energy recovery, such a solution may yield trajectories with
extended cruising at low velocities and may not be acceptable
in terms of safety and traffic considerations. Fig. 5 shows the
two general cases of deceleration profile calculated by PMP
i) when final velocity ve1 > vopt (red line), and ii) when final
velocity ve2 < vopt (blue line).

The normal behaviour in deceleration is when ve1 ≥ vopt
where the vehicle decelerates to ve1 and maintains a constant
velocity. However, when ve2 < vopt the vehicle decelerates
to vopt , cruises at this velocity, and subsequently conducts a
second deceleration to reach the ve2. Although both deceler-
ation profiles recover maximum energy (i.e., it is optimal),
the excessive cruising at the (low) optimal velocity is unde-
sirable in many situations and may have safety and/or traffic
consequences. Therefore, a coasting phase is proposed at the
beginning of the solution to eliminate cruising at the lower
velocity.

In the proposed method, the vehicle first coasts and then
uses regenerative braking. Let t2 be a specified coasting time
at the beginning of the braking manoeuvre and denote the
distance and velocity at the end of this coasting period as
se and ve2, respectively. The velocity and distance under
coasting can be found by solving the differential equation

s̈ = v̇ = −
Fss (v)
m

(26)

with the initial conditions v (0) = v0 and s (0) = 0. The
distance s2 and velocity can be found by evaluating these
solutions at t2. After the coasting event, the PMP method is
used to solve for the optimal deceleration from ve2 to ve within
the distance se − s2.The coasting time t2 is determined via a
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grid search on the coasting time t2 such that no cruising occurs
(i.e. |a (t)| < ε for some small ε).

V. SHORT-TERM OPTIMISATION USING MODEL
PREDICTIVE CONTROL
In this section, the long-term optimisation trajectory derived
in the previous section is used as the reference trajectory in an
MPC framework. To localise the solution, the optimal control
problem is formulated as a nonlinear spatial trajectory opti-
misation problem, seeking to minimise energy consumption
over the distance horizon. Using the distance-based formula-
tion, the cost for a distance step of 1s is given by:

ζ =
Pe + ψ

v
1s (27)

which yields the MPC optimum control problem:

min
ak+1,ak+2,...,ak+m−1

i=p−1∑
i=0

ζk+i|k

subject to: vk+i+1|k = vk+i|k + ak+i|k (1t)

Tmin ≤ Tk+i|k ≤ Tmax
0 ≤ vk+i|k ≤ vtr,k+i|k
amin ≤ ak+i|k ≤ amax
Gp,k+i|k ≥ vk+i|kTIVmin + `

Gp,k+i|k ≥
(
vf − vpr

)
TTCmin|vf>vpr

(28)

where p1s is the distance horizon, Gp is the gap with the
preceding vehicle, ` is the minimum gap with the preced-
ing vehicle,vpr is the preceding vehicle’s velocity, vf is the
following vehicle’s velocity, TIVmin and TTCmin are the
minimum inter-vehicle time and minimum time to collision,
respectively.
vtr in Equation (28) is the target velocity, and it is calcu-

lated using analytical solutions developed in section IV. vtr is
the upper limit of the velocity range and represents driving in
free-flow conditions (i.e., TTCmin and TIVmin are not active
constraints).

Maintaining an appropriate following distance with the
preceding vehicle is the main safety issue, which is quan-
tified by both the TIV and TTC, respectively. If the safety
constraints are activated, the MPC obtains the speed profile
satisfying the constraints associated with the traffic changes
and EV dynamics. The TTC constraint is defined when the
velocity of the following vehicle is greater than that of the
preceding vehicle, which makes this constraint nonlinear.
To ensure the satisfaction of safety constraints related to inter-
vehicle safety, the modified distance base dynamic program-
ming (MDDP) from [16] is employed. In addition to Gp,
respecting speed limits and limiting the range of acceleration /
deceleration are also constraints included in the proposed
approach to ensure safety. For more details on the MDDP
optimiser, the interested reader is referred to [16].

FIGURE 6. a) Comparison between proposed PMP and DP for
acceleration scenario 0 to 70 km/h, b) Deceleration scenario from
70 km/h to 0 with different deceleration distances for proposed PMP
solution (solid line) and DP (dashed line).

VI. SIMULATION RESULTS AND DISCUSSION
In this section, the PMP-based solution for long-term optimi-
sation is first compared to the benchmark (DP) for different
eco-driving sub-problems, including acceleration, deceler-
ation using regenerative braking and deceleration using
hydraulic braking. Then, the benefit of the EcoSafe-MPC is
tested for a scenario with different speed limits and driver
preference, to evaluate the effectiveness of the proposed
method.

A. ACCELERATION FOR LONG-TERM OPTIMISATION
The acceleration profile based on the PMP formulation has
two penalties: time ψ and distance ε. The ψ value was
obtained from the desired steady-state velocity and Equation
(17). The value of ε represents the distance penalty for
scenarios in which the vehicle needs to reach a specific
speed within a specific distance (e.g., merging) and is cal-
culated during a braking manoeuvre. Fig. 6(a) shows the
comparison between DP and the proposed PMP-based solu-
tion. It is observed that the results are very close to DP,
and the difference can be attributed to the quantisation error
introduced when using DP. The distance penalty increases
energy consumption because of the increased acceleration to
reach se.

B. DECELERATION SCENARIOS
The proposed PMP method is evaluated in a simple decelera-
tion scenario. We compare the proposed PMP solution to the
optimum solution calculated byDP to verify our findings. It is
demonstrated that the defined constrains is always considered
in the proposed method.
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FIGURE 7. Comparison of proposed sub-optimal solution with DP for deceleration scenario (70 km/h to 0 in 60 m).

1) DECELERATION WITH ONLY REGENERATIVE BRAKING
Here, only regenerative braking is used to decelerate from v0
to vs. Fig. 6(b) shows the solutions using PMP and DP. Both
approaches provide similar results, showing that the proposed
sub-optimal solution is quite close to the optimal solution
calculated via DP.

It is also observed that increasing the deceleration dis-
tance results in driving at a lower velocity (15 km/h), which
increases the travel time. The minimum distance to decel-
erate without using regenerative braking is bounded by the
minimum acceleration ar,min. For example, Fig. 6(b) shows
that deceleration from 70 km/h to zero within 60 m requires
an acceleration less than ar,min and thus hydraulic brakes are
necessary to reach the final condition. The proposed blended
brakingmethod described in section IV.B.2 is evaluated in the
next section.

2) DECELERATION USING REGENERATIVE
AND HYDRAULIC BRAKING
Fig. 7 shows the comparison of solutions using DP and
the proposed method with deceleration scenario in Fig. 3.
It is observed that the proposed method has comparable
performance compared to the optimal solution, but has the

advantage of fast calculation (0.03 seconds) with lower mem-
ory usage compared to DP, which has 23 seconds’ compu-
tation time. The proposed deceleration solution is evaluated
with different initial speeds in Fig. 8. The asterisks show the
minimum distance that the vehicle can stop without using the
hydraulic brakes. It is observed that, when only using regen-
erative braking, more distance is required to stop the vehi-
cle. Furthermore, the distance where regenerative braking
achieves the maximum energy recovery is close to the bound-
ary where hydraulic braking would be required. This result
implies that when braking at the maximum energy recovery
point, a slight drop in the braking distancemay require the use
of the hydraulic brakes (and therefore waste energy). Also,
the slope of the energy recovery curve is shallow to the right
of the maximum, so there is little energy recovery penalty for
braking over slightly longer-than-optimum distances. Thus,
it may be desirable to plan to brake over longer distances
to produce decelerations that recover near-maximum energy
and are robust to small changes in the distance required to
brake (e.g. due to misjudgement of the driver or changes in
preceding vehicle motion).

Further analysis has been done to identify the optimality of
the proposed heuristic in Algorithm I. Since DP suffers from
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FIGURE 8. Energy produced by regenerative braking obtained from
decelerating from 100, 80, 70, 60, 50, 40 and 30 km/h to 0 with different
final distance. Solid line: proposed PMP. Dashed line: DP.

FIGURE 9. The impact of the proposed coasting strategy on speed profile
and recovered energy: deceleration from 70 to 40 km/h.

discretisation errors, the proposed PMP recovers more energy
compared to DP when only regenerative braking is used, i.e.
Fb = 0. When the hydraulic brake is necessary (left side of
‘‘∗’’ in each energy curve), the trends show a comparable
result with DP and the produced energy is close to the DP
solution. A Monte Carlo simulation was conducted by con-
sidering several initial velocities and deceleration distances.
The results show that the proposed sub-optimal solution for
regenerative braking recovers 98% of the optimal energy
recovery (found using DP) when Fb 6= 0.

3) COASTING AND REGENERATING
To show the impact of the proposed coasting heuristic
(Section IV-B3 on regenerative braking, a scenario is con-
sidered where the speed limit changes from 70 to 40 km/h.
The methodology in Section IV.B.3 is employed and the
resulting velocity profiles with different coasting distances
Ds are shown in Fig. 9. It shows that deceleration without
coasting provides higher recovery of energy (i.e. Blue line
in Fig. 9. However, this solution reaches final velocity at a
distance of 300m and then cruises for the next 200 meters,
which is not desirable.

The dotted line with Ds = 300m is the shortest cruising
time where no coasting occurs at the end of the trajectory,
so it selected as the preferred solution according to the

methodology in Section IV.B.3. It is observed that the energy
recovery is about 2 kW less than the optimum solution when
the cruising in low velocity no longer exists.

So far, the long-term optimised trajectory has been dis-
cussed. The trajectory is calculated using an analytical solu-
tion and can be updated in real-time. The advantages of
the proposed method include fast computational time and
consideration of the constraints for the control variables.

C. SHORT-TERM Eco AND SAFE MPC OPTIMISATION
In this section, the proposed EcoSafe-MPC for EVs is tested.
A 10-minute highway-urban mix traffic driving scenario,
which has a hat-shaped speed limit, was used for this study.
The preceding vehicle has a velocity profile similar to
Fig. 10a (yellow line), and the following vehicle is driven
using EcoSafe-MPC. It is assumed that the information of
the preceding vehicle is available through Radar, LIDAR or
C-ITS to capture the behaviour of the leading vehicle and
TIVmin = 2 and TTCmin = 6 seconds. The EcoSafe-
MPC requires a prediction of the preceding vehicle in the
optimisation horizon. The preceding vehicle behaviour is
predicted using a constant acceleration approximation. The
optimum distance for regenerative braking is used to increase
the efficiency of regenerative braking during deceleration
phases. The blended braking Fig. 10 shows the velocity pro-
file, in distance of travel, along with control variables. It can
be seen that the range of acceleration applied is within the
defined range when torque is bounded with Tmin and Tmax ,
consistent with the control constraints analytically defined in
Section IV. Furthermore, Fig. 10(d) shows that regenerative
braking is used to decelerate, except for two instances: at
1700 m when the vehicle reacts to the deceleration of the
preceding vehicle and at 10, 110 m at the end of the trip for
a full stop. The proposed strategy does not extend the driving
time significantly (by 7 seconds) while saving 5.2% of energy
compared to the preceding vehicle when the speed limit was
chosen as the comfort velocity vc.
In order to examine the effect of the comfort velocity,

the proposed method is tested by varying the comfort velocity
as:

vc = (1− τ )Vlimit (29)

where 0 ≤ τ ≤ 1 represents the intention of the driver
to accept reduced velocity from the speed limit (possibly to
save energy). The value of τ can simply be defined by the
driver. For example, τ = 0.1 shows that the driver is willing
to reduce speed by 10% of the speed limit to save energy.

TABLE 2 shows the effect of choosing the different value
of τ . It is observed that by reducing the speed, more energy
can be saved. TABLE 2 shows that a 10% speed reduction
and an increase in travel time by half a minute can save
∼10% energy. Indeed, this ∼10% reduction is achievable
by increasing 5% of travel time for the selected driving
scenario. A further in-depth look at Table 2 shows that the
driving behaviour of the preceding vehicle has an impact
on the energy saving of the ego vehicle. When the speed
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FIGURE 10. Control values for the tested scenario. (a): Velocity profile of preceding vehicle (Blue line), ego-vehicle utilised with
EcoSafe-MPC (Green line), and speed limit (Red line). (b): Motor torque on travel distance for ego-vehicle using EcoSafe-MPC. (c):
Acceleration of ego-vehicle using EcoSafe-MPC. (d): hydraulic brake applied by EcoSafe-MPC.

TABLE 2. Comparison of Driving Time and Percentage of Energy Saving
for Different Intention of the Driver (τ )

decreases from the initial velocity to 95% of the speed limit
(i.e. τ = 0.05), the energy consumption reduction is very
small compared with the other results. This is because the
preceding vehicle is often driving less than the speed limit
(see Fig. 10a) and the velocity of the ego vehicle is still largely
limited by the preceding vehicle.

The same driving scenario for ICEVs is also considered for
comparison. The same ICEV dynamics from [16] are used to
simulate the driving scenario in Fig. 10a. The same comfort
velocity vc (for a given τ ) was used for the ICEV as for the EV.
The results are shown in TABLE 2, where it can be seen that
EVs and ICEVs have the same performance when the speed

FIGURE 11. Computation demand of the proposed MPC framework.

limit is chosen as comfort velocity. However, by increasing
the τ value, ICEVs showed a better performance until τ =
0.2. For τ > 0.2, the EV outperforms ICEV.

This performance is related to the steady-state optimum
velocity of driving for a different vehicle. Indeed, the opti-
mum speed of the ICEV is equal to 58 km/h for the selected
vehicle dynamics and driving around this point has better
performance. However, for the chosen EV (Table 1), the opti-
mum speed is 18 km/h.

Finally, Fig. 11 shows the computational demand of the
proposed algorithm in MATLAB on a PC with Core-i7
CPU and 16 MB of RAM. The CPU time required for
one calculation of the optimal controls, including the long-
term optimisation and the subsequent MPC-based short
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term adaptation. The result shows that the proposed method
required 0.0638 seconds of calculation on average with a
standard deviation of 0.0238 seconds, and it is always sig-
nificantly less than the driving time.

VII. CONCLUSION AND FUTURE WORK
In this article, an energy-efficient optimisation was developed
for electric vehicles. It is based on a model predictive control,
combining long-term optimisation and short-term adapta-
tion. This model takes into account regenerative braking by
reframing the analytical solution for long-term optimisation.
An analytical solution was developed with low computational
demand. Pontryagin’s Maximum Principle (PMP) was used
to solve for the energy optimal velocity profile for EVs under
control constraints. The acceleration was used as the control,
and it was bounded in the safe range by augmenting the
running cost with the equality constraints. The deceleration
problem was then divided into two possible situations: one
where only regenerative braking is used or a combination
of regenerative braking and hydraulic braking is required.
The proposed analytical solution recovers 98% of the optimal
energy recovery and has the advantage of providing a fast
computation. The proposed MPC approach for EVs was also
evaluated. The simulation results for a sample scenario shows
that with the proposed EcoSafe-MPC, very little hydraulic
braking was used, and the deceleration occurred primarily
using regenerative braking, and resulted in a 5% energy
savings while the travel time did not increase significantly.
The performance of EVs with ICEVs was also compared
for the same driving scenario. The results highlighted that
eco-driving with EVs is 10% more efficient at lower speeds
compared to ICEVs. Indeed, EVs are more efficient at lower
speeds, suggesting that better fuel savings can be obtained
in urban scenarios rather than highways and motorways with
EVs, due to lower speed limits and higher likelihood of using
regenerative braking in traffic.

The future work of this research is to consider more sophis-
ticated model for the limits of regenerative braking, e.g. due
to battery inefficiencies, temperature effects, etc. Moreover,
different aspects of safety, including rear-end collision risk
and anticipating the behaviour of the vehicle behind, can also
be considered in theMPC framework. The proposed approach
can consider the use of cooperative Intelligent Transporta-
tion Systems (C-ITS) to obtain more accurately steady-state
velocity of upcoming traffic. C-ITS can also be used for better
planning of the trajectory.
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