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ABSTRACT Manipulating objects with the hand is a common task in Virtual Reality (VR). However, some
issues can occur during these manipulations. Occlusion is one issue that happens when the virtual hand
covers an object, and therefore the perception of that object is hindered. Semi-transparent hands could solve
this problem. Another issue is the difficulty of delicate hand object manipulation. By using interpenetrable
hands, turning off the physics of the hands, this difficulty might decrease. Still, there is a lack of research into
how significant the impact is while using these methods. In this paper, with the designs of semi-transparent
hands and interpenetrable hands, we present the results of our conducted user study focusing on the effect
of semi-transparent and interpenetrable hands on hand object manipulation tasks in virtual reality. The user
study includes a VR environment where participants are asked to perform tasks. These tasks are recorded
in objective results of accuracy and speed. Afterwards, they fill out a questionnaire about their opinion on
the difficulty while using the different methods in which the subjective findings are recorded. Additionally,
we improved the semi-transparent hands by adding a feature that smoothly transitions the hand from opaque
to semi-transparent. As an input device, we used the Leap Motion Controller (LMC) for this user study.
However, any hand tracking sensor that tracks hands from the VR headset’s point of view could be used.
Semi-transparent and interpenetrable hands have shown significant improvement for precise manipulation,
which was verified by user feedback from the questionnaire and the data from the tasks.

INDEX TERMS Hand Interaction, human–computer interaction, object manipulation, virtual reality.

I. INTRODUCTION
Over the last decade, we have seen virtual reality (VR) grow
tremendously. At the start of the development, VRwasmostly
used for training simulations, which later transitioned to the
gaming world. With innovations like the Oculus Rift and
HTCVive, large leaps were taken for VR development. These
devices are currently still the main solutions on the market.
Recently, we have seen more upcoming developments in
VR research for educational purposes. This goes back to the
origin of VR as a training and learning tool. A stepping stone
is a virtual lab [1] where students can perform chemistry and
physics experiments. There are many benefits, such as the
cost of material, durability, and probably the most impor-
tant, the possibilities. However, the experience in a virtual
lab might be different from the real world. This is where
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VR can enhance this experience by creating the lab in VR [2].
In a VR environment, it is possible to experiment with and
experience, for example, chemicals that would be considered
dangerous or take a form that is not possible in the real world.

Hand object manipulation is a natural and intuitive inter-
action approach for virtual reality. There are still issues that
occur during themanipulation of objects, such as occlusion of
the hands and object or unwanted collision. Other issues can
be that the size or shape of an object might make it challeng-
ing to grasp. Therefore, interaction with a VR environment
can become problematic.

Occlusion happens during the manipulation of an object,
for example, when placing the hand on an object to grasp it.
In the real world, the issue of occlusion of a person’s hand
and an object is often solved by other means of perception,
for example, touch. By the sense of touch, there is no direct
need to see the object to perceive it correctly. When the user
does not correctly perceive the object or the environment,
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the manipulations will likely become problematic. In VR,
haptics such as touch is not always available. However, it is
possible in VR to make the hand semi-transparent, which
gives the user the ability to see the object through the hand.
Hence, this will boost the capability of manipulation of the
object in the way the user desires [3]. There is a way to
enable haptics in the way of VR gloves. However, these are
very expensive and therefore do not always fit the use case.
VR gloves are often used just for research or by companies,
not in an educational or personal environment.

The solution of semi-transparent hands has been intro-
duced already [3], [4]. However, how big of an improvement
will this have on the user to perform specific tasks? Is there
a difference in improvement while interacting with small or
big objects? How does the user feel about having an unnatural
sight of their hands disappear? These are questions we want
to answer with our user study. As an improvement for the
semi-transparent hand, we introduced a method to make the
hands smoothly transition from opaque to semi-transparent.
This method is made to reduce the shock effect for the user
seeing their hands disappear.

The other issue we looked into is ‘‘collision.’’ Collisions
happen while doing object manipulations. However, there
are also unwanted collisions, for example, by touching pre-
viously placed objects while manipulating another object.
Another possibility is pushing away an object when the user
desired to grasp it. In most virtual environments, it is possible
to manipulate objects both by virtually grasping or touching
them. Grasping will, of course, stick the object to the hand,
and touching will move the object in the direction that force
is applied. However, when an object has a complex shape
or is small, the force could be applied before the grasping
mechanism is detected. Therefore, the interaction with these
types of objects becomes complicated. To improve these
interactions on the previously mentioned issues, we introduce
the method of interpenetrable hands. This means that the
hand can penetrate objects without applying force on them.
However, it is still possible to grasp the object during this
state. This method allows the user to get closer to the object
to grasp it, rather than pushing it away. It also improves the
grasping and releasing motion as the user is less likely to hit
previously placed objects.

Except for the smooth transition into transparency, these
methods have been introduced in a similar way already. How-
ever, there is no research into the impact and the effect of
using these methods while performing different tasks. The
tasks would have to be designed with diverse levels of dif-
ficulty. This way, it is possible to determine if the previously
mentioned methods have a more significant or a small impact
depending on the task’s degree of difficulty. Besides just hav-
ing objective results from performing a task, it is also essential
to know what the user prefers to use. Therefore, in this work,
we created an environment where participants had to perform
different tasks with different levels of difficulty and recorded
the speed and accuracy results. Their subjective findings of
the tasks with the methods are recorded in the questionnaire.

With this data, we can answer the following questions: Is
there an improvement, and if so, how significant is it? Does
the improvement differ on the difficulty of the task? Does
the subjective feeling of the user match with the objective
measurements? As the final part, with our user study, we were
able to identify the finger occlusion problem while using
a hand tracking sensor from the VR Headset to the hands.
Additionally, we mention a future work solution that might
solve this problem. However, this has yet to be tested.

We consider the following to be our key contributions:
• We conducted a user study and held a questionnaire
to gather data on the user’s opinion and performance
while using the semi-transparent and interpenetrable
hands methods. The performance data is analyzed and
compared, which has shown an objective improvement
of 8.80% in accuracy and saved 18.40% in time while
performing the tasks. In the questionnaire’s data, we see
a subjective improvement in being in control by 51%
while using the mentioned methods.

• We introduced the novel improvement to the semi-
transparent hand to make the hand transition smooth
into transparency, which was recommended by the vast
majority of our participants.

II. RELATED WORK
A. SEMI-TRANSPARENCY
Making use of a semi-transparent selector is firstly proposed
in the work of Zhai et al. [3]. Their work presents a sig-
nificant improvement comparing a wireframe 3D selector
to a semi-transparent selector. As they mentioned, this can
be applied to any interaction within a 3D space. In VR,
the virtual hand becomes the selector. Hence, translating the
semi-transparent selector to VR means making the hands
semi-transparent. Prior tomaking hands semi-transparent, but
yet a similar example is the work of Miyasato [5]. They
used a small screen on the hand’s dorsal side and a cam-
era on the palmer side. This way, a user was able to see
through the hand without making the hand semi-transparent.
An example of semi-transparency is seen in Buchmann [4],
which shows the use of semi-transparent hands in augmented
reality. This might differ from VR in the sense of realism.
In their work, they make the real hands of the user appear
semi-transparent. Their primary focus is to determine the
user’s preferred transparency of their hand. However, their
works do not include performing tasks with semi-transparent
hands and the possible change in accuracy or speed while
performing these tasks. Furthermore, their method provides
a fixed transparency level, while our work provides a smooth
transition from opaque to transparency and therefore operates
with a variable level of transparency.

The work of Knierim et al. [6] makes use of
semi-transparent hands and compares the results for typ-
ing in VR with different degrees of transparency. In their
work, they state that transparency did affect inexperienced
typists. No hands gave the best results for the experienced
typists as they do not need visual cues to type. However,
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semi-transparent hands did score better than realistic hands
for the experienced typists. This does, however, differ from
our work since a keyboard is a static object. It is not likely
to move and will have the same layout every time. Therefore,
an experienced typist does not need visual cues to type.While
interacting with objects, as in our work, these visual cues
will be required as the user is not familiar with the objects,
and therefore we expect different results while using the
semi-transparent hands.

B. VISUAL REPRESENTATION OF THE HANDS
The work of Schwind et al. [7] shows us the results of a
user study to understand the integration of visual and hap-
tic sensation of avatar hands while using a 2D Fitts’s Law
task. As they mentioned, they did not find any evidence that
changing the depth cues increases or decreases the user’s
input performance for the task. However, the subjectively per-
ceived ability to interact with the virtual world can potentially
affect the performance, which is a baseline to expect different
results from the data and the subjective feeling of the user.

The work of Lin et al. [8] presents six different distinct
appearances of the virtual hand and with those conducts
an experiment to see how the participants perceive them.
Argelaguet et al. [9] show the results of the effects of the
virtual hand representation while interacting with differ-
ent objects. By the work of Jung et al. [10], we can
see an improvement while using a personalized hand
to estimate the object size. Alternatively, the works of
Schwind et al. [11], [12] are studies in the visual represen-
tation of the hand based on different features or aspects.
However, in all of these studies, a semi-transparent hand or
a semi-transparent version of their appearance is lacking, nor
is it measured if that will improve the task performance of a
user, and by how much.

The visual representation of the hands also contributes to
the embodiment as seen in the work of Pyasik et al. [13],
which shows us that a realistic hand representation feels
slightly more ownership over the hand than a fake hand
representation. However, an object or no hand looking like
a selector had the participants feel minor ownership. In both
hand-looking representations, there was no disownership
noticeable. The work of Martini et al. [14] used a 0, 25, 50,
and 75% transparent representation of the hand and recorded
the degree of ownership. From their results, we can see that
the feeling of ownership over the hand starts to decrease
slightly at 25% to 50% and decreases exponentially at 75%.

C. GRASPING METHODS
The works revolving around visual feedback for grasping,
such as the work of Prachyabrued and Borst [16], explains the
grasping types and the potentially misleading feedback infor-
mation when applied. The previous work is based on their
work [17] that focuses on the visual interpenetration trade-off
in whole-hand virtual grasping. Another work focusing on
virtual grasping feedback is the work of Canales et al. [18],
which analyzed the participant’s opinion on eight different

visual feedback techniques. These works use the visual rep-
resentation of the hands and therefore overlap with the pre-
vious sub-chapter as well. Their methods may seem similar
to the interpenetrable hands. However, the difference is that
their work is strictly a grasping method; the interpenetra-
ble hands conversely support a grasping method rather than
being a grasping method itself. Our work also involves
interacting with multiple and different sized objects, which
might improve the usage of the interpenetrable hands. Real-
istic grasping has been researched in the work of Borst
and Indugula [19] in which they present a physically-based
approach to realistically grasp and manipulate different kinds
of virtual objects. This type of research was also conducted
by Liu [20], which is more in-depth on this topic in computer
graphics but does not include VR directly. Similar work in
this field while using haptic feedback are works such as
the work of Moehring and Froehlich [21] using a custom
VR glove for effective manipulation of virtual objects. These
works are similar to our work on improving the grasp of
objects. The work of Höll et al. [22] presents the poten-
tial of efficient physics-based implementation for realistic
hand-object interaction in VR. Their work has a similar
base to Oprea et al. [23], which presents a visually plausible
grasping system for object manipulation and interaction in
VR, which is operated on different predefined objects. Most
of these works use a glove based solution, however not all
as in Kim and Park [24], which present a physics-based
hand interaction while using the Leap Motion Controller.
Besides focusing purely on grasping methods, a related focus
is gesture interaction recognition. As has been researched
in Li et al. [25], which summarizes the gesture interaction
recognition methods and devices. Additionally, they also
mention the problems with these. However, the problem we
later mention in our paper is not listed in their work.

Additionally, comparing these works to ours, our work
focuses on changing the different aspects of the hand, both
visual and palpable, to help the user to improve their grasping
capability rather than improving the grasping technique itself.
Additionally, our study also focuses on the opinion of the
user while doing so. Furthermore, our work does not focus
on creating the most realistic grabbing method possible. This,
however, could be potential future work to combine our cur-
rent work with their realistic grasping method to see if there
are changes in the results.

III. BACKGROUND
A. SEMI-TRANSPARENT HANDS
To give an overall understanding of why semi-transparent
hands are functional for VR, imagine the following: in the
real world, there is an apple in front of a user; the user can
see it. Nevertheless, what if the user places their hand over
the apple? He knows it is there because he can feel it, but he
can no longer see it. However, he canmake assumptions about
the apple’s position based on his touch. How would this work
in VR? Say the user grasps an object that is smaller than their
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virtual hand. This action implies that his virtual hand will
partially or fully occlude that object. He still knows it is there
because he grasped it, but at what angle is the object? How is
it grasped and connected to the hand? How can he place it?
These are problems semi-transparent hands solve. However,
it might create other problems, such as an unrealistic or
unnatural feeling for the user. Plus, how significant is the
actual impact?

By the work of Zhai et al. [3], we can see an improvement
in accuracy and speedwhile using a semi-transparent selector.
Translating this to VR, we should expect results to improve,
but by how much? Furthermore, will this improvement differ
depending on the degree of difficulty of the interaction? There
are VR input devices that use this method for the hands
or joysticks. However, before our user study, it has not yet
been defined when the use of semi-transparent hands is most
optimal or if the user even prefers it.

B. INTERPENETRABLE HANDS
Virtual object manipulation has been a widely discussed topic
[26]–[29]. However, grasping and manipulating an object by
hand can cause different issues. We noticed that accurately
grasping an object can be a difficult task, especially for
smaller objects or objects close to each other. The reason is
that the virtual hand is a solid mass that might apply force to
the object, and therefore move it during an attempt to grasp
it. Additionally, the virtual hand’s force could be accidentally
applied to touch objects while manipulating another object.
Grasping objects by intersecting an object after which a
triggering technique, for example, a hand gesture, attaches
the object to the hand has been mentioned used previously
[30]. However, the improvement while using multiple objects
plus solving a possible occlusion issue has not been recorded
yet.

A solution for this is the interpenetrable hands, which
removes the force the hand applies to objects, which means
turning off the hand’s physics. Hence, the hand can pene-
trate an object. However, grasping interaction is kept intact.
This method is implemented by removing all collisions with
any objects except the currently grasped object. Therefore,
the grasping method has to overrule the no collision rule.
This way, the hand can get as close to an object as needed to
grasp it without moving it while making the grasping motion.
This solution could also potentially be simplified, yet a more
visually unrealistic, solution to the collision issues mentioned
in Jacobs et al.’s paper on God-object [31].
Additionally, the method also supports interaction when

the hand has to get close to previously placed objects with-
out moving or misplacing those. A fair use case would be
placing dominoes, where it is preferred to only interact with
the current grasped domino but not accidentally push over
the others. However, permanently removing the contact fea-
ture is not optimal. Contact with objects is often required
in a virtual environment, for example, when pushing an
object into a more accurate position or interacting with a
button.

C. LEAP MOTION CONTROLLER
The LeapMotion Controller (LMC) is often used for research
in hand gesture-based interaction [32]–[37]. The accuracy
and robustness have been tested [38] as well. During our
user study, we used the LMC as the hand tracking device
and mounted it on the VR headset. It is known that this is
often not the most optimal way to track hands as it has some
issues, as mentioned later in the paper. However, an often
more accurate hand tracking solution such as VR gloves does
not always fit every use case as it dramatically increases the
costs and the care with which to handle the hardware. The
increase in costs makes the VR gloves often unsuitable for
the standard consumer and is rather only used by companies
and for research. A hand tracking device that is mounted on
the VR headset, or for some VR headsets already internally
installed, will significantly reduce the costs and eliminate
the need for extra hardware. There is, of course, the option
to use a physical controller over hand tracking. However,
hand tracking shows a higher valence for tasks such as grasp-
ing [39] and enhance the sense of embodiment, which is ben-
eficial in fields such as education, training, and rehabilitation
[40], [41]. Studies have also shown positive results while
teaching and training the VR interaction gestures to people
with a disability such as Down Syndrome [42]. The LMC also
has been used by Miranda et al. [43] to categorize the issues
with mid-air InfoVis (Information Visualization) interaction.
However, the issue we have noticed and explained later in this
paper is not mentioned in their work due to the different use
of the LMC.

IV. IMPLEMENTATION
A. SEMI-TRANSPARENT HANDS
Our work uses this semi-transparent hands method, i.e., the
user can see the object through his hands. See Fig. 1 and 2.
However, this might create an uncomfortable and unnatural
feeling as the user sees their hands disappear. As a solution,
we present a method to make the hands smoothly transition
from opaque to semi-transparent at the level the user desires.
This transition happens at the moment the hand goes closer to
an object. Therefore, it does not come as a shock to suddenly
see the hands disappear. Therefore, the hand will operate on a

FIGURE 1. The hand becoming transparent over the distance.
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FIGURE 2. A set of three images showing an interaction sequence of
grasping and releasing an object. Here you can see the benefits of
semi-transparent hands. Figures (a) and (b) show a partial to almost full
occluded red block visible due to semi-transparent hands. Figure (c)
shows the final result of being able to stack the block because of the
visual cues.

variable level of transparency between opaque and the lowest
transparency level corresponding with distance to the nearest
graspable object.

The algorithm we used to make the hands smoothly
semi-transparent is as follows: The hands have an
opacityLevel, which defaults to 255. The range is the alpha
of the RGB spectrum, where 0 is fully transparent and
255 is fully opaque. Let H be the hand and Hp the hand’s
position. From there, we can collide with all nearby objects
while using the variable opacityDis to amplify the distance
of the sphere collider and store all objects O by O =

spherecollider(Hp, opacityDis). For each element O, we cal-
culate the distance between Hp and Op and store it locally in
D. While using Dn to store the object nearest to Hp, we store
the nearest object as On = min(D,Dn). Then we check if
Dn < opacityDis to determine if the transparency should be
active. If so, we set the shader of H from the standard shader
to a shader that allows transparency. This shader makes
fingers visible through the hand and, therefore, cannot be
used during non-interaction. Vice versa, if Dn > opacityDis,
the standard shader will be applied to H . To determine the
value of opacityLevel, we map the values to a 0-255 range
by:

opacityLevel=opacityMin+(255−opacityMin)×
Dn

opacityDis
(1)

The value of opacityMin, opacity minimum, will be asked a
question in the questionnaire (Q4) and represents the hand’s
most transparent state. The value of 255 could be called
opacityMax and will remain 255 in this case. Now we can
set the opacity of H to opacityLevel, and the hand becomes
semi-transparent to a certain degree based on the distance to
its nearest object.

B. INTERPENETRABLE HANDS
Asmentioned before, the interpenetrable hands’ implementa-
tion is to remove the physics/collision of the hands with other
objects. However, the grasping possibility is still there. When
a grasp motion is detected, the object will remain connected
to the hand until a release motion is detected. How a grasp
and release motion is detected will be explained in the next

subchapter. The interpenetrable hands are implemented as an
option that can be turned on or off. As mentioned before,
interaction with a standard collision is sometimes wanted
for situations as pushing something in a correct position
or interacting with a button. By the gesture of opening the
left-hand palm, a two interaction button window will be
visible. One button to turn on the interpenetrable hands and
one, the button with the cross through it, to turn it off. Which
feature is currently active is visible by the color of the virtual
hand. Turquoise means the interpenetrable hands are active;
see Fig. 3.

FIGURE 3. A set of three images. Image (a) shows the options in hand to
turn on the interpenetrable hands; however, currently, it turned off.
In the second image (b), the same as the first image is shown; however,
the option is turned on, which is visible by the color of the hand. In the
last image (c) the result of the interpenetrable hands is shown by the
hand penetrating an object.

Another possible implementation, rather than removing all
collisions, could be that the hand can only collide with one or
n objects, and all other objects will not collide. However, this
might result in unexpected and inconsistent behavior for the
user. Therefore, we did not choose to implement this.

C. GRASPING TECHNIQUE
As a grasping technique, the standard LMC grasping tech-
nique is used. The LMC can detect hands and fingers by
using its two cameras and three infrared LEDs. The LMC
provided SDK enables the developer to place the detected
hands in a virtual environment. Once the hand and fingers
are detected by the LMC, the state of flexion or extension
for each individual finger is tracked with their joints angles.
With this data, gestures can be programmed into the system.
The LMC’s standard grasping gesture means a flection of the
thumb with the index and ring finger, if and only if they go
towards each other. If an object collides with two or multiple
points of different fingers from the opposite direction, then a
graspwill be detected and executed on that object. Thismeans
that an object will stick to the hand. The index finger and
the thumb are the primary contact points of the grasp. The
object can be manipulated and placed elsewhere as long as
the grasp motion is detected. Besides the grasp motion, it is
also possible to manipulate or move an object by touching
it. If and only if the interpenetrable hands are turned off.
Correspondingly the object is released and no longer sticks
to the hand once the release motion is detected. The release
motion is a widening gap motion between the thumb and
other fingers. This gesture is triggered by placing the thumb
and contact fingers from flexion into extension.
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D. VISUAL ASPECT OF THE HAND
To prevent a possible uncanny valley effect by having
realistic bodies with inconsistent realism [44], [45], which
might occur with transparency and changing the hand color,
we choose to use a glove type of representation for the hands
instead of a realistic version. A non-realistic hand but yet still
hand looking like representation barely affects the sense of
ownership over the hand [10], [13], [14] and therefore will
not influence the test results.

V. THE USER STUDY
With our user study want to be able to answer the following
research questions:
• RQ1: How big is the improvement of semi-transparent
hands while performing tasks?

• RQ2: Is there an improvement in removing the collision
(interpenetrable hands) while performing tasks?

• RQ3: Do the improvement differ based on the size of the
objects?

• RQ4: How does the user feel about the unnatural sight
of their hands disappearing during semi-transparency?

A. THE SETUP
For the setup of our user study, we used the HTC Vive
as a VR headset. On the headset, we mounted the LMC.
Therefore, the hands can be tracked in VR. To create an envi-
ronment where the hands are tracked, and the tasks can be
performed, we used the Unity 2020.1 real-time 3D develop-
ment platform. Both HTC Vive (VIVEPORT with SteamVR)
and Leap Motion (Ultraleap Hand Tracking V4 Orion) pro-
vide an SDK to use their hardware within Unity. The user
study was conducted in a room where the participants had a
2 by 2 meter range to move around. There were two instruc-
tors to coordinate the safety of the participants and the hard-
ware. These instructors also gave the user study instructions
and operated the laptop containing the VR environment.

B. PARTICIPANTS
Fifteen participants participated voluntarily in the user study,
which required about 30 minutes of their time to complete.
The study started with a briefing to explain the research,
the tasks, and the methods. The participants were aged 22 to
28 (M = 24.7,SD = 1.49) with the computer skills, on a
Likert scale(1-7), ranging from 3 to 7 (M = 5.6,SD = 1.51)
and experience in VR, on a Likert scale(1-7), ranging from
1 to 7 (M = 3.2,SD = 2.15).

Because of the experiment’s duration, which might result
in fatiguing of the participant, we let the participants sit in a
swivel office chair. This means that when the participants feel
the requirement to move, it is possible. However, a long dura-
tion of standing is not required and will not affect experiment
results by exhaustion. The participants were also instructed
to use their space if they felt necessary, and the environment
was made that it was possible to do so without any danger
of tripping over wires. Additionally, we have instructed the
participants to let us know if they feel tired or needed a break.

After every task, the participant was asked if they needed a
break or anything was problematic. A task included: execut-
ing one task three times with different methods. Executing
tasks with all three methods took on average 3 minutes and
43.59 seconds with a standard deviation of 35.1 seconds.
All participants except one said they did not need a break
and could straight away continue with the next set of tasks.
The one participant that asked for a break was between her
third and fourth set of tasks. The reason for the break was,
as she stated: ‘‘The VR headset is becoming too heavy.’’
After a break of about 5 minutes, she wished to continue the
experiment. No abnormalities or significant differences were
found in her experiment results neither before nor after the
break.

To make the participants feel more comfortable with the
environment, we allowed them to experiment during a test
run. After the test run, we asked (Q4) the preferred state of
transparency of the hands (opacityMin). Using increments
of 10% transparency, we showed the result of that trans-
parency level and asked which level was preferred. We used
the individual user’s preference of hands transparency setting
throughout the user study. Also, the preference to use the
smooth transition into transparency (Q5) was asked at this
moment. The difference was shown by switching the mode
on and off and seeing and feeling the results. All partici-
pants preferred this mode, and therefore was used for all
participants.

C. THE TASKS
For our user study, we created sequences of tasks for the
participants to perform. This environment is created in Unity.
Therefore, the size scaling mentioned is those as used in
Unity.
• Task one: stacking three blocks (Scale
xyz = 0.75).

• Task two: stacking four smaller blocks (Scale
xyz = 0.5).

• Task three: creating a hashtag shape with small sticks
(Scale xyz = 0.1, 0.1, 1).

• Task four: placing lids on pots (Scale pot one xyz = 1,
pot two xyz = 0.5).

Tasks one and four are more manageable due to the objects’
increased size. Tasks two and three aremore troublesome than
the others because of the decrease in size and the precision
required to place the objects correctly. See Fig. 4.

After providing the briefing and performing the test
run, the actual user study began. The user performed each
task three times: once with opaque hands and collisions
(OC), once with semi-transparent hands (ST), and once
with semi-transparent and interpenetrable hands (ST & IN).
By performing the same task three times with different meth-
ods, we can compare the results.

Due to improvement over repeated trials, the results will
most likely be best on the last trial. Therefore, a Latin-square
design was applied, and we let one-third of the participants
start with part OC, one-third with ST, and the final third with
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FIGURE 4. The four tasks while being performed in the user studies with their beginning and finished state.

ST & IN. The order of the tasks was randomized to prevent
any other statistical increase by the learning curve.

For the task, we measured the task completion time in sec-
onds. This data is the input for the objective findings of RQ1,
RQ2 and RQ3. The measurement starts from the moment
the participant starts the current task until they say they are
finished. Not making an automated finish when the blocks
are stacked gives the participant the option to reposition the
blocks to a more precise and accurate position if so desired.
We measure the task’s accuracy by subtracting the offset
distance of the x and z axes in the space corresponding to
the lowest object in the sequence, or the pre-made model as
in task three. The accuracy algorithm for tasks one and two
is as follows: Let O be all objects and O0 the lowest block in
the stack. We define two functions l, the location using the
x and z axes, and s, the object’s size. Additionally, we define
M as the multiplier of the size. Therefore, we calculate the
accuracy as:

100−

(
O∑
i=1

|Oil(X ,Z )− O0l(X ,Z )|
Ois(X ,Z )×M

× 100

)
(2)

In tasks, one and two and four, we set M two. Task four has
two pots and two lids. Therefore this algorithm is applied
twice, and later both subtractions of the 100% are added
together. In task three, we replace theO0 of equation two with
Oin to represent the nearest object ofOi, which is the example
shape on the floor. Which then we can calculate as:

100−

(
O∑
i=1

|Oil(X ,Z )− Oinl(X ,Z )|
Ois(X ,Z )×M

× 100

)
(3)

Also, M is set to 5 for task three. Otherwise, the task would
be too difficult due to the size of the small objects.

D. QUESTIONNAIRE
The final part of the user study is the questionnaire. The first
part of the questionnaire uses the Single Ease Question (SEQ)
[15] method to gather the data after the participant performs
each task. After each task was completed with a method,
the following question was asked: ‘‘How difficult was this
task with the current method?’’ This way, the participant can

give a precise answer to the question. Asking all questions
at the end of the tasks might have been difficult for the
participant to recall answers. We notate these questions as
Qt1 − 1 until Qt4 − 3 for four tasks and three methods.
As standard in SEQ, we used a 7-point system, ranging
from 1 = ‘‘very difficult’’ to 7 = ‘‘very easy.’’ With these
questions, we can conclude the subjective answer on RQ1,
RQ2, and RQ3. Afterward, we asked the participants bio-
graphical and informational questions related to the task,
again on a scale from 1 to 7. However, the end-points
are ‘‘very bad’’ to ‘‘very good’’ for Q2, Q3, and Q7, and
‘‘strongly disagree’’ to ‘‘strongly agree’’ for Q5-Q6. Besides
that, Q1 is collected as a number and Q4 as a percentage.

Q1 to Q3 is for gathering user information. Q4 is based
on the work of Buchmann et al. [4]. Q5 is to determine
the acceptability of the smooth transition into transparency.
As suggested by the work of Lin et al. [8], Q6 compares
the non-transparent hands (Q6) to the semi-transparent hands
(Q6t). The answers of Q4, Q5, and Q6 provide the input for
RQ4. Q7 separated by the three parts (Q7-1 to Q7-3) are
based on findings on visual integration by Schwind et al. [11].
These are to determine a before and after use of methods state
comparison. Therefore 7-1 is at the state of OC, 7-2 ST, and
7-3 ST & IN. Which provides an additional overall input for
RQ1 and RQ2. The questionnaire consists of the following:
• (Q1) What is your age?
• (Q2) Experience with computers?
• (Q3) Experience with VR?
• (Q4) The preferred transparency level?
• (Q5) Do you prefer the smooth transition into trans-
parency?

• (Q6) Does it seems like your own hands are located in
the virtual world?

• (Q7) Were you able to interact with the environment the
way you wanted to?

VI. RESULTS
A. TASK RESULTS
The results in Figures 5 and 6 show a decrease in performance
time and an increase in accuracy while using the meth-
ods. To determine statistically significant differences in the
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FIGURE 5. The combined per task speed results. Means are written in the color of the bar. SD’s are written below the error bar in black.

FIGURE 6. The combined per task accuracy results. Means are written in the color of the bar. SDs are written below the error bar in black.

results, a One-way ANOVA was applied. For each tasks in
speed S no significance was found: S−Task1, F(2, 42) =
0.719, p < .493. The same can be said for S−Task2,
F(2, 42) = 1.203, p < .31. We did find significance
for S−Task3, F(2, 42) = 3.894, p < .05. Finally, for
S−Task4, F(2, 42) = 0.023, p < .977. Furthermore,
for each tasks in accuracy A, we found no significance in
A−Task1, F(2, 42) = 0.084, p < .919. We did find sig-
nificance for A−Task2, F(2, 42) = 5.086, p < .01 and
A−Task3, F(2, 42) = 3.273, p < .05. Finally, we found
no significance for A−Task4, F(2, 42) = 1.332, p < .275.
Which is summarized in Table 1.

For the results where we found statistically significant dif-
ferences, S−Task3 and A−Task2&3, post hoc analyses were
performed using the Holm-Bonferroni method as corrected
pairwise t-tests to determine statistically significant differ-
ences the methods. First for time we found we significant
differences for S−Task3 between ST and ST & IN (p < .01)
and for S − Task3 between OC and ST & IN (p < .025).
Secondly for accuracy we found significant differences for
A−Task2 between OC and ST& IN (p < .012) andA−Task3
again between OC and ST & IN (p < .011). We found
no significant differences when comparing the other method
pairs (all with values p > .025 or p > .05 in their respective
rank). Which is summarized in Table 2.

As shown in the results, there are two more difficult tasks
(two and three) and two more manageable tasks (one and
four). To back up this claim we compared task one and four to
task two and three for all methods both on time and accuracy
with a One-way ANOVA resulting in: time F(1, 178) =
53.34, p < .000001 and accuracy F(1, 178) = 113.53,

TABLE 1. The One-Way ANOVA applied to the task results which have
shown a significant difference.

TABLE 2. The Holm-Bonferroni post hoc analysis applied to the task
results which have shown a significant difference.

p < .0000001. The difference in difficulty is that participants
interact with smaller objects in tasks two and three, which
makes occlusion likely and interaction more difficult. This
situation is also where the ST & IN method scores tremen-
dously better than OC for accuracy at an increase of 16.12%
on task two and 15.82% on task three. However, the increase
in tasks one and four, interacting with larger objects, only
receives a small improvement due to the methods. Hence we
can conclude that these methods are most optimal for more
precise tasks and interacting with smaller objects. The overall
increase comparing ST & IN to OC saves 10.38 (18.4%)
seconds, which excels up to 26.7 seconds (28.9%) in Task3,
and increases the accuracy by 8.80%. Also, we can state
that ST contributes towards 65% of the gained accuracy of
ST & IN. However, ST adds less in time, only about 33%
of the total increase. Therefore, we can conclude that the
semi-transparent hands are a significant factor for accuracy,
but not time. These results are as expected. Since transparent
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hands mainly focus on seeing the placement of the objects
better and therefore increasing the accuracy. As noticeable in
the increase between OC and ST in task three, the most chal-
lenging task has the most significant increase for accuracy.

On the other hand, the interpenetrable hands are a sig-
nificant factor in speed and still a good factor for accuracy.
These results are as expected. Since semi-transparent hands
mainly focus on seeing the placement of the objects without
occlusion and therefore increasing the accuracy. The inter-
penetrable hand’s method mainly focuses on a more comfort-
able grasp and release sequence since there is less chance of
unintentionally touching other objects. With these answers,
we can conclude the objective measurement for RQ1: yes,
there is an improvement while using semi-transparent hands.
For RQ2: yes, there is an improvement while using inter-
penetrable hands. However, as answered for RQ3: These
improvements differ by the objects’ size and are strongest
noticeable while using smaller sized objects.

As mentioned earlier, not all participants used the same
level of transparency. The requested level of transparency by
the question of Q4 was used. However, after analyzing this,
we have stated no significant difference in the results based on
the different levels of transparency. This might be occurring
due to the chosen transparency level being relatively close
to each other, as mentioned in the next chapter. Also, there
was no significant difference in comparing the improvements
between experienced and inexperienced VR users.

B. QUESTIONNAIRE RESULTS
As the final part of the user study, we had the participants fill
in the questionnaire. See Fig. 7, which represents the SEQ
questions. We analyzed the data for statistically significant
differences by the non-parametric Friedman’s tests. A signif-
icant difference was found in all tasks. For Task1 (χ2(3) =
16.9, p < 0.0005), Task2 (χ2(3) = 16.2, p < 0.0005),
Task3 (χ2(3) = 27.1, p < 0.00001), Task4 (χ2(3) =
10.2, p < 0.01). Which is summarized in Table 3. Addi-
tionally a pairwise post-hoc analyses with a Holm-Bonferroni
corrected Wilcoxon signed-rank test was conducted to deter-
mine statistically significant differences between the meth-
ods. For Task1 the difference OC and ST& INwas significant
(Z = −3.396, p < 0.001). For Task2 there is a significant
difference for OC and ST & IN (Z = −2.951, p < 0.05) and
ST and ST & IN (Z = −3.051, p < 0.01). For Task3 there is
a significant difference for OC and ST (Z = −3.396, p <
0.001) and ST and ST & IN (Z = −3.235, p < 0.005)
and OC and ST & IN (Z = −3.482, p < 0.001). For
Task4 there is significant difference for OC and ST & IN
(Z = −3.126, p < 0.01). Which is summarized in Table 4.
Other pairwise did not show statistical difference.

Again we can see the difference between the manage-
able and challenging tasks. Especially for challenging tasks,
we can see the increase of score for ST & IN. According
to the participant’s feedback, IN gives a feeling that these
tasks become more manageable than without this method.
Which then answers RQ3. Yes, there is a difference in the

TABLE 3. Friedman’s tests applied on the SEQ results which have shown
a significant difference.

TABLE 4. Pairwise post-hoc analyses with a Holm-Bonferroni corrected
Wilcoxons test applied on the SEQ results which have shown a significant
difference.

improvement based on the size of the objects. As men-
tioned before, the interpenetrable hand’s method has the most
significant improvement in time (speed), but not accuracy.
By this, we can conclude that the participants felt the task
becomes more pleasant when performing it quicker rather
than more accurately. This also answers the subjective feeling
of RQ1 and RQ2. Yes, there is an improvement felt while
using the semi-transparent hands and interpenetrable hands.

For the questionnaire at the end of the user study, see Fig. 8.
Q1 indicated the age of the participants. As shown, the par-
ticipants’ ages do not contain a large variation. Similar to Q1,
in Q2, the participants’ experience with computers does not
vary much. However, Q3 does show a larger difference in
experience with VR. There was no correlation found between
age or experience with computers and their test results. How-
ever, the experiencedVR users, with a score of 3+, performed
better in both speed and time in all tasks with any method.
Nevertheless, there was no significant difference found in
the improvements between methods while comparing expe-
rienced and in-experienced VR users. Q4 shows the prefer-
ence of semi-transparency numerically, with a mean of 44%
semi-transparent, which is similar to the results of [4]. Most
participants chose either 40% or 50% except for two who
chose 30%. Q5 indicates that the vast majority agrees on
preferring the smooth transition into semi-transparent hands.
For realism, the non-transparent hands are slightly preferred
over the semi-transparent hands, as visible in Q6 and Q6t,
which answers the question of RQ4. Opaque hands are pre-
ferred. However, when semi-transparency is used, a smooth
transition into transparency is recommended. Additionally,
see Fig. 9, Q7-1 to Q7-3 show an increase in the confidence
of interacting with the environment as the user wanted, with
the most significant improvement in the ST & IN. This
improvement from Q7-1 (3.27) to Q7-3 (4.93) is an increase
of 51%. Applying the non-parametric Friedman’s tests on
Q7-1 to Q7-3: (χ2(3) = 19.2, p < 0.0001). Again apply-
ing Holm-Bonferroni corrected Wilcoxon signed-rank test as
post hoc analysis do determine pairwise statistical difference.
Where significant difference was only found between Q7-1
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FIGURE 7. Each task rated per method, points ranging from 1 = Very
difficult to 7 = Very easy.

FIGURE 8. The remaining questionnaire questions on a scale of 1 to 7.

FIGURE 9. Overall subjective feeling of being in control while comparing
the methods on a scale of 1 to 7.

and Q7-3 = (Z = −3.399, p < 0.01) and between Q7-2 and
Q7-3 = (Z = −3.357, p < 0.001). This again concludes a
positive answer towards RQ1 and RQ2.

C. RESULTS DISCUSSION
When reading or hearing about the interpenetrable hands,
they may seem like a minor improvement or even none at
all. We also noticed this during the briefing. The participants

FIGURE 10. False finger detection during the release of a grasp because
of its hand occluding the fingers. Note that figure a and b are recorded at
the same time. However, because of occlusion from the sensor to pinky
and ring finger a different hand gesture is shown in VR.

seemed to understand the impact of semi-transparent hands.
Nevertheless, the interpenetrable hands’ impact was often not
recognized by the participants when being told about this
method. However, this method scored significantly higher
for both user preference and performance, as seen in the
results. Moreover, more challenging tasks became signifi-
cantly more comfortable to perform. Therefore, we can say
that this method was perceived better after experiencing it
rather than being explained.

During the user study, we were able to state, in our opinion,
the biggest issue with using a sensor, such as the LMC, from
the VR headset point of view to track the hands, which is
occlusion. This issue was not visual occlusion in VR, but the
finger’s occlusion by the hand for the hand tracking sensor in
real life. This issue was also not mentioned in categorizing
the mid-air interaction issues [43]. They use the LMC on
the desk rather than mounted on the VR Headset. Therefore
in their situation, the sensor’s vision is unlikely to have the
fingers or hand occluded. It is only possible when the sensor
is mounted on the head, as in the scenario later mentioned.
Neither was the issue mentioned in the summarization of
gesture interaction recognition techniques and devices [25].
Xiao et al. [37] also mentioned ‘‘problems,’’ one they stated
as ‘‘inconsistency of the display device,’’ nevertheless an
exact issue, cause, or solution was not mentioned.

The previously mentioned occlusion issue is encountered
in more specific situations than expected. Grasping an object
is not the main issue. Releasing the grasp is the crux of the
problem. This is because the angle of the sensor towards the
hand will most likely have the ring finger and pinkie occluded
by the distal part of the hand or other fingers. Therefore,
the sensor often still detects those two fingers in flexion when
they are actually in extension in the real world (see Fig. 10),
which results in difficulty in releasing the objects. However,
once these fingers are suddenly detected, a flicking motion
will happen in VR because the fingers go from flexion to
extension instantly, which is likely to hit the objects near
the hand, including the one previously grasped. Whenever
these situations occurred during the user study, we reset the
current task and start again. For some participants, this issue
never happened. However, for some others, this happened
more often. We did not keep exact track of how many times
this occurred to each participant. However, we assume that
experience in VR does play a role in preventing this issue.
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Another difficulty, again also not mentioned in [25], [43]
due to different viewing point of the sensor, which we
mainly encountered in task three, creating the hashtag, was
the following. This task requires to place some objects at
a 90deg angle. Therefore, the hand has to be in a pronated
or supinated state. For example, picture a user that is holding
their hand in front of their head. Then he makes a pronated
(towards the right) grasping motion while keeping the wrist
in the same place. As noticed, the user is unlikely to see his
fingers because the distal side of his hand and his wrist are
completely occluding the fingers. Correspondingly, the sen-
sor mounted on the VR device will have issues detecting the
fingers in this state. As we noticed with our more experienced
participants, they partially overcame this issue by using the
space to move around. By changing their body state, they
overcome the pronation or supination of the wrist not being
detected correctly. However, this will not be an optimal solu-
tion for a situation where a person is sitting stationary. Such
movement might also be more fatiguing during prolonged
use.

VII. LIMITATIONS
One of the limitations we noticed when implementing
semi-transparent hands was that the center of the grasping
motion for our sensor, the LMC, is the contact point of the
thumb and index finger. Therefore, the semi-transparent hand
method does not live up to its full potential since there is
no hand palm over the object, and there is a smaller chance
of occlusion. While using hardware that uses the center of
the hand palm as the contact point of the grasping motion,
we expect even better results for this method. This would also
be a more realistic way of grasping an object rather than the
contact point of the index finger and thumb in most cases.

Another limitation is that our current work is only limited
to a sensor as a hand tracking device. Using other hardware
such as VR gloves might give different results. However,
we expect that the results do not vary tremendously.

VIII. CONCLUSION AND FUTURE WORK
In this paper, we have shown the results of the user study
focusing on the effect of the users’ performance while using
semi-transparent hands, while using the newly introduced
method to transition smoothly into transparency, and with
interpenetrable hands. Additionally, with the questionnaire’s
data, we can conclude that using the semi-transparent and
interpenetrable hands considerably improves the user’s per-
formance, especially with more challenging and precise
tasks. Therefore, we can say that manipulating small objects
and performing precise tasks benefit significantly from these
methods, whereas interacting with larger objects only shows
a small improvement. These findings can be used for devel-
opers to determine the interest of using these methods.

The work of Knierim et al. [6] using semi-transparent
hands stated that ‘‘Inexperienced typists require hand visu-
alizations to orient themselves in VR while transparency has
no effect’’ and ‘‘Results show that experienced typists are less

affected by different hand rendering.’’ In our work, we did not
see a distinct difference between the experienced and inexpe-
rienced computer or VR users (Q2, Q3). No correlation exists
between users’ past VR experience and their improvements
in the tasks. Hence, we can conclude that these methods
are an improvement for both experienced and inexperienced
users.

A possibility for future work would be to use Deep
Learning to create a dataset of labeled grasp and release
motions. This dataset includes labeling falsely-detected
release motions as an ‘‘occluded release motion.’’ This way,
it might be possible, even with the occlusion of a hands-on
device, to improve an object’s release. Consequently, it might
be possible to detect or predict an ‘‘occluded release motion’’
and classify this behavior without actually detecting it. This
classification can also be applied to the grasping motion.
However, as we have noticed, these are often less likely
to be occluded and, therefore, falsely detected. Afterward,
the earlier presented user study can be performed again with
the improvement of releasingi objects.

Another option could be to combine the realistic grasping
methods of the related work section with this work. Addition-
ally, instead of using a sensor (such as the LMC), use a glove
based solution to see the change in the user’s opinion and task
performance.
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