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ABSTRACT State-of-health (SOH) assessment for aero-engine can effectively reduce maintenance cost and
operational risk, and is also a significant part of the prognostics and health management (PHM) system.
However, the current SOH assessment is usually closely coordinated with other parts of PHM to achieve
specific functions. This is not conducive to generalizing the function of SOH assessment. Therefore, this
paper proposes a data-driven framework of SOH assessment that mainly includes data preprocessing,
pseudo label generation, weight assignment and feature selection, and assessment, which enhances the
systematicness of SOH assessment. A combination model based on density-distance clustering and fuzzy
Bayesian risk models is designed to generate a pseudo label, select optimal parameter subset, and assign
weight. Then, two assessment indicators including state membership degree and health degree are produced
based on two fuzzy models for horizontal and vertical comparisons. These two indicators expand the
dimensions and perspectives of SOHmeasurement, which can more comprehensively characterize the health
state of the engine. Finally, the correctness and effectiveness of the proposed methodology are verified by
the widely used Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) dataset.

INDEX TERMS State-of-health assessment, aero-engine, state membership degree, health degree, pseudo
label generation.

I. INTRODUCTION
Aero-engine is one of the typical representatives of com-
plex industrial equipment, who is also called ‘‘the heart of
airplane’’ [1], [2]. For complex equipment, condition-based
maintenance is the main task of its health management.
An important prerequisite for condition-based maintenance
is accurate health assessment that directly affects the mis-
sion planning of the airplane. Accurate and effective SOH
assessment of the engine will be conducive to performing
condition-based maintenance on the engine and making an
appropriate decision on the flight task [3].
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Prognostics and health management (PHM) is a significant
guarantee for reducing the cost of aero-engine maintenance
and improving the flight quality [4], [5], which has aroused
wide interest in relevant scholars and engineers [6], [7].
Data-driven PHM technology occupies a dominant position
that is more suitable for the complex aero-engine than model
one [8]. SOH assessment is one of the key steps in PHM [9].
Generally, after receiving the monitoring data, the SOH
assessment performs on the concerned object, and then the
assessed result is sent to diagnose some faults, predict the
remaining life or decision-making [10], [11].

In view of the above analysis, SOH assessment and
aero-engine are the two focuses of our work, which are the
main research item of PHM and the main object of complex
equipment, respectively. Therefore, we will introduce the
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existing research results of SOH assessment and the SOH
assessment of aero-engine successively in the following part.

With respect to the SOH assessment, a generalized and
systematically theoretical model is a practical requirement for
engineering applications. Such a theoretical model is easier
to transplant and expand, and can eventually be developed
into an industry standard and promote the PHM system to
become generalized and universal. For a department with
multiple assets of the same type, it usually hopes to receive
recommendations for equipment optimal selection from the
results of SOH assessment. This is also the most common
issue we encounter in engineering applications, such as
aircraft scheduling and combat decision-making.

For the research results of SOH assessment, scholars usu-
ally divide it and state classification into the same issue.
Literature [12] classified the SOH of the piston pump using
an LSTM neural network. Soft failure and hard failure are
proposed in literature [13] to improve the effectiveness of
health assessment for electronic components. Some health
indicators are extracted for diagnosing different fault types of
the tools in smart manufacturing [10]. In addition to the above
forms, some scholars combined SOH assessment with other
key parts in PHM as an entire model to achieve some con-
cerned functions. Literature [14] performed decision-making
after acquiring the result of the health assessment for a wind
turbine blade. Literature [11] proposed a quantum assimila-
tion based method for SOH assessment and remaining useful
life (RUL) prediction for electronic systems, in which the
assessment result was fed into the part of RUL. Literature [15]
proposed a framework of health assessment and RUL based
on multi-dimensional performance and multi-failure mode
for a wind turbine. Some other related achievements can refer
to [16]–[18]. Therefore, it can be seen from the above litera-
ture that the research on SOH assessment has not yet been
independently and systematically developed, which is the
main deficiency in the study of SOH assessment. The main
motivation of this paper is to make up for this shortcoming,
a detailed and systematic study of SOH assessment is the
main focus of our work.

Regarding the SOH assessment of aero-engine, some
scholars consider that SOH assessment is an auxiliary link
to help other functions of PHM [19]–[21]. Among them,
the combination of health assessment and RUL for an
engine is the most common research issue, and researchers
prefer to use the publicly available Commercial Modular
Aero-Propulsion System Simulation (C-MAPSS) dataset as
a typical representative to carry out relevant study [22]–[24].
In the C-MAPSS dataset, each engine starts with differ-
ent degrees of initial wear and manufacturing variation
and begins to degrade at some time, all these details are
unknown to the public. In other words, these public datasets
are not accompanied by corresponding state labels, which
makes it difficult to assess the SOH of these engines.
In this regard, scholars have proposed some methods includ-
ing equal frequency method [25], clustering method [26],
piece-wise method [20], average state level [27], manually

segmented [28], and other methods [21]. For more research
results on the health state dividing of the C-MAPSS dataset,
interested readers can refer to literature [22], [29]. It can be
seen that the states produced by the aforementioned methods
are too rigid, which is a problem that we try to solve by intro-
ducing a clustering model in the study of SOH assessment.

For the SOH assessment of the C-MAPSS dataset,
scholars have carried out some successful research work.
A data-driven health indicator constructor and health state
division framework for the degradation model was pro-
posed based on relative entropy Weibull-SAX [29]. State
estimation and prediction based on Belief functions and
hidden Markov models were discussed and applied to the
C-MAPSS dataset [28]. In the literature [30], state classifica-
tion for structural health diagnosis was carried out based on
Deep Belief Network and demonstrated with the C-MAPSS
dataset. Bayesian methods were employed to assess the oper-
ational safety of multi-mode engineering systems including
the C-MAPSS gas turbine [31]. Multiple deterioration level
assessment was discussed in the literature [21].

So far, the research work related to SOH assessment can
be summarized as shown in Table 1. From these results
in Table 1, the following conclusions can be drawn: 1) None
of these studies provide a framework model with generaliza-
tion ability for health state assessment, 2) The health state
division and expression of these research results usually take
their own lifespan as the yardstick, e.g., statistical distri-
bution [29] and equal frequency health state [30], and do
not have the ability to consider the comparative analysis of
similar equipment operation state, which is to provide users
with some recommendations of equipment optimal selection.
Filling these two gaps is the main motivation of our work.

To make up for the deficiencies mentioned above,
we employ the C-MAPSS dataset as the object to sys-
tematically research the SOH assessment of aero-engine.
After an in-depth analysis of the characteristics of the
C-MAPSS dataset, we propose a theoretical framework based
on labeled-multiple attribute decision-making (LMADM) for
data-driven SOH assessment, which mainly includes data
preprocessing, pseudo label generation, weight assignment
and feature selection, and assessment. For label genera-
tion, we propose a pseudo label generation strategy assisted
by a density-distance based clustering (DDC) method pro-
posed in [32]. The DDC model can yield some ideal results
that is why it is employed in our work. The SOH assess-
ment of aero-engine is directly related to flight safety that
requires the SOH assessment to take fully into account the
decision-making risk. Thus, we introduce a fuzzy Bayesian
risk (FBR) model that is specifically designed for decision
system [33] to extract an optimal parameter subset, and assign
some appropriate weights to these selected parameters. The
pseudo label generated by DDCmakes the C-MAPSS dataset
from an information system to a decision system. This opera-
tion helps FBR to be applicable to the information system.
To obtain a more comprehensive health assessment result,
we put forward two aspects of health assessment including
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TABLE 1. The summary of related work.

horizontal comparison and vertical comparison using two
fuzzy models, which generate the membership degree of
engine state and the health degree of the engine relative to
its historical state, respectively. Therefore, the main contri-
butions of this paper are concluded as follows:

1) A framework of data-driven state-of-health assessment
is proposed that mainly includes data preprocessing,
pseudo label generation, weight assignment and feature
selection, and assessment. This highlight tries to make
up for the shortcoming that there is no independently
and systematically research on the SOH assessment,
which can also expand the theoretical scope of the PHM
system and enhance its application value.

2) A combination model based on the density-distance
clustering and fuzzy Bayesian risk models is designed
to select a relative optimal parameter subset and assign
weights for the parameters in the selected subset, which
approaches the final result with theminimum risk and is
more suitable for the proposed SOH assessment frame-
work. This combined model can expand the application
ability of the fuzzy Bayesian risk model in the informa-
tion system.

3) Two indicators characterizing the state-of-health of
aero-engine, state membership degree and health
degree, are developed by horizontal and vertical
comparison fuzzy models, respectively. These two
indicators can reveal the health state of equipment
more comprehensively to assist users to make more
appropriate decisions.

4) A detailed process of state-of-health assessment is
demonstrated through the C-MAPSS dataset, in which
the difference between some theoretical results and
practical application is explained. The processing

techniques can help the proposed theory be easily
applied to practical engineering.

The remainder of this paper is organized as follows. The
detailed methodology of state-of-health assessment is intro-
duced in Section II, some comparison experiments are car-
ried out in Section III. Then, the validation of the proposed
methodology is elaborated in Section IV. Finally, Section V
concludes our work and provides some future work.

II. METHODOLOGY
A. BASIC FRAMEWORK OF STATE-OF-HEALTH
ASSESSMENT
Multiple attribute decision-making (MADM) theory and its
extension model labeled-multiple attribute decision-making
are two of the important theories in management science [33].
We transplant the idea of LMADM into the health state
assessment of aero-engine and design a general framework of
health state assessment that is special for complex equipment.
The basic steps of this framework are as follows:

1) Data preprocessing: noise reduction, sensor preselec-
tion, normalization;

2) Pseudo label generation: dimensionality reduction,
state center generation, label calibration;

3) Weight assignment and feature selection: decision
system building, weight producing, sensor secondary
selection;

4) Assessment: aggregation of health score, horizontal
state membership degree and vertical health degree
calculation.

The relationship between the above-mentioned steps is
shown in Figure 1. Regarding the object data, there are two
categories including historical data and current data, which
are also considered as training data and test data. The training
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FIGURE 1. The schematic of our strategy for SOH assessment.

data are fed into the proposed framework to build an assess-
ment model, two health degrees are subsequently obtained
after the current data being input the trained model.

B. DATA ANALYSIS AND PREPROCESSING
Regarding the dataset for SOH assessment, there are some
selection criteria to follow:

1) The dataset can characterize the operation state of the
engine.

2) The dataset contains some potential multiple states of
the engine, which are limited to the same operating
condition.

3) The used dataset can characterize the full lifespan of
the engine.

Affected by regular inspections and overhauls, the actual
dataset of the engine usually contains fluctuating character-
istics. We can obtain the initial state information and end-
of-life information of the engine through the user manual and
maintenance manual. This information can be equivalently
converted into the above three criteria.

The first criterion is a basic principle. The second one
is an important criterion to obtain more accurate results of
SOH assessment, and it is also a guarantee that the horizontal
health state comparison mentioned in the following sections
is feasible. The third one can ensure that we can achieve a
longitudinal health state comparison of a single-engine.

Following the above criteria, the dataset used in this paper
is generated by a simulation platform of C-MAPSS [34].
A schematic diagram of the upper half of the simulated engine
is shown in Figure 2. The corresponding relationship of the
abbreviations in Figure 2 is shown in Table 2.

In this dataset, there are 21 sensory data collected by
sensors that effectively reflect the running state of the engine,
and three others denote the setting of the operating conditions.
In our work, we focus on the most widely used dataset named
FD001 in C-MAPSS. The details of this dataset are shown

FIGURE 2. The schematic diagram of the upper half of the simulated
engine.

TABLE 2. The details of the abbreviations in Figure 2.

TABLE 3. The details of FD001 dataset.

in Table 3, and the descriptions of these 21 sensor attributes
are shown in Table 4.

We take the first engine named FD001-01 as an example to
illustrate the data trends of these 21 sensors, which is shown
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TABLE 4. The descriptions of the 21 sensor attributes.

FIGURE 3. The data trends of the 21 sensors of FD001-01 engine. There
are three types of data, including decreasing data, increasing data and
constant data.

in Figure 3 after scaling into the range of [0, 1]. The engine
runs for 192 cycles in its entire lifespan, so 192 samples
representing the engine state are recorded. Obviously, there
are three typical trend characteristics in this dataset:

1) The data with Sensor IDs 7, 9, 12, 14, 20, 21 (see
the lines marked with warm color in Figure 3) show
a downward trend over time, this kind of data is the
decreasing type.

2) The data with Sensor IDs 2, 3, 4, 8, 11, 13, 15, 17
(see the lines highlighted by cold color in Figure 3)
present an upward trend over time, this kind of data is
the increasing type.

3) The data with Sensor IDs 1, 5, 6, 10, 16, 18, 19 (see the
red straight line in Figure 3) show a time-independent
characteristic, this kind of data is the constant type.

Regarding the FD001 engine, it has experienced a high
pressure compressor degradation failure at some time that
results in the different trend characteristics of these data [34].

As can be seen from Figure 3, there exist three problems
that need to be solved in the data preprocessing stage, which

are the problems of noise, unhelpful constant value, and dif-
ferent development trend characteristics. The following ways
can solve these three problems.

1) THE WAY FOR REDUCING NOISE
It is difficult to find the nature of data when the data is con-
taminated by noise. We employ a windowed average method
to alleviate the influence of noise in the time series data of
C-MAPSS.

Given a finite time series X = {x1, x2, · · · , xn} and an
integer window length L, 1 < L < n, then the new element
is denoted by

x̃i =

∑i
i−L+1 xi
L

, (1)

where L ≤ i ≤ n. Then, the new time series is X̃ =
{̃xL , x̃L+1, · · · , x̃n}.

2) THE WAY FOR DELETING THE UNHELPFUL CONSTANT
VALUE
According to the selection criteria of the SOH assessment
dataset, a parameter that cannot reflect the changes of the
engine state will not assist in assessing health state, and such a
parameter with constant value data is this type of parameter.
A group of data whose maximum and minimum values are
equal can be considered as a constant one.

The constant type of data presents a constant characteristic
because they are not related to the only degradation mode of
FD001, i.e., HPC degradation, but more related to fan perfor-
mance, which can be clearly concluded by the information
in Table 4. From the perspective of engine structure, the fan
and HPC do not share the same shaft, thus the performance
degradation of HPC will not directly interfere with the per-
formance of the fan. These constant data are not helpful in
the SOH assessment for FD001 because they cannot reveal
the performance change of the engine, and should be deleted.

3) THE WAY FOR NORMALIZING THE DATA WITH TWO
DEVELOPMENT TRENDS
To better represent the degradation trend of the engine and lay
a foundation for the subsequent health assessment, i.e., all the
samples need to be normalized to a descending interval with
the range of [0,1], we thus use different normalization models
for the data with an upward trend and downward trend. The
cost and income normalized models are the most commonly
used models that can meet the above requirements, which are
shown as follows [35], [36]:

x i =
max(X )− xi

max(X )−min(X )
, (2)

x i =
xi −min(X )

max(X )−min(X )
, (3)

where xi ∈ X = {x1, x2, · · · , xn}, x i is the normalized
element, max(·) andmin(·) are respectively themaximum and
minimum operators, i.e., max(X ) denotes the maximum value
of X , and min(X ) is the minimum one for X .
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The income normalized model (Eq. (3)) is utilized for
the decreasing type of data, and the cost one (Eq. (2)) is
used for the increasing type of data. It is worth noting that
the normalization operation is performed for all the training
samples rather than for the samples of a single-engine.

Consequently, based on the above three solutions, for the
data of FD001-01 engine, we can obtain the reconstructed
data in the range of [0, 1] as shown in Figure 4, where L = 20
that is set in terms of the experimental results of literature [37]
and our engineering experience.

FIGURE 4. The reconstructed data of the remaining 14 sensors of
FD001-01 engine.

C. PSEUDO LABEL GENERATION BASED ON
DENSITY-DISTANCE CLUSTERING
The labeling of the C-MAPSS data has always been a hot
issue for scholars. To solve this problem, we propose a label
generation method based on clustering idea. The cluster-
ing categories can be regarded as the pseudo labels of the
C-MAPSS dataset.

It is worth noting that the label produced by the clustering
method is not used for final decision-making, but is only
an intermediate product to assist in SOH assessment. Thus,
the clustered label is named a pseudo label.

Regarding the clustering method, literature [32] has pro-
posed an idea that a cluster center is characterized by higher
local density thanmost other points and large relative distance
to other points with higher local densities, based on which a
new cluster model named density-distance clustering (DDC)
is proposed. The basic concepts are as follows.

In DDC, the local density ρi of sample xi is denoted as

ρi =
∑
xj

D(dij − dc), (4)

where i and j are the serial number of the sample in the current
set, dij is the distance between samples xi and xj, dc is a
distance threshold, we set dc as recommended in [32] that
the average number of neighbors is around 2% of the total
number of points in the discussed dataset, D(·) is a cut-off
function,D(·) = 1 when dij−dc > 0 andD(·) = 0 otherwise.
The relative distance of sample xi is defined as

δi =

{
min(∪dist(xi, xj)), sort(ρi, ρj) = [ρj, ρi],
max(δ), ρi = max(ρ),

(5)

where dist(·, ·) denotes some distance function, as which the
Euclidean distance is generally used. sort(·, ·) is a descending
order function. For the first part, we sort the local density
of samples, and then obtain the minimum relative distance
according to the sorting results, where the relative distance of
sample xi is only related to the samples with larger local den-
sities than xi’s. From the second part, it can be seen that if the
local density of xi is the maximum one, its relative distance is
also the maximum one. Some more detailed explanations for
this equation can be found in [32].

The center of each cluster is generated based on the com-
bination of local density ρi and relative distance δi, the com-
bination is called a decision function that is defined by

θi = ρ̄iδ̄i, (6)

where ρ̄i and δ̄i are the new local density and relative distance
that are scaled into the range of [0, 1], this scaled operation
could guarantee identical weights for both during choosing
cluster centers. The cluster centers are those with relatively
greater decision function values than other points after setting
the number of clusters. Then, the remaining elements could
be labeled according to the neighborhood principle that their
neighbor has a higher density. The basic steps can be illus-
trated as shown in Figure 5.

FIGURE 5. The flow chart of pseudo label generation.

Based on the above steps, the data of the FD001-01 engine
can be reconstructed as shown in Figure 4. The number of
clusters is three according to the three basic states, i.e., health
state, degradation state, and failure state.

When utilizing the clustering method in our work, we put
forward the following hypothesis: If the interference sam-
ples in the original dataset are removed and more represen-
tative samples are extracted, the clustering effect may be
improved. Therefore, to improve the quality of clustering and
generate more reliable labels, Principal Component Analysis
(PCA) [38] is employed that is a quantitatively rigorous
method for achieving this result.
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First, the original data are compressed by PCA to extract
more representative data. Then, the extracted data are clus-
tered to generate a pseudo label. Therefore, based on PCA
and DDC, the decision function and state classification result
of FD001 data are shown in Figures 6 and 7, respectively.

FIGURE 6. The decision function for the data of FD001-01 engine. The
selected clustering centers could be the samples with ID 88, 170, and 39.

FIGURE 7. The classified states of FD001-01 engine. There are three
states including health, degradation, and failure after clustering.

In Figure 6, the samples with IDs 88, 170, 39 have greater
decision values than other samples, which are selected as the
cluster centers. The pseudo labels as shown in Figure 7 can
fully match the trend of engine data, namely, the clustering
results are consistent with the real states of the engine.

D. WEIGHT ASSIGNMENT AND FEATURE SELECTION
BASED ON FUZZY BAYESIAN RISK MODEL
After obtaining the pseudo label of engine data, the C-MAPSS
dataset can be transformed into a decision system that
includes conditional attributes (the sensors of the engine) and
decision attribute (the pseudo label). Therefore, the weight
of each sensor and optimal feature selection can be yielded
based on FBR.

In the PCA method, the original data are mapped into the
feature space through spatial transformation, then the princi-
pal components are found to achieve the purpose of dimen-
sionality reduction. The reduced data is actually a principal
component representation of the original data rather than a
subset of the original set. Therefore, the feature selection in

our work is based on the original data rather than the data
generated by PCA.

The decision system associated with C-MAPSS is com-
bined with the sensors selected from the step of data pre-
processing and the array of pseudo labels generated by the
DDC model, which can be denoted by DS = (U ,C ∪ D),
where U is the concerned data space, U = {x1, x2, · · · , xm},
C = {c1, c2, · · · , cn}, D = {d1, d2, · · · , dK } [39]. The rela-
tionship of the elements in DS is demonstrated in Figure 8.
Regarding the aero-engine dataset, xi ∈ U is the sample at
a given cycle, cj ∈ C is the sensor, dk ∈ D is a state of the
aero-engine, vij is a specific collection value corresponding
to a certain sensor cj in a certain cycle i.

FIGURE 8. The demonstration of decision system.

The basic definitions of FBR are described as follows.
Given a decision system DS = {U ,C ∪ D}, U =

{x1, x2, · · · , xm}, D = {d1, d2, · · · , dK }, for an arbitrary
xi ∈ U induced by an attribute subset c (c ∈ C), it may be
classified into any decision class of D using some metrics,
but it belongs to a certain class dk (dk ∈ D) according to the
corresponding relationship in DS. Therefore, the Bayesian
risk of xi vesting in dk with respect to c is defined as

Rc(dk |xi) =
K∑
j=1

λkj (c, xi)P(dj|xi), (7)

where λkj (c, xi) is a loss function that measures the loss rel-
ative to its attributed class dk when classifying xi into the
possible class dj, andP(dj|xi) is the probability of xi belonging
to dj.
With respect to the loss function in Eq. (7), we have

proposed a data-driven model named Gaussian kernel loss
function that is described as follows [33]:

λkj (c, xi) =

{
exp(−D(xi, µk )) k 6= j
0 k = j,

(8)

where dk ∈ D is the inherent class of xi that comes from
DDC, µk is the expectation of the samples belonged to class
dk induced by c, k, j ∈ {1, 2, · · · ,K }, D(·, ·) is a distance
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function, and Euclidean distance is employed in this paper.
Usually, we take the loss function as λkj for short.

For the Gaussian kernel loss function, a) if the sample is
divided into its inherent class, i.e., k = j, then λkj = 0; b) if the
sample is nearer to the expectation, then λkj will be greater; c)
if the corresponding standard deviation σk = 0, then λkj = 1.
With respect to the probability in Eq. (7), we have proposed

a fuzzy probability function to flexibly characterize the mem-
bership of sample. The fuzzy probability of xi classifying to
dk is defined as follows:

Pc(dk |xi) =

∑
{f (xi, xj)|xj ∈ dk}∑

{f (xi, xj)|xj ∈ Neigh(xi)}
, (9)

where dk is the inherent class of xi inDS, Neigh(xi) is a fuzzy
neighborhood set of xi, f (·, ·) is the fuzzy similarity relation
that is denoted by

f (xi, xj) = exp(−D(xi, xj)), (10)

where D(·, ·) is the distance function, and we also select the
Euclidean distance in our work.

Thus, the fuzzy neighborhood set of xi can be obtained
according to

Neigh(xi) = {xj|xj ∈ U , f (xi, xj) ≥ η}, (11)

where η is a threshold.
Obviously, there exists 0 < Pc(dk |xi) ≤ 1.
Theorem 1: The fuzzy Bayesian risk defined as Rc(dk |xi) =∑K
j=1 (λkj P(dj|xi)) is equivalent to Rc(dk |xi) = λk

∼k (1 −
P(dk |xi)), where d∼k is the decision class set except dk , and
the inherent decision class of xi is dk .

Proof: It follows from Eq. (8) that the loss function can
be rewritten as λk

∼k = exp(−D(xi, µk )) if k 6= j, and λkk = 0
(k = j). Therefore, the risk function can be written as

Rc(dk |xi) =
∑K

j=1
λkj P(dj|xi)

= λk1P(d1|xi)+ λ
k
2P(d2|xi)+ · · · + λ

k
kP(dk |xi)

+ · · · + λkKP(dK |xi)

= λk
∼kP(d1|xi)+ λ

k
∼kP(d2|xi)+ · · · + λ

k
kP(dk |xi)

+ · · · + λk
∼kP(dK |xi)

= λk
∼k (P(d1|xi)+ P(d2|xi)+ · · · + P(dK |xi))

+ λkkP(dk |xi)

= λk
∼k (1− P(dk |xi))+ λ

k
kP(dk |xi)

= λk
∼k (1− P(dk |xi)).

This theorem shows that we do not need to calculate the
loss function and probability of the sample relative to each
decision class in the actual calculation. On the contrary,
we only need to calculate these two functions of the sample
associated with its inherent decision class. This conclusion
will greatly reduce the complexity of FBR.
Theorem 2: The fuzzy Bayesian risk satisfies that

0 ≤ Rc(dk |xi) < 1.

Proof: According to Theorem 1, the Bayesian risk could
be written as Rc(dk |xi) = λk

∼k (1 − P(dk |xi)), and λk∼k =
exp(−D(xi, µk )), and 0 < λk

∼k ≤ 1 holds. On the other
hand, the probability satisfies 0 < P(dk |xi) ≤ 1 according
to Eq. (9). Therefore, the above theorem holds.
Regarding the SOH assessment for aero-engine, the risk

in this model refers to the decision-making risk caused by
deducing a possible state by the samples generated from
sensors. Therefore, given a sensor whose test data brings a
less risk when deducing the possible engine state, we will
assign it a greater weight. This means that the weight of the
sensor is inversely proportional to the risk. The weight of the
sensor (i.e., the conditional attribute c inDS) induced by FBR
is defined as

wc =
1

Rc + ε
, (12)

where Rc = 1
m

∑m
i=1 Rc(dk |xi), xi ∈ U , dk ∈ D, ε is a positive

number approaching 0 to ensure that the denominator is not 0.
This weight assignment model is different from the original
one in literature [33], which is denoted by

wc = 1− Rc. (13)

For more detailed information about this weight assign-
ment scheme can be found in our previous work [33].

By comparison, it is easy to know that the nonlinear
variation relationship in Eq. (12) is more conducive to
distinguishing the importance of attributes than the linear
variation relationship in Eq. (13). Therefore, instead of
Eq. (13), we employ Eq. (12) to assign weight in this
work.

Thus, the inequality relationship 0 < wc ≤ 1 holds
according to Theorem 2. Then, the weight vector of DS is
W = (w1,w2, · · · ,wn), where wc = wc/

∑n
c=1 wc, and

0 < wc ≤ 1 holds, wc = 1 holds if and only if n = 1.
To avoid the problem of too many candidate attributes

leading to small differences between the attribute weights,
we select those attributes with relatively lower risks as rep-
resentatives based on the obtained Bayesian risks.

E. STATE ASSESSMENT AND RESULT OUTPUT
Given a set of selected sensors C = {c1, c2, · · · , cn} and its
corresponding weight vectorW = (w1,w2, · · · ,wn), a set of
test samples U = {x1, x2, · · · , xm}, the test matrix V can be
therefore denoted by

V =


v11 v12 · · · v1n
v21 v22 · · · v2n

: :
. . . :

vm1 vm2 · · · vmn

 , (14)

where vij (i = 1, 2, · · · ,m, j = 1, 2, · · · , n) is scaled into the
range of [0, 1].

The most commonly used operator, i.e., weighted aver-
age (WA) operator [40], is selected for the aggregation.
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The health score of each sample in U can be calculated
as follows:

S = V ·W
T

=


v11 v12 · · · v1n
v21 v22 · · · v2n

: :
. . . :

vm1 vm2 · · · vmn


m×n

·


w1
w2
:

wn


n×1

= (s1, s2, · · · , sm)T, (15)

where S ∈ Rm×1 is the health score vector of all the samples,
the superscript T stands for matrix transposition. Obviously,
0 ≤ si ≤ 1 holds.

Based on the health score, we can obtain two outputs of
SOH assessment denoted by state membership degree and
health degree, one is the horizontal comparison state relative
to the same type of engine, the other is the vertical comparison
trend state relative to its own historical state. The two outputs
are generated by two fuzzy models that are described as
follows.
Output 1 (State of Horizontal Comparison):GivenN train-

ing engines with their health scores, we can obtain three fuzzy
rules based on these health scores, the generalized fuzzy rules
can be represented by Gaussian-shaped fuzzy functions as
shown in Figure 9.

FIGURE 9. The schematic of the fuzzy rules of horizontal comparison.

Specifically, given N training engines with their M lifes-
pan health scores, and the descending sequence is S =
{s̀1, s̀2, · · · , s̀M }. Then, given three thresholds α, γ and β,
0 < α < γ < β < 100%, the sequence S will be
divided into three segments, i.e., S1 = {s̀1, s̀2, · · · , s̀i}, S2 =
{s̀i+1, s̀i+2, · · · , s̀k , · · · , s̀j−1}, S3 = {s̀j, s̀j+1, · · · , s̀M },
where i = I(M · α), k = I(M · γ ), j = I(M · β), I(·) is a
rounding function, i+ 1 < k < j− 1.
Therefore, the health degree is represented as a set of fuzzy

membership degrees indicating the degree of subordination to
the three states, i.e., health state, degradation state, and failure
state. Given a test engine with its current parameters, then we
can calculate its health score using Eq. (15). Thus, the set of
fuzzy membership degrees can be easily obtained according
to the fuzzy rules as shown in Figure 9.

Output 2 (State of Vertical Comparison): In the data of
C-MAPSS, the initial states of these engines are healthy,
and then they go into a degraded state at some time during
their operation. Therefore, in the longitudinal comparison,
the initial state of each engine can be calibrated as its relative
health state, and the termination state of each engine can
be considered as its complete failure state. In the practical
engineer, if there is not enough full life data to support,
the termination health state is usually given by the engine
manufacturer.

Based on the above idea, the initial health and the terminal
health scores of each engine can be used to build a mapping
relationship and assess the vertical health of a single-engine.

Specifically, given N training engines with their lifes-
pan health scores, the initial health scores are Hin =
{sin1, sin2, · · · , sinN }, the terminal health scores are Hter =
{ster1, ster2, · · · , sterN }. For the initial health scores, their
ascending sequence is H́in = {śin1, śin2, · · · , śinN }, its cor-
responding sequence of terminal health scores is H́ter =
{śter1, śter2, · · · , śterN }, where the terminal sequence H́ter
does not guarantee strict ascending or descending order.
After getting the sequences of initial and terminal health

scores, we can use some fitting methods to obtain the initial
and terminal health baselines. Given two fitted functions
2(x, śin) and8(x, śter ), where x is a dimensionless sequence
with no physical meaning used to ensure that the two func-
tions are in the same coordinate system, śin is an initial
health score, śter is a terminal health score. In fact, in the
actual calculation, the above two ranking health scores can
be generalized into general health scores, namely, we have
2(x, sin) and 8(x, ster ). Therefore, given a test engine with
its initial and current parameters, we can calculate its initial
and current health scores sin and scurr based on Eq. (15).
Then, we have a certain x induced by the initial fitted function
2(x, sin). Subsequently, we have the corresponding terminal
health score ster of this test engine based on the terminal fitted
function 8(x, ster ). Finally, the health degree Dg of the test
engine can be denoted by

Dg =
scurr − ster
sin − ster

, (16)

where sin > ster . If Dg > 1 holds, we set Dg as 1. If Dg < 0
holds, we let Dg be 0.

The above calculation process can be expressed as the
training part and the testing part as shown in Figure 10.

III. COMPARISON OF THE COMBINATION
OF DDC AND FBR
In this experiment, wewill use the public datasets to verify the
effectiveness of the combination of DDC and FBR that is the
core of our proposed model. The validity of FBR has been
verified and analyzed in detail in literature [33]. Therefore,
this paper focuses on the combined ability, i.e., we only
compare the effectiveness of different clustering methods
with FBR on the weight assignment. This comparison exper-
iment is also the foundation of algorithm validation for the
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FIGURE 10. The flow chart of vertical comparison.

subsequent SOH assessment. In other words, the main goal of
the comparison experiment is to find a suitable combination
approach for our SOH assessment framework.

A. EXPERIMENT SETTING
In this experiment, some University of California Irvine
(UCI)1 datasets are used to be the objects, and the details of
the UCI datasets are shown in Table 5. Therein, the feature
is the number of conditional attributes in DS and class is the
number of decision categories. It is worth noting that these
datasets are for classification, we utilize these datasets to
verify our method that is also to cater to the statement in
Section I: many scholars consider that the SOH assessment
and classification problem are equivalent. This is the first
reasonwhywe choose these classification datasets rather than
regression datasets, e.g., the C-MAPSS dataset.

TABLE 5. The details of the used UCI datasets.

This paper continues to use the evaluation criterion of
attribute weight assignment given in literature [33]. The clas-
sification accuracy of the decision system can effectively
measure the importance of conditional attributes. Pearson
Correlation Coefficient (PCC) [41] is an effective means
to measure the similarity of spatial vectors. Therefore,
we employ some classification accuracy evaluation methods
as the references and PCC as the tool to measure the pros
and cons of the attribute weight assignment strategy. This is
the second reason whywe choose these classification datasets
instead of regression datasets in this experiment.

1http://archive.ics.uci.edu/ml/datasets.php

With the aid of Weka,2 we employ as many as ten classi-
fiers and 10-fold cross-validation to guarantee that the results
are highly credible. Therein, the used classifiers in Weka
are C4.5(J48), REPTree, NaiveBayes, SVM(SMO), IBk,
Bagging, LogitBoost, FilteredClassifier, JRip, and PART, and
the default parameters in Weka are selected. The weights
produced by classification accuracies are the average values
of the ten classifiers. All of the following experiments are run
on the same platform.

B. COMPARISON EXPERIMENT
Regarding the clustering methods combined with FBR,
some mature and reliable clustering methods, such as
K-means [42], K-medoids [43], and Fuzzy C-means
(FCM) [44] are selected to compare to our used DDC. In this
case, only the conditional attributes in the employed UCI
datasets (as shown in Table 5) are used, which could be con-
sidered as information systems without labels. The number
of clusters in these information systems is the same as those
of decision classes. This is the third reason why we choose
these classification datasets rather than regression datasets.

From the data in Table 5, it can be seen that the minimum
number of conditional attributes is 4, thus, the maximum
reduction dimensions produced by PCA is set as 4. The
weight assignment results produced by the four clustering
methods and classification accuracy are shown in Figure 11.
Therein, the five color bars indicate five kinds of dimensions,
i.e., 1-dimension, 2-dimension, 3-dimension, 4-dimension,
and the original dimensions, respectively. The red lines are
the weights determined only by FBR from the original deci-
sion systems. The parameter η in all the approaches is 0.8 as
recommended by literature [33].

On the basis of the same test conditions, datasets, and eval-
uation criterion, from the results in Figure 11, the following
analyses and conclusions can be drawn:

1) In most cases, the results of the eight datasets produced
by DDC are the best ones, and those are better than
others for DDC if the processed datasets have been
reduced to 3-dimension by PCA. These results show
that in the compared clustering methods, DDCwith the
aid of its skillful clustering idea is more suitable for the
combination with FBR to assign better weight.

2) Usually, the dimensionality reduction by PCA can
improve the PCCs between the weights assigned by
the combination methods and classification accuracies.
This shows that our hypothesis in Subsection II-C is
reasonable.

3) Obviously, the PCCs generated by the combination
methods are less than those from the original decision
systems, namely, theweights determined by the cluster-
ing method and FBR from the information system are
not better than those produced by FBR from the deci-
sion system. The reason of this conclusion is that we
use both the inherent label as the comparison scheme

2https://www.cs.waikato.ac.nz/ml/weka/, v3.6.13
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FIGURE 11. The PCCs between weight assignment results produced by the four clustering methods and classification accuracy.

and the evaluation standard. Therefore, this conclusion
has no effect on the weight assignment method for
the information system that uses the combination of
clustering method and FBR.

IV. VALIDATION OF THE PROPOSED METHODOLOGY BY
C-MAPSS DATASET
In this experiment, we will utilize the most commonly used
FD001 dataset in the C-MAPSS datasets to verify the effec-
tiveness of the proposed methodology. There are 100 engines
in the FD001 dataset, we select the monitoring series of the
first 80 engines as the training data, and the series of the last
20 engines as the test data.

In the following part, we will gradually illustrate how to
utilize the SOH assessment model.
Step 1 (Data Preprocessing): As mentioned in Subsec-

tion II-B, we first reduce the noise in all the data and then
delete the attributes with constant values to achieve data
preselection, and then the attributes with IDs 2, 3, 4, 7, 8,
9, 11, 12, 13, 14, 15, 17, 20, 21 are fed into the following
experiment.

For the normalization of training data, we first select the
maximum and minimum values of the training data that are
as shown in Table 6.

TABLE 6. The maximum and minimum values of the training data.

Then, by using the two normalization models
(Eqs. (2) - (3)), all the training values are scaled into the range
of [0, 1]. It is worth noting that such trained normalization

models do not consider the range of test data. Therefore,
during the processing of test data by using the trained nor-
malization boundary, if the normalized result x̄ of test data x
satisfied that x̄ > 1 or x̄ < 0, the normalized boundary value
in Table 6 should be updated according to the test data x.
Step 2 (Pseudo Label Generation: Based on the combi-

nation of PCA and DDC, the pseudo clustering centers of
the training dataset will be easily produced. The statistical
result of the clustering centers associated with the three given
states, i.e., health, degradation, failure, is shown in Figure 12,
from where it can be seen that the distribution of clustering
centers of the three states generally presents a regular order
although there are some overlapping regions. Furthermore,
the following statistical results can be obtained:

1) In the region of health state, the clustering centers in the
statistical region of samples with IDs between 30 and
45 are as many as 27, and this region has the most
clustering centers.

2) The clustering centers of degradation state are con-
centrated in the region of samples with IDs between
75 and 90.

3) The region of samples with IDs between 120 and
135 has themost clustering centers regarding the failure
state.

4) The clustering centers of degradation state has the
largest span that covers the samples with IDs from
30 to 210.

Step 3 (Weight Assignment and Feature Selection): With
the help of the generated pseudo labels for the training
dataset, we can calculate the risk of each attribute/sensor by
FBR. The cumulative risk and average risk of each attribute
are shown in Table 7 and Figure 13, respectively.

To improve the accuracy of health assessment, we carry
out a secondary screening on the selected attributes and
select those attributes with smaller decision risks as the final
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FIGURE 12. The statistical result of clustering centers associated with
three given states. The marked text corresponds to the cluster centers.

TABLE 7. The cumulative risk produced by all the training data for each
attribute.

FIGURE 13. The average risk of each attribute.

selected attributes. Thus, according to the above risk results,
we select four attributes with the smallest risks, i.e., Sensor
IDs 11, 4, 12, and 7. Then, the corresponding weights are
0.2647, 0.2642, 0.2373, and 0.2337.

The selected sensors are static pressure at HPC outlet
(Ps30), total temperature at LPT outlet (T50), ratio of fuel
flow to Ps30 (phi), and total pressure at HPC outlet (P30),
respectively. It can be known from the given information
of FD001 dataset that this type of engine has experienced
a high pressure compressor degradation failure. This failure
will directly cause the outlet pressure of HPC to change,
including the outlet static pressure (Ps30) and the outlet total
pressure (P30). Besides, the parameters phi and Ps30 are
directly related and have a proportional relationship, thus the
degradation state of HPC can also be characterized by the
ratio phi. Affected by the degradation of HPC, the perfor-
mance of the entire engine also shows a degradation trend,
and the main performance can be obtained by observing the
exhaust temperature, that is, the outlet temperature at LPT
outlet T50. Consequently, the selected four parameters Ps30,
T50, phi, and P30 are closely related to the degradation failure

of HPC, which illustrates that the risk calculation and weight
assignment strategy of our work are effective.
Step 4 (Assessment): In this step, we can obtain the health

scores of the 80 training datasets by using Eq. (15), and the
results are shown in Figure 14. Based on these health scores,
we can fit the horizontal comparison rules and the vertical
comparison rules.

FIGURE 14. The health scores of the 80 training datasets. On the one
hand, considering all the training engines, the health scores show the
characteristics of interval in the longitudinal direction under the premise
of a fixed horizontal axis. Thus, it can realize the horizontal health degree
expression. On the other hand, considering a single-engine, its health
score presents a monotonous decreasing trend along the horizontal axis.
Thus, the vertical health degree can be expressed.

Regarding the horizontal comparison, the number of train-
ing engines N is 80, and the number of lifespan health
scores M is 14618. If we set the three thresholds α, γ
and β as 20%, 50% and 80%, the three segments will
be S1 = {s̀1, s̀2, · · · , s̀2924}, S2 = {s̀2925, s̀2926, · · · ,
s̀7309, · · · , s̀11693}, S3 = {s̀11694, s̀11695, · · · , s̀14618}.
Therein, s̀1 = 0.8026, s̀2924 = 0.7007, s̀7309 = 0.5837,
s̀11694 = 0.4752.
Based on the above basic information, the fuzzy rule func-

tions for horizontal comparison can be induced by the way of
function fitting, which are listed as follows:

Rhea(x)=


0, x ≤ 0.584,

exp

(
−

(
x−0.693
0.03715

)2)
, 0.584<x<0.693,

1, x ≥ 0.693,
(17)

Rdegr (x)=


0, x ≤ 0.475,

exp

(
−

(
x−0.584
0.03715

)2)
, 0.475<x<0.693,

0, x ≥ 0.693,
(18)

Rfail(x)=


1, x ≤ 0.475,

exp

(
−

(
x−0.475
0.03715

)2)
, 0.475<x<0.584,

0, x ≥ 0.584,
(19)
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where Rhea is the fuzzy rule of health state, Rdegr is the fuzzy
rule of degradation state, and Rfail is the fuzzy rule of failure
state. The three fuzzy rules are shown in Figure 15.

FIGURE 15. The fuzzy rules of horizontal comparison.

Regarding the vertical comparison, we can obtain the ini-
tial and terminal health scores Hin and Hter , and their corre-
sponding ascending sequences H́in and H́ter . Then, two fitted
functions can be yielded with the aid of the least square
fitting method. In the process of fitting, we try to fit the
health score data using the 1st to 15th order functions and
measure the fitting result with relative error. The fluctuation
of data fitted by higher-order function can not be used to
describe the general trend of terminal health score, which is
not conducive to calculation of the vertical health score. The
final results show that the result of the first-order function is
the most ideal. Therefore, the two fitting functions are shown
as follows:

2(x) = 0.0036x + 0.5279, (20)

8(x) = 0.0007x + 0.2748, (21)

where 2 and 8 are the initial fitted function and terminal
fitted function. The fitted functions are shown in Figure 16.

FIGURE 16. The fuzzy rules of vertical comparison. Thus, the vertical
health degree can be calculated based on the function of brown line.

Therefore, given an engine with its health score scurr and
initial health score sin, we can first calculate the correspond-
ing x as follows according to Eq. (20):

x =
sin − 0.5279

0.0036
. (22)

Then, we have the terminal health score by using Eq. (21):

ster = 0.0007×
sin − 0.5279

0.0036
+ 0.2748. (23)

Finally, we can calculate the health degree Dg of this
engine by Eq. (16) based on the given current health score
scurr , the given initial health score sin, and the calculated
terminal health score ster .

From the results in Figure 16, it can be seen that the fitting
function of terminal health score is almost a horizontal line,
which is in line with the form of engine retirement condition,
that is, for the same type of engine, the given retirement
condition for each engine is consistent, but the actual per-
formance is slightly different. However, the statistical result
shows that the terminal health score presents a typical normal
distribution as shown in Figure 17. Therefore, to avoid the
uncertainty caused by the actual utilization, we use the fitting
function (Eq. 21), which can effectively avoid overfitting and
sensitivity to the initial health score, and can reveal the main
characteristic of the terminal health score.

FIGURE 17. The statistical result of terminal health score with the average
value 0.3012, which presents the characteristic of a normal distribution.

So far, we have two different approaches to assessing
the SOH of the engine. The first one is to obtain the three
states of the given engine through horizontal comparison, and
the second one is to obtain the health of the given engine
through vertical comparison.

Unfortunately, there is no uniform and appropriate method
for evaluating the correctness and accuracy of the results
of health assessment [11], and we have not been able to
find or design such a reasonable method or indicator for
this verification. As we all know, the purpose of equipment
health assessment is to clarify the current performance state
of equipment, so as to make a reasonable decision for the uti-
lization and maintenance of equipment. Therefore, we assess
the running state of the engine from two aspects of horizontal
and vertical comparison. In this regard, we visually express
the assessment results and screen the validity and correctness
of the results through ablation analysis, which comes from
the idea in literature [45]. The assessment results are shown
in Figure 18. Therein, the green line indicates the health
score induced by horizontal comparison, the line composed of
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FIGURE 18. The assessment results of test engines.

colored dots stands for the health degree obtained by vertical
comparison.

In Figure 18, we draw the health score, the health degree,
and the membership degrees for the three states. The vertical
axis Y refers to the aforementioned three results, the horizon-
tal axis represents the cycle number of the engine. From the
results in Figure 18, we can provide the following ablation
analysis:

1) All the health scores (the green lines in Figure 18)
calculated by our proposed method show good
monotonous downward trends. These smooth and
monotonous downward trends are very helpful for
assessing the SOH of the engine and the subsequent
trend prediction. If we assess the SOH of engine only
using the raw dataset including 21 sensors (as shown
in Figure 3), it is difficult to intuitively derive such a
smooth monotonous trend.

2) In the vertical comparison considering the historical
state, the calculated health degree (marked with color
dots) shows a smooth andmonotonous downward trend
in the range of [0, 1], which is a good representation of
the SOH variation during the engine’s entire lifespan.
The health degree presents a relative state, which is
a measurement index relative to one’s own historical
state.

3) In the horizontal comparison considering the other
engines’ state, according to the fuzzy rules established
by 80 training datasets, the possibility that the test

engine belongs to the three states at each cycle is
obtained. From the results shown in Figure 18, it can be
seen that the boundary of the three states is very clear,
which is helpful for judging the state of the engine and
performing fault diagnosis.

4) Through two aspects of health assessment, we can
obtain the current state of the engine may belong to a
certain state, and the engine’s variation relative to its
initial state. Both of the two results fulfill the initial
purpose of the health assessment, namely, clarifying the
current performance state of the engine to make a rea-
sonable decision for the utilization and maintenance of
the engine. This also proves that the method proposed
in this paper is effective and correct.

V. CONCLUSION
In order to improve the generalization ability of state-
of-health assessment, we proposed a data-driven framework
that mainly includes data preprocessing, pseudo label gener-
ation, weight assignment and feature selection, and assess-
ment. To realize the function of label generation and reduce
the decision risk of assessment, we designed a combina-
tion model based on DDC and FBR, which could extract a
relatively optimal parameter subset and assign weights for
these parameters. To evaluate the state of the engine more
comprehensively, we raised up two fuzzy models from two
aspects including the horizontal comparison of engine group
and vertical comparison of single-engine, and two indicators,
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i.e., state membership degree and health degree, are designed.
The results of the comparison experiment show that the com-
bined model of DDC and FBR has an advantage over other
compared models. The results of the verification experiment
based on the C-MAPSS dataset illustrate that the proposed
methodology is correct and effective.

Based on the proposed methodology and experimental
results, some more conclusions can be drawn as follows:

1) The systematic design of the SOH assessment system
for equipment is very meaningful to fully grasp the
equipment operation status and also helps to expand the
theoretical scope of the PHM system and enhance its
application value.

2) Accurately obtaining the intermediate calculation
results and approaching the final result with the min-
imum risk, e.g., our combination method, will generate
a clearer and more accurate evaluation result, which is
more conducive to decision-making.

3) Multi-dimensional SOH assessment of equipment, e.g.,
the horizontal and vertical assessments in our work, can
more fully reveal the operating status of the equipment,
thereby providing a more comprehensive reference for
equipment support.

In our future work, the proposed framework can be used
to assess the SOH of other types of equipment, and it can
also incorporate other models to improve the adaptability of
the framework. In addition, it is worth noting that there is
no comparison and index evaluation experiments in our case
verification part in Section IV, because we have not been able
to find or design some reasonable and recognized evaluation
methods or indexes. Therefore, the design and development
of evaluation methods and indexes for SOH assessment have
been the focus of our research, we will also carry out relevant
research under the background of this paper in our future
work.
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