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ABSTRACT Iris recognition is one of the non-contact biometric identification methods that are hygienic
and highly accurate. Iris recognition involves using iris images obtained by a near-infrared (NIR) camera or a
visible light camera. A clear image of iris can be obtained when an NIR camera is used, but it requires an
NIR illuminator in addition to the NIR camera. Iris recognition can be performed with a built-in camera
device when a visible light camera is used, which also has the advantage of obtaining a three-channel image
containing the color information. Accordingly, studies are being conducted on iris recognition by obtaining
iris images from the face images taken by a high-resolution visible light camera in smartphones. However,
when iris images have unconstrained conditions or are obtained without the cooperation of the subjects,
the quality of iris images are reduced by noises such as optical and motion blur, off-angle view, specular
reflection (SR), and other artifacts, thus ultimately deteriorating the recognition performance. Therefore,
in this study, a method has been proposed for enhancing the quality of iris images by blurring the iris
region and deep-learning-based deblurring. In addition, we propose themethod for improving the recognition
performance by integrating the recognition score in periocular regions and support vector machine (SVM).
The method proposed in this study, which was experimented with noisy iris challenge evaluation-part II
training database and MICHE database, exhibited an improved performance compared to the state-of-the-art
methods.

INDEX TERMS Biometrics, iris recognition, deep learning, generative adversarial network.

I. INTRODUCTION
Biometric technologies are essential in the fields that require
personal identification. Biometrics can be categorized into
a contact-based method in which a part of body such as
palmprint, finger-vein, or palm-vein comes in contact with
a device to obtain the data, and a non-contact-based method
in which a body part such as face, iris, or retina does not
come in contact with a device. A contact-based method can
result in high-quality image data in a stable environment as a
body part comes directly in contact with a device. In contrast,
a non-contact-based method may result in poor data quality
due to the movement of a person. However, a non-contact
based method is being widely applied in devices used by
many people as practicing personal hygiene has become quite
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important during the recent COVID-19 pandemic. An iris
recognition method involves using the iris pattern having a
high degree of freedom (DOF) between the pupil and the
sclera. Therefore, iris recognition is commonly employed in
various fields as the iris pattern does not change with aging
and is not easily damaged [1]. Iris recognition can be per-
formed with grayscale images obtained using a near-infrared
(NIR) camera and an NIR illuminator and with color images
obtained using a visible light camera. Images obtained with
an NIR camera have clear iris patterns, which result in a
high recognition accuracy. However, the quality of iris image
is reduced and intense lighting is required when the dis-
tance between the iris and device is increased. Additional
lighting is not required when using a visible light camera;
the obtained images contain the color information. Based on
these characteristics, the device can be miniaturized or the
iris recognition feature can be added to an existing device.
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According to the visible light based iris recognition character-
istics, studies are being conducted using a database consisting
of eye images taken with a high-resolution visible camera
at 4–8 m to include poor focus, off-angle view, motion blur,
rotation, and low illumination [2] and a database consisting
of face images taken with a visible light camera embedded
in smartphones [3]. However, when iris images have uncon-
strained conditions or are obtained without the cooperation
of the subjects, the quality of iris images is reduced by noises
such as optical and motion blur, off-angle view, SR, and
other artifacts, which ultimately deteriorates the recognition
performance. Therefore, this study has been proposed for
enhancing the quality of iris images by blurring the iris region
and deep-learning-based deblurring. In addition, we propose
the method for improving the recognition performance by
integrating the recognition score in iris and periocular regions
using an SVM. The method proposed in this study, which
was experimented with two open databases, exhibited an
improved accuracies of iris recognition compared to the state-
of-the-art methods.

Our research is novel in the following three ways compared
to previous works.

- Iris recognition performance is improved through pro-
posed method of iris pattern blurring and GAN-based
deblurring.

- We find that using the images generated by inputting
a periocular region in the generator of GAN is not
advantageous for performance improvement due to the
limitations of GAN. Accordingly, only the iris region is
used for blurring and as an input to GAN for deblurring.

- In order to make it possible to have the fair comparisons
for other researchers, we make our trained CNN models
public as shown in [48].

This paper is organized as follows. Section II presents
previous studies in iris recognition, and Section III provides
detailed explanations on the deep-learning-based deblur-
ring and iris recognition methods proposed in this study.
Section IV present the experimental results with analysis, and
lastly Section V concludes this paper.

II. RELATED WORKS
Studies on iris recognition mostly cover a segmentation pro-
cess for detecting iris and removing noises, feature extrac-
tion process for extracting information from iris images, and
matching process for calculating the distance between the
enrolled features and the features being recognized. In this
section, previous studies on iris recognition are summarized.
The methods for extracting features from iris images in pre-
vious studies on iris recognition can be roughly divided into
handcrafted feature-based methods and deep-feature-based
methods.

A. HANDCRAFTED FEATURE-BASED METHODS
As a handcrafted feature-based method, Kaur et al. proposed
a method for extracting features in NIR or visible light
environment using Zernike moments, polar complex

exponential transform, polar cosine transform, and polar sine
transform, grouped under polar harmonic transforms, and
then classified them using the K-nearest neighbor (K-NN)
classifier [4]. Hamd et al. proposed a method for extract-
ing iris features in frequency domain region using Fourier
descriptors consisting of low frequency descriptor and high
frequency descriptor and classified them using a neural net-
work [5]. Ahmed et al. suggested a score fusion method for
the Chi-Square distance value calculated using the features
obtained using multi-block transitional local binary patterns
(MB-TLBP) improved with local binary patterns (LBP) and
the hamming distance value between iris codes obtained
using 1-D Log-Gabor filter [6]. Galdi et al. suggested a
score fusion method for the three distance values calculated
using the features obtained with color descriptor, texture
descriptor, and cluster descriptor for enrolled and recognized
images [7]. In the study conducted by Sajjad et al., an iris
recognition method was proposed using contrast-limited
adaptive histogram equalization (CLAHE) for images in
order to reinforce against low contrast and low illumination of
the noisy iris challenge evaluation-part II (NICE.II) training
database [8].

B. DEEP FEATURE-BASED METHODS
With a recent advancement in deep learning technology,
supervised learning-based CNN is being used for extract-
ing deep features in iris recognition. Lee at al. proposed a
matching method by extracting features using a non-square
convolution filter for normalized iris images for which seg-
mentation has not been performed [9]. Zhao et al. proposed
a model comprising two fully convolutional network (FCN)
based sub-networks (FeatNet and MaskNet) for extracting
small and local pattern in iris images, and an extended
triplet loss (ETL) function that shortens the distance between
iris images of the same person and increases the distance
between iris images of different individuals for training this
model [10]. Gangwar et al. proposed DeepIrisNet-A con-
sisting of convolutional layer, batch normalization layer, and
fully connected layer and DeepIrisNet-B having an inception
architecture for extracting features for iris recognition, and
a method for matching by measuring the Euclidean distance
between 4096-dimensional feature vectors extracted from the
network [11]. Minaee et al. suggested a recognition method
in which features are extracted by inputting eye images in
the visual geometry group (VGG)-Net 16 model and the
extracted features are classified with SVM [12]. Nguyen et al.
proposed a method for extracting features for recognition
using five state-of-the-art and off-the-shelf CNNs (AlexNet,
VGG, Google Inception, ResNet, and DenseNet) and clas-
sifying them using SVM [13]. Proença et al. distinguished
between genuine and imposter by obtaining the central coor-
dinates and size of iris using single shot multibox detec-
tor (SSD) and then inputting normalized iris images for which
segmentation has not been performed into a VGG-19 based
CNN model [14]. Al-Waisy et al. suggested a method for
which both the right and left irises of an individual are used.
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FIGURE 1. Overview of the proposed method.

This method performs recognition through the ranking-level
fusion of the values resulted from inputting each image into
a CNN that classifies it into N classes [15]. Wang et al.
proposed DRFNet consisting of residual blocks including
three scales of dilated convolutional kernels and extended
triplet loss for training this model [16]. Alaslani et al. sug-
gested a method for classifying features vectors extracted
from AlexNet using SVM [17]. In [53], Kashihara proposed
the method of super-resolution by super-resolution genera-
tive adversarial network (SRGAN) and iris recognition by
deep convolutional neural network (DCNN). However, the
SRGAN and DCNN could not enhance the accuracies with
the restored image of low resolution compared to those with
original image of high resolution. However, our proposed
method of motion blurring and DeblurGAN-based deblurring
shows the higher accuracies of iris recognition than those
with original images as shown in Tables 7 and 11. In [54],
Minaee et al. proposed Iris-GAN to generate realistic iris
images, but they did not measure the recognition accuracies.

C. DEBLURRING OF IRIS IMAGES
There have been various researches on deblurring for iris
images. In [56], authors proposed iris deblurring algorithm
for iris capture based on the domain knowledge inherent in
iris images and iris capture settings to improve the perfor-
mance. Alaoui et al. proposed the method of motion deblur-
ring of iris image to achieve a quality edge preserving image
restoration using Total Variation (TV)-L1 regularization tech-
nique [57]. In [58], authors proposed iris image deblurring
method to enhance the quality of blurred iris images based
on refinement of point spread function. Liu et al. proposed
deblurring method to automatically enhance the quality of

both defocused and motion blurred iris images [59]. In [60],
authors proposed the method of deblurring of noisy images
in iris recognition.

However, no previous study on iris recognition has
investigated the removal of various noises in iris patterns
through blurring and deblurring for improving the recognition
performance.

Hence, we propose a method for enhancing the quality of
iris images by blurring the iris region and GAN-based deblur-
ring. In addition, we propose the method for improving the
recognition performance by integrating the recognition score
in iris and periocular regions using an SVM. Table 1 presents
the comparison of strengths and weaknesses between the
existing methods and the proposed method.

III. PROPOSED METHOD
A. OVERVIEW OF PROPOSED METHOD
Figure 1 shows the overall flow of the algorithm proposed
in this study. Iris and pupil regions are extracted from the
input image, and then normalization is performed for the iris
region by applying a blur kernel. Subsequently, two perioc-
ular regions are defined based on the iris region, and then
normalization is performed again. The iris region contains
the information on iris patterns, while the periocular regions
contain the information on the shape of eyelid and eyebrow in
addition to skin color. Feature vectors are extracted from the
three regions using a deep learning model. Then, the distance
between these feature vectors and enrolled feature vectors
is calculated. Score fusion is performed for three distance
values based on SVM to create one score. Using the last score
value, it is determined whether the matched value is genuine
matching or imposter matching.
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TABLE 1. Comparisons of existing and proposed method. (d’, EER, and GAR mean d-prime value, equal error rate, and genuine acceptance rate (100 -
false rejection rate (FRR)), respectively. The detailed descriptions are provided in Sections III.E and IV.E.)
(A: noisy iris challenge evaluation-part II (NICE.II) training database / B: Institute of automation of Chinese academy of sciences (CAISA)-Iris-Ver.1.0 /
C: Mobile iris challenge evaluation (MICHE) II competition database / D: CASIA-Iris-Distance / E: Notre Dame (ND)-Iris-0405 / F: CASIA-Iris-Thousand /
G: CASIA-Iris-V4-Lamp / H: CASIA-Iris-Interval / I: MICHE database / J: Indian Institute of Technology (IIT) Delhi database /
K: Subset of University of Beira iris (UBIRIS).v2 database / L: ICE 2005).

B. IMAGE PREPROCESSING
1) DETECTION IRIS AND PERIOCULAR REGION
Previous image preprocessing for iris recognition consisted of
iris detection, segmentation, and normalization processes [1].
The iris is detected in the iris detection step, and then
noise factors such as reflected light, eyebrow, and eyelid are
removed in the segmentation step. Lastly, Cartesian coor-
dinates are converted to polar coordinates and iris size is
normalized in the normalization step.

The images captured with a visible light camera in this
study have a significantly poorer image quality than regular
iris images captured with a NIR camera and illuminator,
thus causing difficulty in accurately performing segmentation
of the iris region. Moreover, the proposed method involves
training with periocular regions in addition to the iris region.
Therefore, only detection and normalization are performed
in this study and segmentation is excluded. Eyebrow, eyelid,
and skin color are included for training the feature extraction

algorithm since segmentation was not performed. The iris
regionwas extracted from the input image using the following
two circular edge detector (CED) [9], [19].

argmax
(x0,y0),r

[
∂

∂r

(∫ π
6

−
π
4

I (x, y)

5πr
/
12
ds+

∫ 5π
4

5π
6

I (x, y)

5πr
/
12
ds

)]
(1)

where r is the radius of iris region. The coordinates (x0, y0)
shows the center position of the iris region. We do not
perform the operations in the range 0–2π for the two
integro-differential operations of Equation (1) because the
regions of the other ranges can be occluded by eyelids, which
can reduce the detection accuracy of iris outer boundary.

In addition to the iris region, the periocular regions
were defined by increasing the central location of the iris
radius (IRrad) obtained using Equation (1) by the size of
w1 × IRrad and w2 × IRrad (w1 and w2 are 1.43 and
1.53, respectively) as shown in Figure 2(b) and (c),
respectively [9].
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2) NORMALIZATION OF IRIS AND PERIOCULAR REGIONS
In general, each individual has a different sized iris. Fur-
thermore, even the iris size of the same individual varies
because of expansion and contraction of the pupil according
to the change in the brightness of lighting; the iris size also
varies depending on the distance between the camera and
the eyes. To solve the problem of performance deterioration
due to these factors, size normalization shown in Figure 3
is performed for the iris and periocular regions defined
in Figure 2 [9]. In this method, the iris images of polar coordi-
nates are respectively divided into 8 tracks and 256 sectors as
shown in Figures 3 (b). In each track, the pixel values are aver-
aged in the vertical (ρ axis) direction by a one-dimensional
(1-D) Gaussian kernel. Consequently, the normalized iris and
periocular images of 256 × 8 pixels are generated.

FIGURE 2. Example of detected iris region and periocular region
definition. (a) Iris region. (b) Periocular region based on w1 × IRrad .
(c) Periocular region based on w2 × IRrad .

FIGURE 3. Example of the normalized iris image. (a) Iris region in
cartesian coordinates. (b) Normalized iris image of (a) in polar
coordinates.

C. DEEP LEARNING MODEL FOR DEBLURRING
Extracting excellent features in biometrics indicates that
invariance is maintained in the data of the same classes,
while the data of different classes have highly distinctive
characteristics. Iris images must be sharp and the pattern
should be clear for extracting these features from the iris
images. In this study, deblurring is performed for iris images
by combining the generator of DeblurGAN and CNN, and
features are extracted from CNN.

A conditional generator adversarial network (cGAN) has
an improved architecture that helps in controlling the out-
put of the generator by adding more information [21] to
the GAN architecture proposed by Goodfellow et al. [20].
Isola et al. proposed a cGAN based pix2pix model, which
has been successfully applied in various image trans-
form fields [22]. DeblurGAN [23] used in this study
was designed as a cGAN using the Wasserstein gradient
penalty(WGAN-GP) [24]. Training GAN models needs the

process of finding a Nash equilibrium of a noncooperative
two-player game [25]. In some cases, the gradient descent
can successfully perform this, but in other cases, it can-
not. Therefore, no good equilibrium-finding algorithm has
been reported yet. Therefore WGAN was employed as it
uses an alternative objective function based on the Wasser-
stein distance instead of the traditional Jensen–Shannon dis-
tance, which can help increase the training stability [26].
Gulrajani et al. [24] proposedWGAN-GP robust to the choice
of generator architecture. Based on these, DeblurGAN adopts
WGAN-GP as a critical function, which enables DeblurGAN
to use a lightweight CNN architecture as a generator.

Figure 4 shows the training architecture of DeblurGAN.
Blur image is input to the generator, and the generator
generates a restored image. The generator is trained with
adversarial loss and content loss, which is represented using
Equation (2).

L = LGAN + λ · LX (2)

where L is the total loss, which is the sum of adversar-
ial loss LGAN and content loss LX. λ was set to 100 in
all experiments. Adversarial loss LGAN is calculated using
Equation (3).

LGAN =
∑N

n=1
−DθD (GθG (I

B)) (3)

where DθD and GθG are the discriminator and generator,
respectively; θD and θG are the trainable parameters of the
discriminator and generator, respectively; and IB is the blur
image of Figure 4. Content loss was the perceptual loss [27],
which is defined as:

LX=
1

Wi,jHi,j

∑Wi,j

x=1

∑Hi,j

y=1
(φi,j

(
IS
)
x,y
−φi,j(GθG (I

B))x,y)2

(4)

φi,j is the feature map obtained from the ith convolution
layer of the VGG19 network pretrained with ImageNet
database [28]. Wi,j and Hi,j are the width and height of the
feature maps. IS is the sharp image (Sharp image of Figure 4).

FIGURE 4. DeblurGAN training architecture.

Figure 5 and Table 2 show the generator architecture
of DeblurGAN, while Table 3 lists different parameters of
discriminator architecture. The generator consists of three
convolution blocks, nine residual blocks (ResBlocks [29]
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FIGURE 5. DeblurGAN generator architecture (Conv: Convolution layer and ReLU: Rectified linear unit).

TABLE 2. DeblurGAN generator architecture.

TABLE 3. DeblurGAN discriminator architecture.

of Figure 5), two transposed convolution blocks, and global
skip connection. Each ResBlock consists of convolution
layer, instance normalization layer [30], and rectified lin-
ear unit (ReLU) [31] activation. The generator receives
a 256 × 256 × 3 (height × width × channel) size image
as an input, and calculates the feature map in the 1st–3rd

convolution layer using a 7 × 7 and 3 × 3 sized filter. With-
out using a separate pooling layer, a stride is calculated to
be 2 × 2 in the 2nd and 3rd convolution layers, and thus,
the feature map is designed to be reduced to 64 × 64 × 256.

After the feature map is calculated in nine ResBlocks, the size
of the feature map becomes 256 × 256 × 64 through the
1st and 2nd transposed convolution layer in which the width
and height increase while the number of channels decreases.
Finally, a restored image of 256 × 256 × 3 is generated
through the 4th convolution layer and global skip connection.

D. FEATURE EXTRACTION AND MATCHING
For recognizing iris in the normalized iris and periocular
images in this study, three CNN models having the same
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TABLE 4. CNN model architecture for extracting iris features.

architecture were used as a feature extractor for extracting the
features from each type of images (CNN parts of ‘‘Deep Fea-
ture Extraction’’ in Figure 1). This model uses a non-square
filter, which is appropriate for the iris image environment,
and each CNN model consists of eight convolution layers
and three fully connected layers [9]. Table 4 summarizes the
detailed architecture of the feature extractor.

As shown in Figures 1 and 5, the normalized iris image
becomes a restored image through the DeblurGAN gen-
erator, which then becomes the input of the CNN model.
Subsequently, two normalized periocular images are input
in each CNN model. A total of 4096-dimensional features
are extracted from the 1st fully connected layer of the three
CNNs. This process is performed for the enrolled images
and the recognized images; a total of three pairs of 4096-
dimensional features are extracted.We do not use a triplet loss
based approach with positive and negative anchor compar-
isons in our research, but adopts a conventional cross-entropy
loss [52] with positive anchor. In detail, with training data
of classes 1 ∼ N, our CNN model for recognition hav-
ing N output nodes is trained to produce the output of
classes 1 ∼ N. Then, in order to use our trained model for
untrained testing data of classes N+ 1 ∼ N+M, we extract
thementioned 4096-feature vector with each input image, and
measure the distance between the two vectors from enrolled
and input images for the final decision of positive and nega-
tive matching [9], [18].

Then, three distance values are obtained by calculating
the Euclidean distance between the three pairs of 4096-
dimensional features. Score level fusion is performed in this
study using SVM [32] for the three calculated distance values.

This method sets the distance (or margin) between the classes
to be maximum to configure an optimized hyper-plane. Low
dimension space data are transformed to higher dimension
space data in order to enable the hyper-plane to more easily
classify using a kernel function in the case of a complicated
problem such as non-linear environment, rather than a simple
classification problem. SVM forms a hyper-plane by select-
ing several support vectors, as shown in Equation (5). xi and yi
are the selected support vectors and their corresponding labels
(−1 or 1). ai and b are the parameters of the SVM model,
and K (·) is the kernel function. In our experiments with the
training data, we experimentally selected radial basis function
of Equation (6) as optimal one.

f (x) = sgn(
∑k

i=1
aiyiK (x, xi)+ b) (5)

K
(
xi, xj

)
= e−γ‖xi−xj‖

2
(γ > 0) (6)

If the score (distance) output through SVM is greater than
the threshold, it is determined as imposter matching; if the
score is smaller than the threshold, it is determined as authen-
tic (genuine) matching. Here, authentic matching refers to
when the input image has the same class as the enrolled
image, while imposter matching refers to when the input
image has a different class from the enrolled image. The two
types of errors which occur here, i.e., false acceptance rate
(FAR) (the error of accepting imposter matching as authentic
one) and false rejection rate (FRR) (the error of rejecting
authentic matching as imposter one), typically have a tradeoff
relationship. The error rate at the threshold point at which
FAR and FRR become identical is called the equal error
rate (EER).
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IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL DATABASES AND ENVIRONMENTS
sectionTwo types of open databases were used in the
experiment to evaluate the proposed method. The first
database, NICE.II training database, was partially selected
from UBIRIS.v2 database in order to evaluate the iris recog-
nition performance in an unconstrained environment under a
visible light with extensive noise. This database was used to
evaluate the performance in the NICE.II contest [2]. NICE.II
training database contains a total of 1,000 images consisting
of 171 classes. The image resolution is 400 × 300 pixels,
and iris images were captured using a high-resolution visible
light camera which uses visible lighting of persons who were
walking 4–8 m away from the camera [33]. The images in
this database include various factors which lead to deteri-
oration in recognition performance such as in-plane rota-
tion, low-illumination, blurring, and off-angle view as shown
in Figure 6(a).

The second database MICHE [3] was built to study iris
recognition for smartphones. The images in each database
were captured with a front-facing or rear-facing camera of
a device in indoor and outdoor of visible light environment.
As shown in Figure 6(b), they include the factors causing
performance deterioration such as optical and motion blur,
off-angle view, SR, and shadow.

For training the three CNN models for extracting fea-
tures, the normalized images were augmented by normalizing
the central coordinates of iris [9]. Moreover, for the CNN
model that extract features from the iris region, the number
of images was increased by generating iris images with a
cGAN-based model [18]. The number of images in each
database and the number of images after augmentation are
shown in Table 5. For a fair comparison with the previous
methods, the augmented data were used only during the
training, and the original data that have not been augmented
were used during the testing.

TABLE 5. Number of images of each database.

The proposed method was verified using a two-fold cross
validation method. As shown in Table 5, this method involves
forming sub-datasets group A and group B by dividing the
number of database classes in half and then proceeding with
training and testing of those sub-datasets. Specifically, when
one sub-dataset is trained, the other sub-dataset is tested (1st

fold cross validation). Subsequently, these two sub-datasets
are interchanged for training and testing (2nd fold cross vali-
dation) to measure the average accuracy.

FIGURE 6. Example images from the databases used in the experiments.
(a) NICE.II training database. (b) MICHE database.

All experiments, including both training and testing, and
were performed on a desktop computer with an Intelr

CoreTM i7-7700 CPU @ 3.6 GHz (4 cores) with 32 GB
of main memory, and NVIDIA GeForce GTX 1080 (2560
compute unified device architecture (CUDA) cores) [34] with
graphics memory of 8 GB (NVIDIA, Santa Clara, CA, USA).
The DeblurGAN used in the experiment was implemented
with TensorFlow framework (version 1.14.0) [35]. The three
CNN models used for extracting features were implemented
with Caffe framework (version 1) [36]. The versions of the
installed framework and library include Python 3.6. NVIDIA
CUDAr toolkit [49] and NVIDIA CUDAr deep neural
network library (CUDNN) [50] versions are 10.0 and 7.6,
respectively.

B. NOISE REDUCTION BY MOTION BLURRING
As shown in ‘‘Image Preprocessing’’ in Figure 1, motion
blurring is performed to remove the noise in the iris region.
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FIGURE 7. Example of a motion blurred image.

To this end, random trajectories generation method proposed
by Boracchi et al. [37] was used to generate a motion blurring
kernel to create a motion blurred image as shown in Figure 7.
Therefore, original images of NICE.II and MICHE databases
were used as sharp image data (ground truth data) for the
training of our model for deblurring.

As shown in Figure 1, motion blurring and image restora-
tion by DeblurGAN were performed only for the iris region
because it contains detailed iris texture in addition to other
noises including SR and external light reflection (ghost),
while the periocular regions have a relatively less amount of
noises. The features that can be obtained from the periocular
region such as the shape of eyelid or wrinkles can be damaged
when blurring is performed followed by restoration using
DeblurGAN or the skin color may change due to the change
in lighting, which hinders predicting the original color. The
inter-class distance may be reduced between the restored
images due to these problems.

C. TRAINING OF DEBLURGAN AND CNN MODELS
In this study, one DeblurGAN and three CNN models were
trained. For DeblurGAN, dropout regularization with the
probability of 0.5 was used in the 1st convolution layer of
each ResBlock to prevent overfitting [38]. For optimization,
we followed the approach of [26] and performed 5 gradi-
ent descent steps on discriminator and one step on gener-
ator using adaptive moment estimation (Adam) [39] as a
solver. The initial learning rate was set to 0.0001 for both
generator and critic. After the first 150 epochs, we linearly
decayed the rate to 0 over the next 150 epochs. The generator
and discriminator were trained with a batch size of 1. The
discriminator of DeblurGAN was trained so that the loss
converges to 0 as shown in Figure 8. The training results
of the generator were verified with a peak signal-to-noise
ratio (PSNR). PSNR is used to evaluate based on the mean
square error (MSE) between the ground truth image (IS (x, y))
and deblurred image (IR(x, y)) as shown in Equations (7)
and (8) [40].

MSE =

(√∑N
y=1

∑M
x=1(IS (x, y)− IR(x, y))2

)2
MN

(7)

PSNR = 10 log10

(
2552

MSE

)
(8)

In the above equations,M andN represent the image width
and height, respectively. Figure 9 shows the PSNR between
the image generated by the generator through the training of
DeblurGAN and the ground truth image. The image quality

FIGURE 8. Discriminator loss according to training epochs.

FIGURE 9. PSNR according to training epochs of the image generated
with the generator.

was improved after training the DeblurGAN for 300 epochs,
and the generator was also sufficiently trained.

The training of the three CNN models was performed as
follows. We used the Adam optimizer as a solver. The initial
parameters for this optimizer were learning rate of 0.001,
momentum of 0.9, momentum2 of 0.999, epsilon of 1e-08.
The convolution filter was initialized by using a method
suggested by He et al. [41] and the biases were initialized
to 0. A batch size of 128was used and learning was conducted
in 50 epochs. Figure 10 shows the training loss and accuracy
graphs when the A sub-dataset of NICE.II training database
was trained with the three CNN models. The training results
showed that all training losses converge to 0 and the training
accuracy also converges to nearly 100%, thus proving that the
three CNN models used in this study have been sufficiently
trained.

D. TESTING OF PROPOSED METHOD
1) COMPARATIVE EVALUATION OF GENERATED IMAGES
Figure 11 shows examples of original image, motion blurred
image, andmotion deblurred image byDeblurGANgenerator
for the normalized iris region. More specifically, the blurred
and normalized iris image in Figure 11(b) were used as an
input for the trained DeblurGAN to generate the final image
of the generator in Figure 11(c). As shown in Figure 11(c),
the noise of motion blurring is removed by DeblurGAN,
and then the image which resembles the original image
(Figure 11(a)) is generated.
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FIGURE 10. Loss and accuracy curves of CNN training. (a) 1st CNN
training for iris region (b) 2nd CNN training for 1st periocular region
(c) 3rd CNN training for 2nd periocular region.

TABLE 6. Comparisons of PSNR of generated image by proposed method
and the state-of-the-art methods.

In Table 6, we quantitatively compare the PSNR of gen-
erated image by proposed method and the state-of-the-art
methods [22], [51]. As shown in this table, our method out-
performs the state-of-the-art methods for image generation.

In this study, iris recognition performance was evaluated
using EER, receiver operating characteristic (ROC) curve,

FIGURE 11. Examples of images generated by DeblurGAN generator (a)
Original image, (b) motion blur image, and (c) generated image.

and decidability value (d-prime value). The d-prime value
(d’) is used for objective performance evaluation of iris
recognition in NICE.II contest [2], and is calculated using
Equation (9). The d-prime value is calculated based on the
mean (µA and µI ) and standard deviation of (σA and σI )
authentic and imposter matching distributions. FAR and FRR
in biometrics are commonly caused by the overlap of authen-
tic and imposter matching distributions; FAR, FRR, and EER
tend to decrease as there are no overlaps between these two
distributions with a large distance between them. The d-prime
value in Equation (9) increases when the two distributions are
far apart and decreases when the two distributions are closer
with overlaps; thus, the biometric system is estimated to have
a better performance when the value of d-prime increases.

d ′ =
|µA − µI |√

σ 2A+σ
2
I

2

(9)

2) ABLATION STUDY (NICE.II DATABASE)
Table 7 presents the comparison of the recognition rate of
when motion blurring and DeblurGAN based deblurring pro-
posed in this study were performed and when they were
not performed for the iris region using NICE.II database.
As shown in Table 7, the recognition performance is bet-
ter when motion blurring and DeblurGAN based deblurring
proposed in this study were performed, compared to when
they were not performed. Moreover, the comparison of the
recognition rate of when motion blurring and DeblurGAN
based deblurringwere performed andwhen theywere not per-
formed for the periocular region of NICE.II database are pre-
sented in Table 8. Unlike in Table 7, however, the recognition
performance is poorer whenmotion blurring andDeblurGAN
based deblurring were performed for the periocular region,
compared to when they were not performed. As explained
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TABLE 7. Propose method experimented for the iris region.

TABLE 8. Propose method experimented for the periocular region.

in Section IV.B, the periocular region has a relatively less
amount of noises than the iris region, which contains detailed
iris texture and an extensive amount of noises including SR
and external light reflection (ghost) in cornea. In addition,
the recognition performance was deteriorated partly due to
the features that can be obtained from the periocular region
such as eyelid shape or wrinkles being damaged after blurring
and image restoration by DeblurGAN and the skin color
being varied depending on the lighting, thus causing difficulty
in predicting the original color.

In Table 9 and Figure 12, the recognition performance
is compared between when recognition was performed for
the iris region or the 1st or 2nd periocular region, and when
the matching scores of all regions proposed in this study
were fused with SVM. In Figure 12, genuine acceptance
rate (GAR) is 100 – FRR (%). As shown in Table 9 and
Figure 12, the recognition performance was found to be better
when thematching scores of all regions proposed in this study
were fused with SVM.

In addition, we compared our SVM-based fusion method
to other famous score level fusion methods of weighted
SUMandweighted PRODUCT [61], [62]methods. As shown
in Table 9, proposed SVM-based fusion method outperforms
the weighted SUM and weighted PRODUCT, from which
we can estimate that SVM can obtain more sophisticated
classifier plane on three dimensional spaces of matching
distances compared to weighted SUM and weighted PROD-
UCT [61], [62].

3) COMPARISONS WITH THE STATE-OF-THE-ART METHODS
(NICE.II DATABASE)
Table 10 presents the comparison of the recognition perfor-
mance between the proposed method and the state-of-the-art

TABLE 9. Recognition accuracies in case of using iris (or periocular)
region compared to those using all the regions.
(A: Only with iris region, B: Only with the 1st periocular region,
C: Only with the 2nd periocular region,
D: Score fusion by SVM with all the regions,
E: Score fusion by Weighted SUM [61], [62] with all the regions,
F: Score fusion by Weighted PRODUCT [61], [62] with all the regions).

FIGURE 12. ROC curves of recognition accuracies by proposed method.

TABLE 10. Comparisons of recognition accuracy by proposed method
with those by the state-of-the-art methods.

methods. From the table it can be seen that the proposed
method exhibited a better recognition performance than the
state-of-the-art methods.

4) ABLATION STUDY (MICHE DATABASE)
Table 11 presents the comparison of the recognition rate
of when motion blurring and DeblurGAN based deblurring
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TABLE 11. Propose method experimented for the iris region.

TABLE 12. Recognition accuracies in case of using iris (or periocular)
region compared to those using all the regions
(A: Only with iris region, B: Only with the 1st periocular region,
C: Only with the 2nd periocular region,
D: Score fusion by SVM with all the regions).

proposed in this study were performed and when they were
not performed for the iris region of MICHE database.

As shown in Table 11, the recognition performance for
MICHE database is also better when motion blurring and
DeblurGAN based deblurring proposed in this study were
performed, compared to when they were not performed.

In Table 12 and Figure 13, the recognition performance
is compared between when recognition was performed for
the iris region or for the 1st or 2nd periocular region, and
when thematching scores of all regions proposed in this study
were fused with SVM. As shown in Table 12 and Figure 13,
the recognition performance was found to be better when the
matching scores of all regions proposed in this study were
fused with SVM.

5) COMPARISONS WITH THE STATE-OF-THE-ART METHODS
(MICHE DATABASE)
Table 13 lists the comparison of the recognition performance
between the proposed method and the state-of-the-art meth-
ods. From the table it can be seen that the proposed method

FIGURE 13. ROC curves of recognition accuracy by proposed method.

TABLE 13. Comparisons of recognition accuracies by proposed method
with those by the state-of-the-art methods.

exhibited a better recognition performance than the state-of-
the-art methods.

E. ANALYSIS AND DISCUSSION
1) ANALYSIS OF RECOGNITION ACCURACIES
Figure 14 shows the successful cases of genuine matching
by the proposed method. Figures 14(a) and (c) show the suc-
cessful case of genuinematching even under different lighting
environment of the two irises being recognized. Figure 14(b)
shows the successful case of when the size of the two irises
being recognized is different. Figure 14(d) shows the success-
ful case of genuine matching even when the reflected light is
substantial, and the external light fluctuates.

Figure 15 shows the failed recognition cases.
Figures 15(a) - (d) are false acceptance cases, while (e) - (h)
are false rejection cases. In Figure 15(a), as the iris is located
at the end of the image, features are not easily extracted from
the periocular region and the iris pattern is unclear. Hence,
it is a false acceptance case in which a different individual
is recognized as the actual subject. Figures 15(b) and (c)
are false acceptance cases because of rotation and noises
such as reflected light in addition to the eyelid and skin
color being very similar. Figure 15(d) is a false acceptance
case because the reflect light in the iris is substantial while
the makeup and eyebrow are very similar. Figure 15(e) is a
false rejection case because of unclear iris pattern and severe
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FIGURE 14. Correct recognition cases of genuine matching.
(a) Case strong against lighting fluctuation, (b) Case strong against
off-angle and changes in iris size, (c) Case strong against reflected light in
iris and lighting fluctuation, (d) Case strong against reflected light and
external light noise. (a) and (b) are from NICE.II database whereas (c) and
(d) are from MICHE database.

reflected light even when the two images have the same
class. Figures 15(f) and (g) are failed cases because of severe
off-angle, changed eye shape, and changed eyelid shape due
to external light fluctuation even if the images are of the same
class. Figure 15(h) is a false rejection case due to severe
reflected light and a changed skin color caused by lighting
fluctuation.

Overall, the proposed method was proven to be effective
against noises such as a change in iris size, fluctuation in
visible lighting, and off-angle which occur frequently in an
unconstrained environment. However, the recognition rate
drops when the eyelid shape extracted as a periocular feature
is distorted due to off-angle, when the periocular region is
difficult to extract because the iris is positioned at the edge of
an image, and when a periocular feature becomes similar due
to makeup.

2) ANALYSIS OF FEATURE MAPS
In this section, the difference in the feature map is analyzed
for the cases in which the recognition failed for the orig-
inal image in genuine matching (false rejection); however,
the recognition was successful when motion blurring and
DeblurGAN based deblurring proposed in this study were
used. Figures 16(a)–(c) shows the first, second, and third
examples. The feature map is the image of visualizing the

FIGURE 15. Failed recognition cases. In (a) - (d), false acceptance cases
are shown whereas false rejection cases are shown in (e) - (h). (a) Case of
false acceptance due to periocular region being difficult to obtain and
unclear iris pattern, (b) Case of false acceptance due to rotation, reflected
light, and similar wrinkle pattern and skin color, (c) Case of false
acceptance due to unclear iris pattern, (d) Case of false acceptance due to
substantial reflected light in iris and similar makeup, (e) Case of false
rejection due to unclear iris pattern, reflected light, and severe off-angle,
(f) Case of false rejection due to a change in eyelid shape caused by
severe off-angle, (g) Case of false rejection due to a change in eyelid
shape caused by external light and changed facial expression, (h) Case of
false rejection due to substantial reflected light and changed skin color
(a), (b), (e), and (f) are from NICE.II database whereas (c), (d), (g), and (h)
are from MICHE database.

output of the 8th convolution layer in the CNN model for
recognition which is presented in Table 4.

In Figures 16(a)–(c), the left-top, right-top, left-bottom,
and right-bottom images show the feature maps of
enrolled original image, corresponding deblurred image
by our method, recognized original image, and corre-
sponding deblurred image by our method, respectively.
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FIGURE 16. Comparison of the feature map between the original image
and restored image. (a) - (c) respectively show the 1st–3rd examples.
In (a) - (c), the left-top, right-top, left-bottom, and right-bottom images
show the feature maps of enrolled original and corresponding deblurred
images, the feature map of recognized original and corresponding
deblurred images, respectively. In (a) - (c), upper and lower images show
the enrolled and recognized images, respectively.

In Figures 16(a)–(c), upper and lower images show the
enrolled and recognized images, respectively. In the feature
maps, the area of important features are shown in brighter and
yellow colors whereas the regions of insignificant features
are shown in darker and bluish colors [55]. Therefore, the
two images which have the similar areas of yellow and bluish
colors usually have similar features, which causes the better
similarity in recognition.

Figure 16 shows that feature maps of the original
images (the left-top and left-bottom (the 1st column) images
in Figures 16(a)-(c)) have a significant difference in the
areas of yellow and bluish colors between the enrolled and

recognized images. However, the feature maps of the
images generated by the proposed DeblurGAN method
(the right-top and right-bottom (the 2nd column) images
in Figures 16(a)-(c)) have more similar areas of yellow and
bluish colors between the enrolled and recognized images.
Accordingly, when motion blurring and DeblurGAN-based
deblurring are used, the recognition performance can be
improved by making the feature maps between the enrolled
and recognized images similar during genuine iris matching.
These results were also confirmed in Tables 7 and 11.

V. CONCLUSION
This study proposed a method for enhancing the quality of
iris images by blurring the iris region and deblurring using
DeblurGAN-based method, thus improving the recognition
performance. DeblurGAN was trained using the images to
which a randommotion blur kernel is applied and the original
images as input. Using the normalized iris image to which
a random motion blur kernel is applied as an input for the
proposed model, the restored iris image is obtained from
the generator. Then, the feature vector was extracted using the
CNN for feature extractor from this image. The recognition
performancewas enhanced through score level fusion of three
distance values for three pairs of feature vectors between
enrolled image and recognized image using SVM. When the
performance was measured based on a two-fold cross vali-
dation method using NICE.II training database and MICHE
database, the proposed method resulted in a better recogni-
tion performance than when the proposed method was not
used or the state-of-the-art methods were used. In case of iris
recognition with near-infrared light image, iris patterns are
distinctive, from which the high accuracy of iris recognition
can be obtained. However, in case of iris recognition with
visible light image like our research, there are lots of cases
that iris patterns are not visible as shown in Figure 6, which
degrades the accuracies of iris recognition. In this case, if the
iris recognition is supported from periocular area, the accu-
racies can be improved, and these were already confirmed in
previous researches [6], [9], [18], [46]. Therefore, we used
three information from iris and two periocular areas in our
research as shown in Figure 1.

In the future, various approaches for improving the recog-
nition performance will be studied by automatically generat-
ing the iris region occluded by reflected light, eyelash, eyelid,
and glasses frame using GANmethods. Furthermore, another
method will be examined for reducing the errors of genuine
matching or imposter matching caused by the dependence on
the periocular region when the eyelid shape is changed due to
off-angle or a change in facial expression.
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