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ABSTRACT Virtual Network Embedding (VNE), which provides methods to assign multiple Virtual
Networks (VN) to a single physical Substrate Network (SN), is an important task in network virtualization.
The main problem in VNE is the efficiency of assigning customers’ virtual network requests to the substrate
network. This problem is known to be a Non-deterministic Polynomial-time hard (NP-hard) and heuristic
solutions have been developed to solve this kind of problem. The current trend toward Software-Defined
Networking (SDN) has allowed new possibilities in virtual network embedding. In this work, we propose
a distributed virtual network embedding for SDNs called DVSDNE using multi-agent systems. This
framework could be used to run a centralizedVNE algorithm in a distributedmanner to scale these algorithms
with respect to network size. DVSDNE uses agents to spread the load across the substrate network. Our
simulation results show the effectiveness of the proposed algorithm. Results show that DVSDNE improves
execution time of embedding algorithms in large scale substrate networks, while embedding results such
as acceptance ratio, revenue to cost ratio, average latency to controller, and maximum latency to controller
remain comparable.

INDEX TERMS Graph partitioning, multi-agent systems, network virtualization, software-defined network-
ing (SDN), virtual network embedding.

I. INTRODUCTION
Over the past few decades, the Internet has provided a new
approach to transmit information based on the deployment
of packet switching network technology and its related appli-
cations. However, the traditional architecture of the Internet
was a barrier to future innovations such as cloud computing,
autonomous vehicles, and the Internet of Things, specifically,
because of the several Internet service providers. Therefore,
introducing new network architecture would not only need
changes in hosts and routers but also requires agreements
among Internet Service Providers. The large size of today’s
Internet made the extension of new network services a diffi-
cult and time-consuming challenge [1].

Network virtualization introduces an efficient approach to
address this problem. On-demand virtual network structures
that might contain various protocols are embedded in shared
physical infrastructure. This provides a powerful solution
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to expand the future Internet by running several network
services concurrently on a shared physical network [2].

Based on definitions, network virtualization includes leas-
ing and sharing of the Substrate Network (SN) or physical
network infrastructure, which consists of physical nodes and
links. Network virtualization aims to increase the usability of
physical resources and provides extensible and flexible net-
works for tenants. A Virtual Network (VN) includes a set of
virtual nodes connected by virtual links and forming a virtual
topology. A virtual node can be assigned to a substrate node
and interconnected by a collection of virtual links. Virtual
links may be embedded on multiple substrate links (path) [3].

With network virtualization, applications such as multi-
media streaming can make virtual networks that satisfy
application-specific constraints. However, the development
of efficient strategies for embedding a virtual network into
a physical substrate is challenging and remains an active area
of research [4].

The Virtual Network Embedding (VNE) problem focuses
on how to efficiently map virtual network requests to
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substrate resources. Therefore, efficient usage of substrate
resources depends on the VNE algorithms under limitations
such as node and link constraints. The node constraints
include factors such as CPU processing power and storage
capacity. The link constraints may include parameters such as
bandwidth (capacity), packet loss, and delay. Consequently,
virtual node mapping and virtual link mapping are two steps
of virtual network embedding. In the virtual node mapping
step, virtual nodes are mapped to substrate nodes, providing
enough resources. Similarly, in the virtual link mapping step,
the virtual links are mapped to substrate links, providing
enough resources. In general, finding a feasible embedding is
an NP-hard problem [5] and it can be reduced to a multi-way
separator problem [6].

So far, many algorithms have been proposed to solve
the virtual network assignment problem [7]–[9]. The virtual
network embedding algorithms may be implemented in a
centralized manner or a distributed manner. In the centralized
approach, a central entity receives virtual network requests
and maps virtual nodes to substrate nodes and virtual links to
substrate links. In order to make the right decisions, the entity
needs to hold up-to-date information about the physical net-
work. However, keeping latest information in a centralized
manner has serious challenges in terms of scalability, high
network latency, and delays in making decisions especially
when the capacity of the physical network is dynamic and
changing due to the creation or deletion of new virtual nodes
and networks [10]. In the distributed approach, multiple enti-
ties cooperate to map virtual networks to substrate networks.

Software-Defined Networking (SDN) is an enabling tech-
nology for virtual networking and has received significant
considerations [11]. SDN is a network architecture in which
the data plane and the control plane are separated in networks
and a central controller is responsible for making network
control decisions and transmitting them to data-forwarding
switches [12]. The network controller is responsible for man-
aging the entire network through a southbound interface such
as OpenFlow [13] which was introduced to standardize the
communication between the controller and the switches in an
SDN architecture.

Regardless of the topology, the network delay due to the
distance between the SDN controller and switches as well as
the workload on each controller are the parameters that affect
the performance of the controllers [14].

The industry is considering SDN as a solution to simplify
network control and the roll-out of new services while reduc-
ing hardware complexity and costs [15].

In OpenFlow architecture, each controller makes a TCP
connection with its switches to exchangemessages. The com-
munication between the control plane and data plane can
be implemented in two ways: 1) as in-band communication,
2) out-of-band communication. In-band communication uses
the same links to connect the controller to forwarding devices,
while out-of-band communication uses a separate network
infrastructure to connect the controller to forwarding devices.
Out-of-band signaling provides better isolation between

data and control messages at the extra cost of additional
hardware.

We also used in-band SDN in this work for two main
reasons[16]: first, feasibility and lower-cost of in-band SDN,
and second, link Failure Recovery.
• Feasibility and lower-cost of in-band SDN: Recently,
OpenFlow which is used for connection between
switches and its controller have got more attention in
WLANs, cellular, wireless mesh networks, etc. There-
fore, the need for a dedicated control plane network is
the primary reason that the Out-of-Band control plane
network becomes a costly solution for such networks.
Besides, it is not even practical to have another separate
network in such networks which nodes spread in a broad
geographic area. By using an In-Band control plane,
it is simple to connect distant switches to the controller
indirectly and without a separate network

• Link Failure Recovery: One shortcoming of the Out-
of-Band control plane is that there exists a unique path
from the switch to the controller paths due to using
separated and dedicated cabling and networks for the
control plane network. Thus, failure of the control path
will effectively remove that partition of the network from
the control of the SDN controller. In this situation, link
failure needs to be resolved manually to reconnect the
switch to the controller. On the contrary, in the In-Band
control plane, any link failure may affect both control
and data planes, due to the use of the same link for
data plane and control plane. However, the advantage
of In-Band compared to Out-of-Band control network
plane is the flexibility to modify the control traffic path
and the capability to apply automatic failure recovery
mechanisms.

Figure 1.a represents out-of-band communication and
Figure 1.b represents in-band communication. In this work,
in-band communication is used for embedding virtual net-
works. This would require considering both control traffic
and data traffic together in terms of bandwidth demand for
a virtual SDN network [1].

SDN allows for better optimization of routing policies and
simplifies network testing [17]. Developers can program the
network without considering the forwarding and the lower
level detail of packet processing in physical devices [18].

While some previous virtual network embedding algo-
rithms can be utilized for virtual network assignment
in an SDN environment, some inherent characteristics
of SDN, such as the location of the controller and
Controller-to-Switches traffics, require new definitions and
approaches [19].

Multi-agent systems consist of agents and their environ-
ment. In [20], an agent is considered as a computer system
that is placed in an environment and is able to perform
autonomous actions in this environment to reach its design
goals. In other words, agents are networked entities that can
carry out particular tasks and have a degree of intelligence
that allows them to do their tasks autonomously and to
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FIGURE 1. (a) Separate network for control and data traffic (Out-of-band control network). (b) Same network for both control and data traffic (In-band
control network).

interact with their environment. In [21], a multi-agent system
is considered as a system that consists of two or more agents,
which cooperate with each other to reach their goals. Multi-
agent systems can solve problems that are difficult for an
individual agent to solve.

Solving computation tasks are becoming more compli-
cated as the size continues to increase. As a result, it is diffi-
cult to handle these tasks in centralized manners. Although
motivations to use of multi-agent systems in various areas
are different, the main benefits of applying multi-agent sys-
tems include [22]: (1) the specific nature and environment
of applications is considered; (2) local interactions can be
studied and modeled; and (3) difficulties in computation and
modeling are structured as components or parts. Therefore,
multi-agent systems provide a good solution to distributed
computational tasks. In addition, artificial intelligence meth-
ods can be applied.

The use of multi-agent systems on a particular area begins
by partitioning the problem into smaller components. A par-
ticular agent is assigned to each of these components to
perform particular tasks and reach its goals, thus making
problem-solving process easier [23].

Themotivation of this research was to develop a distributed
framework for assigning virtual networks to substrate net-
work resources in an SDN environment based on multi-agent
systems. Each virtual SDN on the substrate network has its
controller, and it needs special considerations that come with
the existence of this controller. The controller is responsi-
ble for determining and sending traffic policies and routing
updates. The controller needs to exchange information effi-
ciently to all the switches that are part of the SDN, there-
fore, any virtual SDN embedding effort needs to concern all
controller-to-switch delays.

Also, to reduce delays and improve scalability, at first,
we partition a substrate network into parts. Partitioning allows
the substrate network to be split into several smaller networks,
resulting in VNE algorithms running on fewer nodes and
links, which in turn reduces the execution time of VNE

algorithms. In other words, partitioning aims to spread the
computational load on several smaller parts. After parti-
tioning, a Hypervisor virtualization tool is assigned to each
part. Therefore, several Hypervisor virtualization tools are
used for the main substrate network. In turn, this shortens
the path between the switches and their controller, which
reduces latency. A Hypervisor virtualization tool such as
FlowVisor has been proposed for enabling virtualization in
the SDN environment and it makes a substrate network to
run multiple virtual networks. The Hypervisor allows each
virtual network to run its virtual controller. Finally, we assign
intelligent and autonomous agents to each part to manage
its part. These agents cooperate to carry out the distributed
VNmapping algorithms. AVNMapping Protocol is designed
and implemented to provide communications and facilitate
message exchange among agents in a distributed manner.
Agents at one level work independently of each other, and
each can run a VNE algorithm simultaneously. Therefore,
running VNE algorithms in this framework allows more VNs
to be embedded at a given time. On the contrary, agents on
different levels need to cooperate to map a VN request.

The remainder of this paper is organized as follows:
Section II presents a short review of related work in the
literature. In Section III, our contribution is presented.
In Section IV, the virtual network embedding model and
metrics are defined. Section V presents our distributed virtual
network embedding for software-defined networks using a
multi-agent systems framework called DVSDNE. Section VI
contains results, and Section VII ends up with a conclusion
and future works.

II. RELATED WORK
Existing work on assigning virtual private networks (VPNs)
is similar to the virtual network embedding problem. How-
ever, a VPN request considers only bandwidth constraints
without considering constraints on the nodes. As a result,
VPN algorithms just try to find paths between source and
destination nodes. Considering constraints on links and nodes
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are the subject of the virtual network embedding problem.
The virtual network embedding is a complex problem and
to decrease the complexity of it, current research simplifies
the problem space in different dimensions, including the
following [24]:

1. Considering specific topologies.
2. Considering only link or node restrictions.
3. Considering infinite resources of substrate links and

nodes.
Virtual network embedding solutions can be classified into

several types of underlying VNE problem as follows [24]:
1. Online or Offline. If virtual networks are mapped to

the substrate network when virtual networks arrive, this
class of embedding is called Online VNE [25], [26].
However, if all virtual networks remain in a queue for
an arbitrary amount of time, this class of embedding
is called Offline VNE 27]. This feature can be called
static or dynamic as well.

2. Concise or Redundant. In the concise approach,
the VNE algorithms use as many substrate resources
as required to assign virtual networks to the sub-
strate network [8]. However, in the redundant approach,
the VNE algorithms reserve extra resources for vir-
tual networks in case some substrate nodes may
fail [7], [28], [29].

3. Uncoordinated or Coordinated. In the Uncoordinated
approach, virtual node mapping and virtual link map-
ping are accomplished in two distinct phases. In other
words, in the uncoordinated approach, at first, all vir-
tual nodes are mapped one by one and then all links
are mapped one by one according to some criteria.
However, in the Coordinated approach, the coordina-
tion between node mapping and link mapping is con-
sidered [30].

Also, the VNE algorithm can be done in a centralized
or distributed approach. In the centralized approach [31],
the VNE algorithm utilizes only one substrate network for
computing the embedding function. Centralized VNE algo-
rithms suffer from scalability problems and running in paral-
lel. From the scalability point of view, increasing network size
increases the complexity of the virtual network embedding
algorithm. Our solution handles scalability in a distributed
manner. From a parallel point of view, in centralized VNE
algorithms when multiple Virtual Network Request (VNR)
arrives at the same time, embedding is performed sequen-
tially, causing queuing delay in addition to high utilization
at the embedder nodes. In other words, centralized VNE
algorithms can only map a virtual network request simul-
taneously. Our solution solves this problem using multi
autonomous agents.

SDN is an appropriate environment for network virtualiza-
tions. For the first time, the authors in [19], try to solve virtual
network embedding when both virtual network and substrate
network in the form of SDN. However, they do not consider
the amount of CPU and bandwidth capacity of the substrate
network. They only consider stress on nodes and links which

is calculated based on how many virtual nodes or virtual
links are assigned to substrate nodes and substrate links to
solve the problem. Because the actual amount of CPU and
bandwidth resources are very important for VNE algorithms,
authors in [1] attempted to solve this problem by considering
CPU and bandwidth resources. We use these two algorithms
as centralized VNE algorithms to run in our framework and
analysis of the results.

III. OUR CONTRIBUTIONS
In this section, we describe the research gap and our contri-
butions.

Our main objective is to develop a distributed virtual net-
work mapping in an SDN environment based on multiagent
systems. Although there are some proposals and algorithms
to address the VN mapping problem using multi-agent sys-
tems [10], [32], the unique characteristic of SDN requires
new approaches, as discussed in Section II. In designing a
solution for VSDNE, heuristics take into account the path
between switches and the controller because the data plane
and control plane is separated in SDN networks. However,
in designing a solution for normal VNE, it does not need to
consider this path because the data plane and control plane is
not separated. We focus on scenarios in which the physical
network and virtual networks are all software-defined. The
infrastructures that we investigate may have many tenants
requesting virtual networks of varying sizes. The placement
of the vSDN controller is a significant factor that influences
the performance of the virtual networks. Besides, efficient
usage of substrate network resources, reliability, and fast
response are all interesting properties. To this end, our main
goal is to balance the load on the substrate network and
keep delay minimum between controllers and switches in all
virtual networks.

In this work, we design a distributed VNE algorithm that
has the following characteristics and assumptions:

1. In this paper, we design a distributed approach for map-
ping virtual networks to substrate networks based on
multi-agent systems, while most previous VNE algo-
rithms are executed in a centralized approach and the
virtual network assignment is performed by a central
entity. This central entity keeps the latest changes in
the substrate network. This approach suffers from scal-
ability, latency, and delays in making decisions.

2. To manage cooperation between agents, we design
and develop a communication protocol. Every
agent is responsible for some part of the substrate
network.

3. We use graph partition approaches to partition sub-
strate network into distinct parts and assign each part
a FlowVisor. Distinct parts along with its FlowVisor
are managed by a single agent. Partitioning substrate
network makes VNE problem space to be reduced
and makes the substrate network to be scalable. Also,
using multiple FlowVisor makes control traffic latency
between switches and its controller to be reduced.
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FIGURE 2. Mapping of vSDN. FlowVisor (F) connects Controller (C) to other vSDN nodes (V).

4. In our work, our algorithm does not reserve extra
resources for control traffic between switches and their
controllers. We use the same infrastructure for data and
control traffic. In other words, our network uses an
in-band control network.

5. In the distributed approach [33], [34], there are mul-
tiple substrate networks for computing the embedding
function. Our solution is distinguished from them as it
uses agents and runs in an SDN environment.

6. Our current method differs from our previous
work [35], as the current work partitions the substrate
network, while our previous work [30] did not partition
the substrate network. Besides, in [35] agents cooperate
to map a VNR at the same time, however, in this paper
agents can embed multiple VNR at the same time.

IV. MODEL AND METRICS
In this section, we provide a detailed description of the prob-
lem of virtual network embedding with formula and also
the main performance metrics for evaluation of this network
embedding problem. In this work, we assume both virtual
networks and substrate networks are in the form of SDN.

A. MODEL
Virtual network embedding is shown in Figure 2. Figure 2a
shows a virtual SDN (vSDN) network request along with its
controller. In our work, we use the same network for data
and control traffic. Each switch uses an OpenFlow protocol
to connect with its controller. The substrate network along
with the position of FlowVisor is shown in Figure 2b. The
embedding phase is represented in Figure 2c. The dashed
lines represent virtual links assigned to physical links. During
virtual SDN network operation, the control traffic is only
transmitted via the physical paths, connecting the virtual SDN
switches on the substrate network with its controller through
the FlowVisor.

We model the substrate network as a weighted undirected
graph GS (VS ,ES ), where VS represents the set of substrate
nodes, and ES represents the set of substrate links. Also,
a high-performance server hosting a hypervisor software
and consequently virtual SDNs’ controllers, is located on
the substrate node Hypervisor, where Hypervisor ∈VS . Like-
wise, a virtual SDN (vSDN) request is modeled as a triplet
�(GR,CR,LC). Here the undirected graph GR (VR,ER) rep-
resents data plane of the vSDN, where VR represents the set
of virtual nodes and ER represents the set of virtual links.
There is a single software controller CR for the vSDN. The
controller CR connects with every vR∈VR through the vir-
tual control links lc(CR, vR)∈LC , where LC represents the
set of lc. Since the control flow is much smaller than data
flow, here the bandwidth demand of lc(CR, vR) is neglected.
We suppose CR runs on the same server with hypervisor soft-
ware. As the communication latency in the internal server is
much lower than network latency transmission, the controller
to switch latency is equal to the network transmission delay
from vR to Hypervisor.

The VN embedding problem can be represented as a map-
ping from GR to GS:

M (GR) : GR→ GS (1)

The mapping can be accomplished through two distinct
phases: 1) node mapping 2) link mapping.

(1) Node mapping: Each virtual node is mapped to a sub-
strate node that fulfills the node resource requirements. The
nodemapping function is defined by amappingMN:VR→VS
from virtual nodes to substrate nodes such that,

∀vR∈VR,MN (vR)∈VS (2)

∀vR, uR∈VR,MN (vR) = MN (uR) , if fvR = uR (3)

∀vR∈VR,C
R,V
CPU (vR) ≤ RCPU (MN (vR)) (4)

(2) Link mapping: Based on the result of node mapping,
each virtual link is mapped to a loop-free substrate path
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FIGURE 3. The assigning of two VN requests onto a substrate network.

that fulfills the link resource requirements. The link mapping
function is defined by a mapping ML:ER→PS from virtual
links to substrate paths such that,

∀ (i, j)∈ ER,ML (i, j)∈PS (MN (i) ,MN (j)) (5)

∀ (i, j)∈ ER,C
R,E
BW (i, j) ≤ RBW(ML (i, j) (6)

where PS defines the set of all loop-free paths in the substrate
network and PS(i, j) defines the set of all loop-free paths from
the source node i to the destination node j.

Each virtual node must be mapped to one substrate node,
and a substrate node must not host more than one virtual
node of the same vSDN. Eq. (2) and (3) guarantee these
requirements.

Eq. (4) guarantees that the available CPU resource of the
substrate node satisfies the CPU requirement of a virtual
node.

Eq. (5) shows that each virtual link must be mapped to
a substrate path between the substrate nodes that node i
and node j are mapped on them. A substrate path consists
of one or more physical links. Eq. (6) guarantees that the
available bandwidth resource of the substrate path satisfies
the bandwidth requirement of a virtual link. The available
bandwidth resource of a substrate path P ∈PS is defined as
follows:

RBW (P) = min
(u,v∈P)

RBW (u, v) (7)

RCPU (v) and RBW (u, v) in Eq. (4) and (7) show residual
CPU and Bandwidth resources respectively and is defined as
follows:

RCPU (v) = CS,V
CPU (v)−

∑
v′→v:v′∈VR:VNRaccepted

CR,V
CPU

(
v′
)

(8)

where CS,V
CPU (v) represents CPU resource of a substrate node

v and CR,V
CPU

(
v
′
)
represents CPU requirement of a virtual

node v′. The second part of the equation is the sum of the

CPU requirements of all virtual nodes assigned to the node v
of all accepted VN requests.

RBW (u, v)

= CS,E
BW (u, v)

−

∑
(
u′ ,v′

)
→(u,v):(u

′
,v′)∈ER:VNRaccepted

CR,V
BW

(
u
′

, v
′
)

(9)

where CS,E
BW (u, v) represents bandwidth resource of a sub-

strate link (u, v) and CR,V
BW

(
u
′

, v′
)
represents the bandwidth

requirement of a virtual link (u′,v′). The second part of
the equation is the sum of the bandwidth requirements of
all virtual links assigned to the link (u, v) of all accepted
VN requests.

Figure 3 shows the assigning results of vSDN for vir-
tual network requests1 and 2. For the substrate network,
the CPU resource is located in a rectangular box near the
substrate node and a number located directly along the edge
shows bandwidth resource. Similarly, for the virtual network,
the CPU requirement is located in a rectangular box near the
virtual node and a number located directly along the edge
shows bandwidth requirement. For vSDN request 1 and 2,
the controller is determined by C1 and C2 respectively.

As shown in Figure 3 for request 1, the virtual nodes a, b,
c, and C1 are assigned to the substrate nodes A, D, C, and
F respectively, and the virtual links (a, b), (a, c), (b, c) and
(a, C1) are assigned to the substrate paths (A, D), (A, C),
(D, C) and (A, HyperVisor, F) respectively. Note that the CPU
resources of these substrate nodes and bandwidth resources of
these substrate paths fulfill the CPU requirements of the cor-
responding virtual nodes and virtual links. Also, for request 2,
the virtual nodes e, f, and C2 are mapped to the substrate node
B, E and G respectively and virtual links (e, f) and (e, C2) are
mapped to the substrate path (B, E) and (B, HyperVisor, G)
respectively. Another embedding action for request 2 is that
the virtual nodes e, f, and C2 are mapped to the substrate node

12032 VOLUME 9, 2021



A. A. Nasiri et al.: Distributed VNE for Software-Defined Networks Using Multiagent Systems

B, D, and G respectively and virtual links (e, f) and (e, C2) are
mapped to the substrate path (B, E, D) and (B, HyperVisor, G)
respectively. As shown here, each virtual request may have
many assignments, and each imposes different utilization of
resources. Therefore, VNE needs to apply an algorithm that
minimizes the utilization of resources.

B. METRICS
The optimization goal of VNE is to use the physical net-
work resources efficiently. Acceptance ratio and revenue to
cost ratio are two evaluation measurement techniques for the
effectiveness of the VNE algorithms[1]. In the following,
we provide the relevant formula for the calculation of these
metrics. Also, we provide the formula for another metric
called Controller-to-switch delay.
The acceptance ratio shows the number of VNRs that

could be mapped by a VNE algorithm and is measured by
the following equation.

AcceptanceRatio =

∑T
t=0 VNR

S∑T
t=0 VNR

(10)

where VNRS shows the number of the virtual network
requests which aremapped successfully at time t, VNR shows
the number of virtual network requests at time t, and T is total
runtime.
TheRevenue tocost ratiometric is related to the acceptance

ratio, as it shows the number of resources used by a VNE
algorithm to map VN requests.
TheRevenue of a VN request is measured by the sum of

CPU and bandwidth of the VN requests:

Revenue
(
VNRi

)
=α ∗

∑
v∈VNRi

CR,V
CPU (v)+β ∗

∑
e∈VNRi

CR,E
bw (e)

(11)

where CR,V
CPU(v) are the CPU requirements for the virtual node

v ∈VNRi and CR,E
bw (e) are the bandwidth requirements for the

virtual link e ∈VNRi. The value α and β reflect the rela-
tive importance of CPU resources and bandwidth resources,
respectively, to the revenue.
TheCost is measured by the sum of the substrate resources

used to map VN request:

Cost
(
VNRi

)
= α ∗

∑
v∈VNRi

CR,V
CPU (v)

+β ∗
∑

e∈VNRi

(CR,E
bw (e) ∗ Length(P(e))) (12)

where P (e) is the assigned substrate path of a virtual link
e ∈ ER, and Length(P(e)) is the length of that path. For exam-
ple, as shown in Figure 3, virtual link (e, f) is mapped to the
substrate path (B, E, D). Therefore, P (e, f) = (B, E, D) and
Length (P (e, f)) = Length (B, E, D) = 2.
Therefore, the revenue to cost ratio is measured by the

division of revenue and cost:

R
C

(
VNRi

)
=
Revenue

(
VNRi

)
Cost

(
VNRi

) (13)

In general, for revenue to cost ratio, a higher value is better.
The lower value means that a VNE algorithm uses more
resources to embedVN requests. A value of 1 whichwould be
optimal means that the amount of required resources equals
the number of used resources.
Controller-to-switch delay measures the latency between

the controller and the switches for each vSDN. For a network
graph G (V, E) with vertex set V and edge set E, where
number along edge represents propagation latencies, d(v, f,
c) represents the shortest path from node v ∈ V to controller
c passing through FlowVisor (f), and n = |V | represents the
number of nodes, the average propagation latency is defined
as follows[36]:

DelayAvg =
1
n

∑
v∈V

d (v, f , c) (14)

Also,Maximum latency considers themaximum controller-
to-switch delay and is defined as follows [31]:

DelayMaximum = maxv∈V d (v, f , c) (15)

V. OUR PROPOSED FRAMEWORK: DVSDNE
In this section, we introduce our method named Distributed
Virtual Software-Defined Network Embedding (DVSDNE).

The algorithmworks as follows: first, the substrate network
is hierarchically structured into smaller partitions (Initializa-
tion Step). Second, an agent is assigned to each partition
that aims to cooperate with other agents and provides virtual
network embedding within that partition (Embedding Step).
Partitioning the substrate network into smaller sections in the
initialization step reduces the problem size and leads to better
scalability and improved runtimes. In the embedding step,
DVSDNE can run any centralized VNE algorithms which
are designed for software-defined networks in a distributed
manner. In other words, DVSDNE uses any centralized
VNE algorithm within any given partition to perform actual
embedding.

Unlike centralized approaches that depend on a single
node to compute virtual network embedding, our framework
distributes load to multiple nodes (agents) which works inde-
pendently at each level in a hierarchical structure. Multiagent
systems require a protocol to cooperate. This protocol pro-
vides the transfer of virtual networks and coordination among
partitions.

Upon the arrival of the virtual network request, DVSDNE
evaluates which partition is suitable to embed a new arriving
virtual network. After determining which partition provides
sufficient network resources for embedding, DVSDNE trans-
fers the request to the agent assigned to that partition. If the
specified agent cannot embed a virtual network request, DVS-
DNE consecutively transfers it to larger partitions until the
root partition is reached or an agent can embed the virtual
network request. In the case of reaching root partition, if root
partition cannot embed the virtual network, our algorithm
rejects embedding this virtual network.
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In the following, the Initialization Step and the Embedding
Step of the DVSDNE framework are explained inmore detail.

A. INITIALIZATION STEP
DVSDNE runs the Initialization Step to divide the substrate
network into smaller partitions. This step is performed before
receiving the first virtual network embedding request and
occurs only once for a substrate network.

DVSDNE organizes the substrate network into hierarchi-
cal partitions in such a way that in each layer a set of
non-overlapping partitions is constructed. Many algorithms
can be used to partition a graph [37]. DVSDNE uses a mul-
tilevel k-way partitioning algorithm [38]. The k-way graph
partitioning problem is defined as follows: Given a graph G
= (V, E) with vertex set V and edge set E, divide V into k
subsets V1, V2, . . . , Vk such that the subsets are disjoint and
cover V, i.e., Vi∩Vj = ϕ and∪Vi =V. The algorithm aims to
minimize the number of edges of E whose incident vertices
belong to different partitions. In other words, the algorithm
tries to group vertices that are highly interconnected. The
basic structure of this algorithm is straightforward. At first,
a sequence of smaller subgraphs Gi = (Vi, Ei) is constructed
from the main graph, through a process called the Coars-
ening Phase. Secondly, a k-way partitioning of the smallest
graph is determined named initial partitioning Phase which
DVSDNE uses 2-way partitioning. Finally, this partitioning
is projected back toward the main graph by continuously
purifying the partitioning during the Uncoarsening Phase.

FIGURE 4. Phases involved in graph partitioning.

Figure 4 shows these phases. In this example, the Coars-
ening Phase consists of 5 levels named G0, G1, G2, G3, G4.
At each level, the size of the graph is reduced by collapsing
edges and nodes. At Initial Partitioning Phase, the smallest
graph which is G4 is partitioned into 6 parts. At the Uncoars-
ening Phase, G4 is expanded to recover partitioning for the
main graph.

These partitions are used for embedding virtual networks.
For each partition, DVSDNE assigns an agent named an
embedder agent and a FlowVisor controller. An embedder
agent performs the actual VNE algorithm. Because each
agent is aware of the available resources and the topol-
ogy of the allocated partition, it can perform an embedding

algorithm within the allocated partition. After the partition
algorithm has terminated on each level, the algorithm is con-
tinuously repeated to constitute smaller partitions on the next
level.

Figure 5 shows an example, where the physical network
is partitioned once. In this example, there are 4 switches and
3 FlowVisor controllers. FlowVisor 1 and switches 1, 2, 3,
and 4 constitute level 0. Since at level 0 there is one partition,
agent 0 will be assigned to this level. At level 1 there are
two partitions and for each partition, there is one FlowVisor.
FlowVisor 1 and switches No. 3 and 4 constitute partition
1 and agent 1 will be assigned to this partition. Similarly,
FlowVisor 2 and switches No. 1 and 2 constitute partition 2,
and agent 2 will be assigned to this partition. Since at level
1 there are two partitions, two agents (one for each partition)
will be assigned to this level.

B. EMBEDDING STEP
The Embedding Step is performed after completing the Ini-
tialization Step. As we mentioned before, in the Initialization
Step, the partitioning of the substrate network is set up and in
the Embedding Step, the actual VNE algorithm is performed.

Upon the arrival of aVNRi, CPU and bandwidth resource
demand are calculated as follows:

Demand
(
VNRi

)
CPU
=

∑
v∈VNRi

CR,V
CPU (v) (16)

Demand
(
VNRi

)
BW
=

∑
e∈VNRi

CR,E
bw (e) (17)

Suppose that part of the substrate network managed by
Agentj is showed by the graph G(VS,ES). The load bal-
ancer agent determines all agents satisfying the following
equations:∑

v∈VS

RCPU (v)− Demand
(
VNRi

)
CPU
≥ 0 (18)

∑
(u,v)∈ES

RBW (u, v)− γ ∗ Demand
(
VNRi

)
BW
≥ 0 (19)

RCPU (v) and RBW (u, v) in Eq. (18) and Eq. (19) show
residual CPU and Bandwidth resources respectively and is
calculated using Eq. (8) and (9) as follows

Load balancer uses Eq. (18) and Eq. (19) to estimate
which agents are sufficient resources to perform embedding.
Since a virtual link may assign to multiple physical links the
requested bandwidth is multiplied by a parameter γ .

Then, the merit value for those agents is determined using
the following equation:

MeritValue
(
Agentj

)
=

∑
v∈VS

RCPU (v)− Demand
(
VNRi

)
CPU


∗

 ∑
(u,v)∈ES

RBW (u, v)− γ ∗ Demand
(
VNRi

)
BW


(20)
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FIGURE 5. Partitioning the substrate network and assigning the agent at each level.

An agent with the minimum merit value is selected as an
appropriate embedder agent. After an appropriate embedder
agent is found, the load balancer agent forwards a Virtual
Network Request VNR to that embedder agent. If the embed-
der agent cannot embed the VNR, it informs the load bal-
ancer agent that it cannot embed this VNR. After the load
balancer receives this information, it sends the VNR to the
parent agent, also asks it to embed VNR. This procedure is
successively performed until the VNR is embedded or the
agent assigned to the root partition cannot embed this VNR
which means that VNR is rejected.

C. AGENT COMMUNICATIONS
Since agents act autonomously, they have to synchronize
their actions with each other. Synchronization is done using a
protocol by sending messages to each other. Also, a locking
mechanism is used to prevent resource contention between
agents that share the same parts of the substrate network.
To explain resource contention between agents, we illustrate
Figure 6 (FlowVisor controllers are not shown). Figure 6
shows an example of hierarchical partitioning and assigning
agents to each partition. It can be seen that the substrate
network is partitioned twice and partitions do not overlap at
each level. Suppose the agent assigned on the right partition
of level 1 (including nodes 5-8) is mapping a VNR. At the
same time, the agent assigned on the rightmost partition
of level 2 (including nodes 7 and 8) is running another
embedding. Since these two agents share the same parts of
the substrate network and these two agents work in parallel,
resource contention occurs. In other words, to avoid resource
contention between these two agents, when one of them is
running an embedding procedure another has to wait until the
embedding procedure is finished. It is worth noting that the

agent assigned on the right partition of level 1 and the agent
assigned on the left partition of level 1 can work in parallel
without inconsistency.

To solve this problem, the load balancer agent keeps a data
structure where information about the states of agents is held.
This data structure includes two variables named Self-lock
and Parent-lock. Each of them holds a binary data type. The
variable of Self-lock can be in one of two states: Unlock
or Lock. The variable of Parent-lock can be in one of two
states: Waiting or Ready. The descriptions about each state
are described in the following:

Unlock: Neither the agent nor its parents are running the
Embedding algorithm.

Lock: The embedder agent or one of its parents is running
the Embedding algorithm. Therefore, the agent does not know
up-to-date resource mapping information on all of its nodes
and links. Therefore, the load balancer agent cannot send it a
VNR at the moment. It needs to wait until all of its children
terminate embedding.

Waiting: At least, one of the parents of the embedder
agents wants to run the Embedding algorithm.

Ready: None of the parents of the embedder agent wants
to run the Embedding algorithm.

In the following, communication protocol including mes-
sages communicated between agents is described in details:

START (VNR): This message is used by the load balancer
agent to send a VNR to an embedder agent. When an embed-
der agent receives this message, firstly, it receives a resource
assignment update from its children using UPDATE_GET
message, then it runs the Embedding algorithm. This message
is sent when the Self-lock and Parent-lock state of the embed-
der agent is Unlock and Ready respectively. This message
makes the Self-lock state of the embedder agent and all of
its children change to Lock.
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FIGURE 6. An example of hierarchical partitioning.

UPDATE_GET: This message is used by the parent of the
embedder agent to receive resource assignment update from
its children.

UPDATE_SET: This message is used by the parent of the
embedder agent to send a resource assignment update to its
children.

END (Success | Failure): This message is used by an
embedder agent to inform the load balancer agent about its
result. If the embedding is successful, END (Success) is
sent to the load balancer agent, otherwise, END (Failure)
is sent. When the load balancer agent receives END (Suc-
cess), the Self-Lock state of the embedder agent and all of
its children change to Unlock. Also, the embedder agent
sends a resource assignment update to its children using
UPDATE_SET message.

When the load balancer agent receives END (Failure),
if the sibling embedder agent of the sender of this message or
one of its children is running embedding (i.e. the Self-Lock
state of the agent is Lock), the load balancer agent waits for
them to finish embedding. The load balancer waits for agents
by setting the state of them toWaiting. After all children of the
parent embedder agent finish embedding, the load balancer
agent wants the parent embedder agent of the sender of this
message to start embedding using START (VNR) message.

Algorithm 1 shows VN embedding Algorithm for each
embedder agent in pseudo-code. The algorithm consists of 3
distinct parts S1, S2, and S3. Each of embedder agents,
upon receiving START message (part S1), first checks
whether it has children or not. If it has, it sends a message
UPDATE_GET(part S2 ) to receive resource assignment
update from its children. Next, after it receives the resource
assignment update, it tries to embed the VNR. If the mapping
result is successful, it sends a resource assignment update
to its children by using the message UPDATE_SET (part
S3 ).Also, it sends theEND (Success) to the load balancer
agent to inform that the embedding result is successful. Oth-
erwise, the embedder agent sends END (Failure) to load
balancer agent to send the VNR to another embedder agent.

Algorithm 2 shows VN embedding Algorithm for the load
balancer agent in pseudo-code. The algorithm consists of 3

Algorithm 1 The Main VN Mapping Algorithm for Each
Embedder Agent
(S1) Upon receiving START message do

If Embedder Agent has children
Receive update from all children using
UPDATE_GET message

Result = embed(v)
If Result is successful
Send an update to all children using
UPDATE_SET message
Send END (Success) message

Else
Send END (Failure) message

(S2) Upon receiving UPDATE_GETmessage do
Send up-to-date resource assignment to sender

(S3) Upon receiving UPDATE_SET message do
Set resource update from sender

distinct parts S1, S2, and S3. The load balancer agent, upon
receiving VNR (part S1), first finds an appropriate agent
based on the states and merit value of embedder agents. Next,
after the load balancer agent finds the appropriate embedder
agent, it sends the VNR to that embedder agent using START
message and asks it to embed the VNR. Accordingly, the load
balancer agent updates its data structure to prevent sending
another VNR to this embedder agent. Based on the embed-
ding result, the load balancer agent gets END (Success)
or END (Failure). If it receives END (Success)(part S2),
the load balancer agent updates its data structure accordingly.
Otherwise (part S3), it waits for all children of the sibling
embedder agent to finish embedding. Next, the load balancer
agent updates its data structure and asks the parent embedder
agent to embed this VNR.

For clarification, a mapping scenario is described in the
following (see Figure 7 and Table 1).

Suppose the states for each agent are at initial states accord-
ing to Table 1. As Table 1 shows, the Self-lock of embedder
agent C is Lock which means it is trying to embed a VNR
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Algorithm 2 The Main Algorithm for Load Balancer Agent
(S1) Upon receiving VNR do

Send VNR to appropriate embedder agents
based on \

states and merit value of agents
Update its data structure

(S2) Upon receiving END (Success) message do
Update its data structure

(S3) Upon receiving END (Failure) message do
Wait until all children of sibling embedder agent

\

finish embedding
Update its data structure
Send START message to parent embedder agent

FIGURE 7. Mapping scenario described our multi-agent systems.

TABLE 1. Agent’s states during the running of DVSDNE for the sample
mapping scenario described by Figure 7.

named VNRI. Below describe the states of each agent at a
different time.

T0: The load balancer agent receives VNR1 and it is for-
warded to agent B by START (VNR1) message. Thus, the
states for each agent are according to time T0 in Table 1.

T1: Agent B runs the Embedding algorithm. However,
agent B cannot embed the VNR1 and sends an END (Failure)
message. Since the agent C is embedding the VNRI, the load
balancer agent waits for it to finish the embedding. The states
for each agent are according to time T1 in Table 1.

T2: After agent C finishes its embedding successfully,
the states for each agent are according to time T2 in Table 1.

T3: Load balancer agent sends VNR1 to agent A which is
the parent embedder agent of agent B and wants it to embed
VNR1. Thus, the states for each agent are according to time
T3 in Table 1.

T4: Agent A sends UPDATE_GETmessage to agent B and
C to receive resource assignment update from its children.
The states for each agent are equal to the state at time T3.

T5: After updates are done, agent A runs embedding.
This time embedding is successful and then agent A sends
UPDATE_SET to agent B and C to send resource assignment
update to its children. The states for each agent are equal to
the state at time T3.

T6: Agent A informs the load balancer agent that embed-
ding is successful using the END (Success) message. The
states for each agent are according to time T6 in Table 1.

VI. PERFORMANCE EVALUATION
In this section, the simulation environment, the performance
metrics the results, and the complexity of DVSDNE are dis-
cussed. Then, we will evaluate our performance. We apply
vSDN embedding in an offline manner, considering all vSDN
requests are known in advance.

A. SIMULATION TOOLS
Here, we describe the tools and packages that we used for the
simulation of our method. First, we mention the tool that we
used for topology and resource generation followed by refer-
ring to the tool we used for partitioning. Then, the simulation
tool for implementing multiagent systems is described.

1) TOPOLOGY AND RESOURCE GENERATION
Networkx tool [39] is a Python package for creating and
studying complex networks. We use this package to gener-
ate random SN and VN topologies. Random CPU resources
from 50 to 100 are uniformly generated and assigned to the
substrate nodes and random bandwidth resources from 250 to
500 are uniformly generated and assigned to the substrate
links. Also, the latency between adjacent substrate nodes is
set to be 1. Likewise, Random CPU and bandwidth resources
are uniformly generated between 25 and 50 and assigned to
virtual nodes and links. Moreover, we assume that control
plane traffic is negligible compared to the data plane traf-
fic. Also, we consider α and β equal to 1 in Eq. (11) and
(12) for measuring both revenue and cost metrics. Besides,
parameter γ is set to 10 in parts B.1 and B.2 of the result
section. All experiments run on a stand-alone personal com-
puter with core-i3 CPU running at 3.6 GHz and 4 GB main
memory.
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2) INITIALIZATION STEP
As described in Section V, at Initialization Step, DVSDNE
partition the substrate network into hierarchical parts.
DVSDNE uses the Metis tool1 that provides an implemen-
tation of the algorithm of [38] to create a binary tree hier-
archy. At each level, every part of the substrate network is
partitioned into two sections to constitute another level.

3) MULTIAGENT SYSTEMS FRAMEWORK
For simulating a multiagent system, we used PADE [23]
which is a framework for developing, running, and managing
multiagent systems in distributed computing environments.
PADE is an open-source platform implemented in Python
language and uses the twisted libraries for implementing the
communication between the network nodes. Although this
framework provides a development solution for distributed
systems and also is compliant with the specifications of the
Foundation for Intelligent Physical Agents, we need to add
appropriate codes to implement our desired system.

B. EVALUATION
In this section, the performance of DVSDNE is evaluated
based on three items: generality of DVSDNE, scalability of
DVSDNE, and Evaluation of DVSDNE’s parameter γ .
Generality means that centralized VNE algorithms can run

in DVSDNE and scalability means that DVSDNE scales well
in large substrate networks.

Before moving onto larger topologies and to show the gen-
erality of our work, we are running our framework with two
centralized VNE algorithms designed for SDN i.e., [1], [19]
and compare the message overhead with a basic algorithm
designed for distributed VNE [10]. Table 2 lists these meth-
ods and Table 3 shows and describes the notations used for
evaluating DVSDNE.

TABLE 2. List of VNE approaches used for evaluating DVSDNE.

TABLE 3. Notation used for comparing algorithms.

To demonstrate the generality of DVSDNE, we compare
the embedding results of DVSDNE with those of basic cen-
tralized algorithms.

Large scale network topologies are used to evaluate the
scalability of DVSDNE. These results demonstrate DVSDNE
framework scales with the size of substrate networks. Also,

1 http://glaros.dtc.umn.edu/gkhome/metis/metis/overview

runtime measurements are shown, representing that DVS-
DNE improves runtime in large scale substrate networks.

1) GENERALITY IN DVSDNE
This section shows and analyzes results for measuring
DVSDNE’s generality. To study the behavior of different
algorithms, network load is varying from 2 to 12 virtual net-
works. The results of the DVSDNE framework are evaluated
based on acceptance ratio, Revenue/Cost, average latency
to the controller, maximum latency to the controller, and
message overhead.

We ran our algorithm for 20 different scenarios. Each
scenario consists of different VNRs with 4 virtual nodes.
Then, we ran our framework for these different scenarios
one by one. For each scenario, we calculate the acceptance
ratio and other metrics. Finally, we calculated the average of
these metrics for 20 scenarios to calculate the final metrics.
Also, in this subsection to measure the performance metrics,
we used a substrate network with 16 nodes.

FIGURE 8. Accepted VNR ratio.

a: ACCEPTANCE RATIO AND REVENUE/COST RATIO
Figure 8 shows DVSDNE’s acceptance ratio is comparable
to the acceptance ratio of basic centralized algorithms. The
same is obtained from the Revenue/Cost metric as shown
in Figure 9. Both metrics get a little better performance when
they run within in DVSDNE framework. Mapping SVNRs
to partitions instead of a whole substrate network improve

FIGURE 9. The R/C ratio for VNs embedding.
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both the Acceptance ratio and Revenue/Cost. This is the
consequence of partitioning substrate networks. The parti-
tioning algorithm tries to categorize nodes that are highly
interconnected.

FIGURE 10. Average controller-to-switch delays.

b: AVERAGE LATENCY
Figure 10 shows DVSDNE’s average latency is comparable
to the average latency of a basic centralized algorithm. As the
size of the virtual network gets larger, the average latency
increases. That is because virtual nodes map at a far distance
from the controller. Since every partition uses a dedicated
FlowVisor, average latency improves when the algorithms
run inside DVSDNE framework.

FIGURE 11. Maximum controller-to-switch delays.

c: MAXIMUM LATENCY
Figure 11 shows DVSDNE’s Maximum latency is compara-
ble to the Maximum latency of a basic centralized algorithm.
Similar to average latency, as the size of the virtual network,
gets larger, the Maximum latency increases. That is because
virtual nodes map at a far distance from the controller. Since
every partition uses a dedicated FlowVisor, the Maximum
latency improves when the algorithms run inside DVSDNE
framework.

d: MESSAGE OVERHEAD
Figure 12 shows the numbers of messages are transferred
between agents during the mapping process within DVSDNE
framework. As the figure shows, when the number of net-
works increases, the messages are sent increases. That is

FIGURE 12. Message Overhead for large scale network.

because bottom partitions cannot embed the latest VNRs
and those VNRs are sent to upper partitions for embedding.
Clearly, centralized VNE algorithms do not transfer any
messages.

2) SCALABILITY IN DVSDNE
To evaluate the scalability of DVSDNE, these experiments
are performed for large scale networks. For evaluation, along
with Revenue/Cost, Average latency to the controller, and
Maximum latency to the controller, the runtime of algorithms
is measured. It is shown how dramatically execution time
increases when the substrate network nodes increase. In this
scenario, a virtual network with 16 nodes and 33 links is
successively embedded 10 times.

FIGURE 13. Execution time for large scale network.

a: RUNTIME
Figure 13 shows execution time when they run outside and
insideDVSDNE.As Figure 13 shows, DVSDNEoutperforms
centralized algorithms for execution time. Since partitions
used by DVSDNE are smaller than the original substrate
network, it results in significant improvement.

b: REVENUE/COST RATIO
Figure 14 shows the R/C ratio for large scale networks. Simi-
lar to Figure 9, the results of centralized algorithms run inside
DVSDNE are better than original centralized algorithms.
As mentioned before, it is caused by pre-partitioning used by
DVSDNE.
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FIGURE 14. The R/C ratio for large scale network.

FIGURE 15. Average controller-to-switch delays for large scale network.

c: AVERAGE LATENCY
Figure 15 shows the average latency for large scale networks.
Similar to Figure 10, DVSDNE outperforms centralized algo-
rithms results concerning average latency. As mentioned
before, it is caused by using a FlowVisor at each partition.

FIGURE 16. Maximum controller-to-switch delays for large scale network.

d: MAXIMUM LATENCY
Figure 16 shows the Maximum latency for large scale net-
works. Similar to Figure 11, DVSDNE outperforms cen-
tralized algorithms results concerning Maximum latency.
As mentioned before, it is caused by using a FlowVisor at
each partition.

3) EVALUATION OF DVSDNE’S PARAMETER γ
This subsection evaluates the impact of parameter γ on the
performance metrics. As we stated before, the load balancer

agent needs to find an appropriate embedder agent to forward
the virtual network request to that agent. For each virtual
network request, an appropriate embedder agent is found by
using Eq. (20). This equation finds an appropriate embedder
agent based on estimating the number of resources required to
embed a VNR. Parameter γ in Eq. (20) tunes the estimation.
If parameter γ is chosen large, DVSDNE selects an embed-
der agent with higher resources than what VNRs require.
Besides, if parameter γ is chosen small, DVSDNE selects
an embedder agent with fewer resources than what VNRs
require.

Embedder agents with more resources are located at higher
levels in a hierarchical structure and have more children than
embedder agents with fewer resources that are located at
lower levels. As Algorithm 1 depicts, embedder agents with
more children should exchangemoremessages to update their
resources assignment. Therefore, embedder agents with more
resources should exchange more messages than embedder
agents with fewer resources.

Also, embedder agents at higher levels in hierarchical
structure manage more nodes and links than embedder agents
at lower levels in the hierarchical structure. Since the virtual
network embedding problem is NP-hard, the execution time
increases as the number of nodes and links increases. There-
fore, embedding algorithms run by embedder agents at higher
levels take more time than embedder agents at a lower level
in a hierarchical structure to embed VNRs.

To clarify the impact of parameter γ on our algorithm,
4 virtual networks with 5 nodes each were chosen and a sub-
strate network with 32 nodes was generated. The parameter
γ is set to 1, 10, 100, 200 respectively, and the performance
metrics are calculated for those values. These parameters are
chosen so that DVSDNE selects different embedder agents
at different levels. For this experiment, when parameter γ
is set to 1, the unsuccessful embedding attempt occurs and
DVSDNE wants the parent of the current embedder agent to
embed VNRs. The parent embedder agent can embed VNRs
successfully. When parameter γ is set to 10, 100, 200 respec-
tively, the unsuccessful embedding attempt does not occur,
however, DVSDNE prefers the embedder agents which have
more resources to run the embedding algorithm. As a result,
the number of messages exchanged and the execution time
increase.

a: MESSAGE OVERHEAD
Figure 17 shows the message overhead. By increasing param-
eter γ , at first message overhead decreases, and then it
increases. This is because for lower γ values, embedder
agents at lower levels are selected and for higher γ values,
embedder agents at higher levels are selected.

Since an embedder agent at a lower level does not have suf-
ficient resources to embedVNRs, an unsuccessful embedding
attempt occurs. Therefore, the embedder agent uses messages
by which want the load balancer to forward VNRs to its
parent. Therefore, message overhead increases. As parameter
γ increases, an embedder agent that has sufficient resources
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FIGURE 17. Message overhead due to change of parameter γ.

is selected. Therefore, the number of a message decreases,
since the VNRs do not need to be forwarded to other embed-
der agents. By increasing parameter γ , an embedder agent
that has more resources and is located a higher level is
selected. In this situation, the embedder agent can embed
the VNRs but a lot of messages are exchanged among the
embedder agent and its children to update their resource
assignments. Therefore, the message overhead increases.

FIGURE 18. Execution time due to change of parameter γ .

b: EXECUTION TIME
Figure 18 shows the execution time. Similar to message
overhead, by increasing parameter γ , at first, execution time
decreases, and then it increases. This is since DVSDNE
chooses embedder agents that manage a larger substrate net-
work. When embedder agents with lower substrate resources
are chosen, those embedder agents could not embed the
VNRs and they want load balancer agent to forward VNRs
to parent embedder agents, leading to increasing execution
time. In this situation, execution time consists of time spent on
unsuccessful embedding attempts and successful embedding
attempts. As parameter γ increases, an embedder agent that
has sufficient resources is selected. In this case, execution
time is equal to the time spent on successful embedding
attempt. So, the execution time is lower than when there exist
unsuccessful embedding attempts. If the parameter γ contin-
ues to increase, embedder agents that manage a larger part of
the substrate network are chosen. In this case, there do not
exist unsuccessful embedding attempts. However, as shown
in part B.2, the execution time of embedding algorithms
increases in large substrate networks.

FIGURE 19. R/C ratio due to the change of parameter γ .

c: REVENUE/COST RATIO
Figure 19 shows R/C ratio. As the γ parameter increases,
the R/C ratio remains constant at first and then decreases.
When an unsuccessful embedding attempt occurs, the parent
embedder agent of the embedder agent is selected to run the
embedding algorithm. The parent of the selected embedder
agent when parameter γ is set to 1 is the same as the selected
embedder agent when the γ parameter is set to 10. Therefore,
VNRs are mapped with the same agents when the γ parame-
ter is set to 1 or 10. As a result, the R/C ratio does not change.
If the parameter γ continues to increase, embedder agents
that manage a larger part of the substrate network are chosen.
As shown in part B.2, the R/C ratio of embedding algorithms
decreases in large substrate networks.

FIGURE 20. Average controller-to-switch delays due to change of
parameter γ .

FIGURE 21. Maximum controller-to-switch delays due to change of
parameter γ .

d: AVERAGE LATENCY AND MAXIMUM LATENCY
Figure 20 and Figure 21 show average latency and maximum
latency respectively. As the γ parameter increases, the aver-
age latency remains constant at first and then increases.
When parameter γ is set to 1 or 10 the same agents run
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embedding algorithms. As a result, average latency and max-
imum latency does not change. If the parameter γ continues
to increase, embedder agents that manage larger part of the
substrate network are chosen. As shown in part B.2, the aver-
age latency and maximum latency increases in large substrate
networks.

C. ANALYZING OF THE COMPLEXITY OF THE PROPOSED
FRAMEWORK
In this section, we analyze that the worst-case time complex-
ity of running VNE algorithms in our framework is not worse
than the original algorithms.

To achieve that, we consider our previous VNE algo-
rithm [1] named NR as the baseline and then show that
O(DVSDNE) = O(NR). The complexity of algorithm NR is
O(V 3), where V denotes the number of nodes in the substrate
graph. In DVSDNEmethod, worst-case scenario occurs when
embedding starts at a leaf embedder agent and end at root
embedder agent. In this case, the algorithmNR is executed by
the number of levels in a hierarchical structure. For example,
in Figure 6, there are 3 levels, and each of agents 4,5,6, and
7 is a leaf embedder agent and agent 1 is the root embedder
agent.

Also, we consider DVSDNE uses 2-way partitioning algo-
rithm, which halves the number of nodes at each level. There-
fore, the number of subgraphs at level k is 2k and the number
of nodes of each subgraph at level k is V/2k . Therefore,
in the worst-case scenario, the time complexity of DVSDNE
is calculated as follows:

O (DVSDNE) = O
(
NR,

V
20

)
+ O

(
NR,

V
21

)
+O

(
NR,

V
22

)
+ . . .+O

(
NR,

V
2n−1

)
(21)

whereO (NR,K )means the complexity of algorithmNRwith
K nodes and n determines the number of levels in hierarchical
structure. As we mentioned earlier, O (NR,K ) = O(K 3).
Therefore, the Eq. (21) can be written as follows:

O (DVSDNE) = O
(
V 3
)
+

1
23
∗O

(
V 3
)
+

1
22∗3
∗ O

(
V 3
)

+ . . .+
1

2(n−1)∗3
O
(
V 3
)

= O
(
V 3
)(

1+
1
8
+

1
82
+ . . .+

1
8(n−1)

)

=

1−
(
1
8

)n
1− 1

8

O
(
V 3
)
= O

(
V 3
)

(22)

This would also hold for any other VNE algorithm to
be used in place of the NR algorithm. In other words,
the worst-case time complexity of running algorithm NR in
DVSDNE for a sufficiently large network is the same as the
complexity of the underlying VNE algorithm.

Since the Initialization step of DVSDNE executes only
once, we just calculate the complexity of the embedding
step. In other words, we can ignore the complexity of the
initializing step which uses the Metis tool to partition the

substrate graph into a smaller partition because it does not
need to be repeated during run-time. However, the complexity
of partitioning a graph using theMetis tool is O(V+E+klogk)
where V is the number of nodes, E the number of edges, and
k the number of partitions. For algorithm NR, it is obvious
that with considering the complexity of both the Initialization
step and embedding step of DVSDNE, the worst-case com-
plexity of running algorithm NR in DVSDNE is not worse
than running algorithm NR outside of DVSDNE, because
O(V+E+klogk) is smaller than O(V 3).

VII. CONCLUSION AND FUTURE WORK
In this work, we propose a framework named DVSDNE for
the virtual network embedding problem for the SDN envi-
ronment based on multi-agent systems. In the first step of our
method, the substrate network is partitioned into parts and a
FlowVisor is assigned to each part. Then, an agent is assigned
to each part to do VNE. Since we designed agents to work
together for mapping virtual networks to substrate network in
a distributed manner, we designed a protocol. This commu-
nication protocol is designed and implemented to work with
agents together. Through simulations, two cost-optimizing
VNE algorithms are designed for SDN run within DVSDNE.

We evaluated the generality and scalability of our meth-
ods. We presented that DVSDNE outperforms centralized
algorithms in terms of execution time, average latency to the
controller, and maximum latency to the controller. It is the
result of partitioning the substrate network into smaller parts
and assigns a FlowVisor to each part. Also, results show that
the revenue-to-cost ratio and the acceptance ratio when the
algorithms run inside the DVSDNE are comparable to when
the algorithms run outside the DVSDNE.

For future work, we are planning to concentrate on vir-
tual network embedding in a dynamic environment which
is an important subject. In this environment, virtual network
migrations and reassignment are the main steps to map virtual
networks efficiently. Next, the number of partitions, the size
of each partition, and the placement of FlowVisors need to be
considered. These factors directly affect the cost-efficiency
and average latency.
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