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ABSTRACT Multi-objective optimization problems exist widely in scientific research and engineering
applications. With the number of objectives increasing, the proportion of non-dominated individuals in
the population of many-objective optimization problems increases sharply, resulting in a reduction of
convergence pressure of the traditional multi-objective optimization algorithms. In some cases, the optimal
solutions may be located in the special regions, such as many discrete regions and the regions with very
few feasible solutions. In this case, the existing nonlinear expanded evolutionary algorithm can not find the
true Pareto fronts. To address the limitation, a novel nonlinear expanded dominance relation based many-
objective evolutionary algorithm is proposed to handle many-objective optimization problems. Experimental
results show that compared with the state of art algorithms, the proposed algorithm is effective for DTLZs,
in terms of IGD, PD and GD metrics.

INDEX TERMS Many-objective optimization, nonlinear expanded dominance relation, evolution algorithm.

I. INTRODUCTION
Many-objective optimization problem (MaOP) refers to the
multi-objective optimization problem with more than three
objectives. For example, in the airport scheduling problem, in
order to solve the allocation of aircraft seats more efficiently,
many factors need to be considered: the number of passen-
gers, the time of taking off and landing, the choice of gate,
the path of ground taxiing, weather factors, etc. Moreover,
many-objective optimization problem also exists in scientific
research and engineering applications including automatic
control, portfolio and decision-making, job shop schedul-
ing, biomedicine, image processing and data mining [1]–[6].
Recently,a growing number of experts and scholars have
participated in the research of multi-objective optimization
algorithm. Using evolutionary algorithms(EAs) have been
proved to be an effective method for solving multi-objective
optimization problems (MOPs), because it can obtain a set of
well-convergent and well-distributed solutions after one run.
In addition, MOEAs can easily solve complex optimization
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problems which are difficult to be solved by traditional opti-
mization methods.

However, as the number of objectives grows, the pro-
portion of non-dominated individuals in the population of
MaOPs increases sharply, resulting in a reduction of con-
vergence pressure of multi-objective optimization evolution-
ary algorithms (MOEAs). So all the superior solutions in
the population can not be distinguished by the dominance-
based selection criterion. Over the past few years, quite a bit
of many-objective evolutionary algorithms (MaOEAs) have
been proposed to solveMaOPs, which can be roughly divided
into the following methods.

The first method is to generate a series of reference points
or vectors before evolution. The aim is to promote the con-
vergence and diversity of MaOEAs. In [7], the algorithm
using reference-point based non-dominated sorting approach
(NSGA-III) emphasizes population members which are non-
dominated yet close to the supplied reference points. With
the increase of the number of objectives, the convergence
pressure will decrease when there are more dominant solu-
tions. In [8], the algorithm generates a set of reference vec-
tors to decompose the original MOPs into single-objective
sub-problems and to elucidate user preferences to target a
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preferred subset of the whole PF(pareto fronts). In [9], the
algorithm uses the reference vectors provided by the pro-
cess based on incremental learning to select the potential
solutions. One of the limitations is how to generate a set of
uniformly distributed reference points or vectors.

The second method is based on decomposition. For
instance, MOEA/D [10] decomposes m objectives into a
set of single-objective optimization problems and each sub-
problem is constrained by corresponding reference vectors in
its neighborhood. MOEA/D is heavily dependent on whether
the reference vectors match the shape of the PF. In [11],
MOEA/D-PaS proposes a simple method called Pareto adap-
tive scalarizing (PaS) approximation to improve the perfor-
mance. However, it is difficult to express the Pareto front with
the number of objectives increasing. In [12], MOEA/D-AED
uses adaptive Epsilon dominance (AED) for controlling the
diversity of EP in MOEA/D. The results by MOEA/D-AED
are not satisfactory in dealing with Pareto fronts with extreme
convexity. The limitation of these algorithm is the large
computational complexity coming from the decomposition
technique.

The third method is the indicator based MaOEAs. An indi-
cator is a parameter to measure the performance of MaOEAs.
Indicator-based algorithms [13]–[18] select individuals by
indicators. In [17], an IGD indicator based many-objective
algorithm is proposed to solve many-objective optimization
problems. In [19], an algorithm for fast hypervolume based
MaOEA is proposed to handle many-objective optimization
problems. In [20], a GD indicator based algorithm is proposed
to solve MaOPs. In [16], an improved metaheuristic based
on the R2 indicator MaOEA is proposed to solve many-
objective optimization problems. In the real-world problem,
the optimal solutions may be located in the special regions,
such as many discrete regions and the regions with very few
feasible solutions. The limitation is the existing non-linear
expanded evolutionary algorithm can not find the true Pareto
fronts in this case.

The fourth method is based on designing a new sort-
ing method for the solutions in the population to improve
the selection pressure. In [22], a vector angle-based
many-objective evolutionary algorithm (VaEA) is proposed.
VaEA uses maximum-vector-angle-first principle and worse-
elimination principle to guarantee the uniformity of solu-
tion set. In [23], a Pareto-based many-objective evolutionary
algorithm using space partitioning selection and angle-based
truncation (SPSAT) to enhance convergence and diversity.
The volume dominance strategy is to differentiate the advan-
tages and disadvantages by comparing the volume size of the
individual and the reference point in [24]. In this paper, the
method of controlling the dominating region of the solution
is extended or contracted by modifying the value of the
objective function through the setting of formula. The setting
of parameter S determines whether to expand or contract the
dominant region of the solution.

Recently, a promising region based EMO algorithm
(PREA) [25] is proposed to evaluate the fitness value of each

individual in the current population by using the ratio based
indicator with infinite norm. The proposed algorithm selects
the solutions with the best fitness values to define a promising
region in the objective space. The ratio based indicator with
infinite norm is good at eliminating outliers in the population
and protecting the boundary points of the PF.

However, the main limitations of the above algorithms are:
(1) the existing non-linear expanded evolutionary algorithm
can not find the true Pareto fronts in many discrete regions
or other special regions; (2) many existing algorithms have
large computational complexity; (3) too many parameters in
new sorting methods.

A. GOALS
To address the above issues, the goal of the paper is to develop
a novel nonlinear expanded dominance relation based many-
objective evolutionary algorithm for MOPs. We expect the
proposed algorithm to expand the area of domination and
slow down the rising speed of the proportion of non domi-
nated solutions in the population. To achieve the goal, we pro-
pose two new techniques. Firstly, a novel nonlinear extended
dominating (NED) relation is used to expand the dominating
regions, and to select some points in the special regions,
such as these solutions located in the discrete regions, sparse
regions, small feasible regions and so on. Secondly, a novel
nonlinear extended dominating (NED) relation still needs a
mechanism to ensure its diversity while promoting conver-
gence pressure. The niching method is used to enhance the
diversity of Pareto optimal solutions.

B. ORGANIZATION
The reminder of the paper is outlined as follows. Section II
introduce related work. Section III describes the proposed
algorithm. Section IV shows the experiment results and anal-
ysis. Section V presents the conclusions and future work
directions.

II. RELATED WORK
A. MANY-OBJECTIVE OPTIMIZATION CONCEPTS AND
DEFINITIONS
The mathematical definition of a many-objective optimiza-
tion problem (MaOP) can be defined as follows:{

min f (x) = (f1 (x) , f2 (x) , · · · , fm (x)) (m ≥ 3)
s.t. x ∈ X

(1)

where x = (x1, x2, · · · , xn) ∈ X ⊂ Rn is a feasible
solution in the decision space, fi (i = 1, 2, · · · ,m) is the i-th
minimized objective function. There are four significant def-
initions of MaOPs as follows:
Pareto Dominance: A solution x dominates y (denoted by

x ≺ y) if

∀i ∈ 1, 2, · · · ,m : fi (x) ≤ fi (y) and

∃i ∈ 1, 2, · · · ,m : fi (x) < fi (y) (2)
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Pareto Optimal: A solution x is said to be Pareto optimal
if it is not dominated by any other solutions.
Pareto Optimal Solutions (PS): PS is a set of all Pareto

optimal solutions.

PS = {x ∈ X |x is Pareto optimal }

Pareto Front (PF): PF is the surface of all Pareto optimal
solutions corresponding to objective function vectors.

PF = { f (x) |x is Pareto optimal}

B. NSGA-III [7]
NSGA-III is proposed by Deb et al. This algorithm is a high-
dimensional multi-objective NSGA-II based on the reference
point. It provides a new idea for solving high-order multi-
objective optimization algorithm. Compared with NSGA II
algorithm, NSGA-III and NSGA-II have similar framework.
The difference between them is mainly due to the change
of selection mechanism. NSGA-II mainly relies on crowding
degree for sorting, which obviously has no obvious effect in
high-dimensional target space. NSGA-III adjusts the crowd-
ing degree ranking greatly and maintains the diversity of pop-
ulation by introducing widely distributed reference points.

In [7], NSGA-III uses the method of constructing weights
by boundary crossing proposed by Das and Dennis, and put
the reference point on a standardized hyperplane. However,
this method has a serious drawback, that is, the size of the
partition number P will affect the generation of intermediate
points. If you want to generate intermediate points, the num-
ber of reference points will increase sharply when the target
dimension is large. Therefore, in order to avoid this situation,
NSGA-III is proposed with a two-level reference point gen-
eration method. By adding an inner layer, it can ensure the
generation of intermediate points. Moreover, it does not cause
too many reference points.

The main limitation is how to define a set of reference
points. If the reference points are not defined accurately,the
Pareto fronts should be totally wrong.

C. ANALYSIS OF EXISTING EXPANDING DOMINATING
AREA BASED MaOEAs
One of the famous expending algorithm called α− domina-
tion [29], which permits a solution x dominates y if:

∀i ∈ 1, 2, · · · ,m : gi (x, y) ≤ 0

∧ ∃i ∈ 1, 2, · · · ,m : gi (x, y) < 0 (3)

gi (x, y) = fi (x)− fi (y)+
m∑

j=1,j6=i

αij
(
fj (x)− fj (y)

)
(4)

where α is set to 1/3.
The other expending algorithm is called the controlling

dominance area of solutions (CDAS) method [30], which
expands the dominating area of a solution x by modifying
the objective values:

f ′i (x) =
‖f (x)‖ sin (ωi + Sπ)

sin (Sπ)
, i = 1, 2, · · · ,m (5)

FIGURE 1. The dominating area of the expanding dominance algorithms.

where ‖·‖ denotes the L2 norm, ωi denotes the angle between
fi (x) and f (x), and S ∈ [0.25, 0.5] is a parameter.
In order to eliminate the parameter S, a modification of

CDAS called self-controlling dominance area of solutions
(S-CDAS) method [31] is proposed, which adaptively deter-
mines the expanding degree of a solution x according to the
extreme solutions:

f ′i (x) =
‖f (x)‖ sin (ωi + ϕi)

sin (ϕi)
, i = 1, 2, · · · ,m (6)

ϕi = arcsin
‖f (x)‖ sin (ωi)
‖f (x)− pi‖

(7)

where ϕi and pi is the extreme solution with respect to the i-th
axis in the population.

In [32], in order to further increase the pressure of the envi-
ronmental selection, the strategy called NLAD-dominated is
proposed to solve the problem, which modifies the objective
values:

f ′i (x) = αi · f
3
i (x)+

m∑
j=1,j6=i

fj (x), i = 1, 2, · · · ,m (8)

where α is set to 1/3.
Fig. 1 takes a bi-objective minimization problem to illus-

trate the dominating area of the expanding dominance
algorithms.

As is shown in Fig. 1, a, b, c, d, and e are five non-
dominance solutions. CDAS extends the dominating area of
the solutions outward at the same angle. The dominance rela-
tion can promote the convergence, but individual b will dom-
inate a and c after expansion (individual d dominates c and e
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FIGURE 2. The emergence of new domination.

similarly ). This may cause the optimal front of the population
to shrink in the evolution process, thus losing the breadth and
diversity. As is shown in Fig. 1(III), the dominating area of
the solution in S-CDAS always intersects with the extreme
points in the population, which guarantees the wideness of the
Pareto front. However, through this dominance relationship,
individual c will be dominated by b and d, which could not
guarantee diversity. NLAD-dominance relation cannot solve
the above problems.

III. PROPOSED ALGORITHM
For a feasible solution, it can dominate those solutions that
are slightly better in a few goals but significantly worse in
most other goals, and the growth rate of the expanded area
should increase gradually. Meanwhile, NSGA-III only uses
a set of reference points without considering some potential
points in engineering problems. As is shown in Fig. 2, in some
engineering problems, points a-e are not dominated with each
other according to Pareto dominance in NSGA-III, but the
number of non-dominated solutions will increase greatly with
the increase of the number of objectives. In some cases, it is
possible that one of the points is the optimal solution in the
evolutionary process and is not found in a special region.
At this time, we hope to solve it through a new extended
dominance relationship. In order to enhance the performance
of NSGA-III in these respects, a new nonlinear extended
dominating relationship is proposed.

A. A NOVEL NONLINEAR EXPANDED DOMINANCE
RELATION
Let F = {F1,F2, · · · ,Fn} be the function vectors of the
n individuals in the population. First, in order to unify the
order of magnitude, the objective values of individuals are
normalized:

f ′i (x) =
fi (x)− f min

i

f max
i − f min

i

, i = 1, 2, · · · ,m (9)

where f max
i is the maximum value of the i-th objective func-

tion in Fi and f min
i is the minimum value.

Then, the novel nonlinear expanded domination (NED)
relation extends the domination area of the solutions by the
following formula:

f ′′i (x) = f ′i (x)−
(
1−

∥∥f ′ (x)∥∥ sinωi)H , i = 1, 2, · · · ,m

(10)

FIGURE 3. The dominating area of the solution expanded by NED.

where f ′ (x) is the normalized function vector of f (x),∥∥f ′ (x)∥∥ denotes the L2 norm and ωi denotes the angle
between f ′i (x) and f

′ (x). H is a parameter whose value is
greater than 0. The dominating area of the solution expanded
by NED is shown in Fig. 3.

As is shown in Fig. 3, the growth rate of the area dominated
by individual c increases gradually from f c2 (the value of the
2-th objective function of point c )to f max

2 , as well as from
f c1 (the value of the 2-th objective function of point c ) to
f max
1 . This is consistent with our motivation for the proposed
algorithm.

However, while NED promotes the convergence pressure,
it still needs a mechanism to ensure diversity. Fortunately, the
niching method is an effective method to improve diversity,
and many niching methods based MaOEAs [26]–[28] have
been proposed to verify their effectiveness. In [26], the niche
size is set by calculating the angle between solutions. The
minimum angle between an individual and other individuals
is calculated by the following formula:

θi = minj6=i

{
arccos

Fi · Fj
‖Fi‖

∥∥Fj∥∥
}
, i = 1, 2, · · · , 2n (11)

After crossover and mutation, the selection operation is
to select n individuals out of 2n individuals to enter the
next generation. The author sets the niche size as the n-th
minimum element in {θ1, θ2, · · · , θ2n}.

In this paper, we use the angle between individuals to set
the niche size to divide individuals. But in order to have at
least two solutions in the same niche, we set the size of the
niche as θ̃ = max {θ1, θ2, · · · , θ2n}.

B. OVERALL ALGORITHM
According to the novel nonlinear expanded dominance rela-
tion mentioned above, a solution x dominates y if:

∀i ∈ 1, 2, · · · ,m : f ′′ (x)i ≤ f ′′i (y) ,

∃i ∈ 1, 2, · · · ,m : f ′′ (x)i < f ′′i (y) , and

θ (x, y) ≤ θ̃ (12)

We apply the new dominance relationship to NSGA-III
[7] (we call the novel algorithm NSGAIII-NED) to enhance
the non-dominance sorting. The overall algorithm is outlined

17338 VOLUME 9, 2021



L. Hu et al.: Novel Nonlinear Expanded Dominance Relation Based Evolutionary Algorithm for MaOP

in Algorithm 1. The simulated binary crossover [46] and
polynomial mutation are employed to generate offspring.
Z is a set of uniformly generate reference points in

NSGA-III for environmental selection, which is obtained by
the method proposed in [33]. The offspring is generated by
crossover process and mutation process. In the next section,
we compare the proposed algorithm with the state of the art
algorithms to evaluate the performance.

Algorithm 1 A Nonlinear Expanded Dominance Relation
1 P0← Randomly initialize the population
2 Z ← Uniformly generated reference points
3 Zmin

=
(
Zmin
1 ,Zmin

2 , · · · ,Zmin
m
)

4 t ← 0
5 while the termination condition is not satisfied do
6 Offspring t ← Generate offspring from Pt
7 Normalize the function vectors of P0∪Offspringt

using ( formula 9)
8 Modify the objective values by NED using

( formula 10)
9 Calculate the niche size θ̃ using ( formula 11)
10 Update Zmin: Zmin

j = min
{
Zmin
j ,Offspringmin

tj

}
11 Non-dominance sorting the individuals using

( formula 12)
12 Pt+1← Environmental Selection of NSGA-III
13 t ← t + 1
14 end

The environment selection strategy used in this paper is
consistent with that in NSGA-III. According to Formula 12,
different non-domination levels (L1, L2 and so on) can be
obtained. Then,starting from L1,each non-domination level
is selected one at a time to construct a new population St
until the size of St is equal to N or exceeds N for the first
time. In [7], the algorithm is implemented through five main
steps: determining the reference point, standardizing the tar-
get space, association operation and environment selection
operation.

For environment selection operation, this is the operation
of selecting k individuals from the critical level Ll (the lth
level) to join the next parent Pt+1. After the association oper-
ation, the following situations may occur. Firstly, a reference
point is associated with one or more individuals. Secondly,
no individual is associated with it. In [7], the number of pop-
ulation members is counted from Pt+ 1 associated with each
reference point. This unique count is denoted as θj for the jth
reference point. The niche-preserving operation proposed in
NSGA-III is devised as follows. First, the reference point set
Jmin having minimum θj is identified. In the case of multiple
such reference points, a reference point belonging to Jmin is
randomly selected. If θj = 0, there is no point associated with
it in the set Pt+1. Then there are two situations in Ll . If there
are one or more individuals associated with Ll , the nearest
individual is associated with FL and the individual is added
to Pt + 1. If there is no individual associated with it in Ll ,

the reference point will not be considered in the remaining
operations. If θj ≥ 1, there is an individual associated with the
reference point in Pt + 1. If there is an individual associated
with it in Ll , randomly select one and add the individual to
Pt+1. Repeat these procedure until the size of Pt+1 is equal
to N.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate the performance of the proposed algorithm,
we compare NSGAIII-NED with the state of the art algo-
rithms. We use the platform PLATEMO [34] to conduct our
experiments. All algorithms are implemented on Intel (R)
core (TM) i5 CPU (1.60ghz, 1.80GHz) and 16GB memory
configuration PC. The remained experimental settings are as
follows.

A. BENCHMARKS AND PERFORMANCE METRICS
All algorithms are tested on the widely used DTLZ test
suite [35], WFG toolkit [36] and MaF test problems [37].
The properties of all the test problems are summarized
in Table 1.

TABLE 1. The properties of correlation test function in experiment.

DTLZ was first proposed by Deb et al in 2002. According
to the different difficulty settings, two test functions were
added to the original seven functions in 2005 to form DTLZ
test suite. DTLZ is a continuous problem suite, which can be
extended to any number of targets (m >= 2) and can have
any number of variables (n >= m). Because the number of
variables and the number of objectives are easy to control,
DTLZ is widely used in multi-objective optimization prob-
lems as a standard test function. An m-objective test problem
in DTLZ has k + m − 1 decision variables. k is set to 5 for
DTLZ1, and 10 forDTLZ2-DTLZ6.

Another popular continuous test suite WFG is scalable to
any number of objectives and decision variables. Compared
with DTLZ, the variables of DTLZ are separable, so the com-
plexity is not high, while WFG is more complex and more
challenging. The attributes of WFG include separability or
indivisibility, unimodality or multimodality, convex or non-
convex PF shape, unbiased parameter or biased parameter. In
order to compare as many as possible, this paper considers
WFG1-4. One test function is a problem with regular PF,
the other is a problem with irregular PF. According to the
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suggestion by Huband et al. [36], the parameters k and l are
set to 2× (m− 1) and 20, respectively.

MaF is a benchmark function suite proposed in 2017 to
promote research on evolutionary many-objective optimiza-
tion. Fifteen benchmark functions are designed in MaF
with diverse properties that provide a good representation
of various real-world scenarios. Due to space limitations,
three representative problems with different characteristics
are selected to evaluate the algorithms.

Three performance metrics, IGD [38], GD [43] and PD
[39], are used to evaluate the performance of the compared
algorithms. IGD metric is an indicator to measure the con-
vergence and diversity of an solution set. The smaller the
IGD value is, the better the performance is. PD metric is
an indicator to measure the diversity of an solution set. The
larger the PD value, the better the diversity. The generation
distance index GD is designed to measure the convergence
of the solution set. It uses the proximity distance to obtain the
GD value. For individuals in the population, if individuals are
selected according to the neighborhood distance from small
to large, the value of GD is the minimum. The smaller the GD
value, the better the convergence of the solution set.

B. GENETIC OPERATORS
The simulated binary crossover and polynomial mutation are
employed to generate offspring. Specifically, the probability
of crossover is set to 1 and the probability of mutation is set
to 1/n. The distribution indexes of crossover and mutation are
set to 20.

C. PARAMETER SETTINGS
In [16], for MOMBI-II the author recommends that param-
eter α is set to 0.5 and Parameter ε is set to 0.001. All
the test problems with 5, 10, 15 objectives are considered.
The population size is set to 100 for all problems. Each
algorithm runs 30 times independently for each problem. The
maximal number of function evaluations is set to 50, 000.
Besides, the Mann-Whitney-Wilcoxon Rank-Sum test [40]
with a 5% significance level is used as the statistical approach
to compare the mean IGD with other MaOEAs. ‘‘+’’, ‘‘−’’
and ‘‘=’’ indicate that the result is significantly better, signif-
icantly worse and statistically similar to that obtained by the
proposed algorithm, respectively.

D. STATE OF THE ART ALGORITHMS
In order to verify the performance of NSGAIII-NED, the state
of the art algorithms NSGA-III [7], MOEAD/D-PaS [11],
MOMBI-II [16] and S-CDAS [16] are selected to compare
with the proposed algorithm.

(1) NSGA-III [7]: NSGA-III uses a set of reference points
to generate reference vectors. In order to maintain diversity,
those candidate solutions close to the reference vectors are
selected for the next generation.

(2) MOEAD/D-Pas [11]: MOEA/D-Pas analyzes a family
of frequently used scalarizing methods, the Lp methods, and
shows that the p value is crucial to balance the selective

pressure toward the Pareto optimal. Then, a simple yet effec-
tive method called Pareto adaptive scalarizing (PaS) approx-
imation is proposed to approximate the optimal p value.

(3) MOMBI-II [16]: MOMBI-II is an indicator based algo-
rithm. MOMBI-II presents an improved version of anMOEA
based on the R2 indicator, which uses the scalar function and
the statistical information of the population close to the real
Pareto optimal frontier to optimize the algorithm.

(4) S-CDAS [16]: S-CDAS is a modification of CDAS.
In S-CDAS, the algorithm self-controls dominance area for
each solution without the need of an external parameter.
S-CDAS considers convergence and diversity and realizes
a fine grained ranking that is different from conventional
CDAS.

(5) PREA [25]: PREA is a promising-region based evolu-
tionary many-objective algorithm with the ratio based indica-
tor. In PREA, a promising region is identified in the objective
space using the ratio based indicator with infinite norm. To
ensure the diversity of population, a strategy based on the
parallel distance is introduced to select individuals in the
promising region.

(6) AR-MOEA [45]: ARMOEA is an adaptive evolution-
ary algorithm based on reference point.The algorithm frame-
work based on the enhanced IGD index is adopted, and a set
of points uniformly generated on the simplex is used as the
reference point set for calculating the enhanced IGD index.

(7) VaEA [22]: In VaEA, the convergence and diversity are
considered, and the maximum vector angle first principle is
used to ensure the uniformity of the solution set. By using
the worse elimination principle, the solution set with poor
convergence is replaced by other solutions.

E. EXPERIMENT RESULTS
The mean values and the standard deviations of IGD results
for six test functions (DTLZ1−DTLZ6) are listed in Table 2.
For each test problem, the cells with the best and the second-
best IGD values are labeled with a dark grey colored and a
light grey colored background, respectively.

As can be seen from the Table2, our algorithm obtains
the best IGD value in one of the eighteen problems and the
second-best value in six problems. As shown in Table3, the
proposed NSGAIII-NED (ours) only gets the best GD value
in one problem. NSGAIII-NED achieves the best PD value in
four problems and the second-best PD value in two problems
in Table4.

NSGAIII-NED achieves the best PD value on all problems
of DTLZ1. On DTLZ1 with 10 objectives the proposed algo-
rithm achieve the best IGD value. When solving the linear
and multimodal problems like DTLZ1, the proposed niching
method can retain the better individuals in different regions
and enrich the population diversity.

The Pareto front of DTLZ2 problem is concave and uni-
modal. The ideal PF generated by the proposed algorithm
is a set of points uniformly distributed on the hyperplane.
When calculating the adjacent distance of individuals, the
error is large, which may lead to the result of the proposed

17340 VOLUME 9, 2021



L. Hu et al.: Novel Nonlinear Expanded Dominance Relation Based Evolutionary Algorithm for MaOP

TABLE 2. Statistical results of the mean IGD values obtained by the state of the art algorithms for DTLZ.

algorithm on DTLZ2 problem not quite satisfactory. On
DTLZ2 with 10 and 15 objectives, PREA both gets the best
IGD value. NSGAIII-NED performs worse than PREA. The
reason is that a strategy based on the parallel distance is intro-
duced to select individuals in the promising region in PREA.
This confers major advantage on PREA in maintaining the
diversity of final results.

Additionally, NSGAIII-NED performs the best on DTLZ3
with 10 objectives. Except DTLZ2, the proposed algorithm
gets at least one best or second-best IGD value on all
concave test instances. For example, the DTLZ4 problems
with 5 objectives and 14 decision variables, NSGA-III’s result
is 0.2982, MOEAD-PaS’s result is 0.3571, MOMBI-II’s
result is 0.2948, PREA’s result is 0.4670, S-CDAS’s result
is 0.6514, AR-MOEA’s result is 0.3067, VaEA’s result is
0.2098, NSGAIII-NED’s result (ours) is 0.2524 which gets
the second-best value. On DTLZ5 with 5 or 10 objectives,
our algorithm has the second-best IGD values. Not only that,

our algorithm gets the same number of the second-best IGD
values on DTLZ6.

As shown in Table3, we can find that AR-MOEA and
MOMBI-II get better GD values than other algorithms on
most problems. The advantage ofAR-MOEA inGDvalue has
been analyzed. MOMBI-II obtains better GD value because
of scalar function and statistical information of population
approaching true PFs. VaEA performs better than other algo-
rithms on most problems on GD values. The reason is that
the effect of VaEA’s principle is better in environmental
selection.

As seen in Table4, our algorithms gets at least one
best or second-best PD value on DTLZ2-4. Nevertheless,
the true PFs of DTLZ2-4 are concave. The true PFs of
DTLZ2-4 is a little more complicated than that of DTLZ1,
which has a terrible impact on the diversity of niche tech-
nologies. On DTLZ5 and DTLZ6, the effects are even
worse.
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TABLE 3. Statistical results of the mean GD values obtained by the state of the art algorithms for DTLZ.

In summary, no one algorithm can solve all problems, and
no one algorithm can get the best values on all indicators
[44]. NSGAIII-NED performs better than other algorithms in
some problems of DTLZ.We also conclude that the proposed
NSGAIII-NED performs worse than AR-MOEA or VaEA
on regular problems with fifteen objectives. AR-MOEA is
an adaptive evolutionary algorithm based on reference point.
It can automatically adjust the distribution of the reference
point set according to the shape of the current population
in the target space, so that the reference point set can adapt
to the different shape of the PFs. Therefore, the conver-
gence of AR-MOEA is better than that of the proposed
NSGAIII-NED.

The maximum-vector-angle-first principle has been used
in VaEA for environmental selection. This principle aims to
select the best solution in terms of the maximum vector angle,
and add it into the population to construct the new popu-
lation. So the diversity is enriched greatly by the principle.

However, the framework of NSGAIII-NED is similar to
that of NSGAIII. The reference points used in NSGAIII
are almost evenly distributed on the regular PFs of those
conventional instances. Moreover, NED lead to the decrease
of population diversity for conventional problems, and the
proposed niching method works very well in slightly com-
plicated multimodal problem, but not very well in com-
plex multimodal problems due to the lack of adaptive
adjustment.

Meanwhile, when comparing the IGD values of WFG1-4
in Table 5, except AR-MOEA and VaEA, we can notice that
PREA performs better than other algorithms including the
proposed NSGAIII-NED. The reason is that, compared with
the other algorithms’ solutions, the solutions obtained by
the proposed PREA approach are closer to the PF of those
problems. Besides,the diversity of final results of PREA is
better than that of other algorithms except AR-MOEA and
VaEA. This point is proved by Table 4.
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TABLE 4. Statistical results of the mean PD values obtained by the state of the art algorithms for DTLZ.

ForWFG, we choose four problem to make tests. Different
problems have different PFs. The PFs of WFG1-3 are irreg-
ular. The PFs of WFG4-9 are regular. So we choose WFG4
at random. As shown in Table 5, the proposed algorithm only
achieves the second-best IGD value on WFG3 with 5 objec-
tives. The result show that the proposed algorithm has its
advantage on degenerate problem with a small number of
objectives. On WFG1-4, the results of proposed algorithms
are not better than AR-MOEA, VaEA and PREA. PREA
performs the best on WFG3 with 5 and 10 objectives. It
achieves the second-best IGD value for the same problem
with 15 objectives.

During the deletion process, the proposed diversity main-
tenance mechanism in PREA always eliminates the one with
the smaller fitness value between the two closest individuals,
and this may be helpful for the obtained results be well dis-
tributed on the PF. It is difficult for our algorithm to achieve
this effect.

What is more, the proposed NSGAIII-NED obtains rela-
tively poor performance on this test suite comparedwith other
recent algorithms, especially compared with VaEA. There
are some reasons as followed. On the one hand, the PFs of
the WFG test problems are irregular, divisible, multimodal,
or mixed, and are scaled at different ranges in each target.
The good distribution of the solution can not be guaranteed
by a set of well distributed weight vectors. For example, if the
true PFs of problems are not degenerate, some weight vectors
will be not related to any Pareto-optimal solution. On the
other hand, the reason why VaEA performs better in some
WFG test problems may be that the maximum-vector-angle-
first principle can not only guarantee the width of the search
area, but also dynamically adjust the search direction of the
whole group.

For MaF, we choose three problems to represent three
different situations. It can be seen from Table 5 that
NSGAIII-NED gets the second-best IGD value in three of
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TABLE 5. Statistical results of the IGD values obtained by the state of the art algorithms for WFG AND MAF.

nine problems. On MaF3, NSGAIII-NED performs better
than other algorithms except MOMBI-II. The PFs of MaF3
are convex. When PF is convex, the reference weight vec-
tor provided in advance causes the population to gather in
the intermediate region, such as the solution obtained by
NSGAIII. Since all the preset reference weight vectors inter-
sect with PF of MaF3, the angle based adaptive method
adopted in AR-MOEA can easily be mistaken as the ideal
reference weight vector without adjustment. Hence, the pop-
ulation also are crowded in the middle of PF. However,
NSGAIII-NED uses the NED strategy and niche technology
to find out the non-dominated solutions on convex PF and

retain the diversity of the population. MOMBI-II uses the
scalar function and the statistical information of the popula-
tion close to the real Pareto optimal frontier to optimize the
algorithm, which is helpful to obtain good results.

In order to visualize the performance, we also compare the
Pareto front of these algorithms. For DTLZ4with 5 objectives
and 14 decision variables,the true PF and the Pareto front
comparisons are shown in Fig. 4 by parallel coordinates.

As is shown in Fig. 4, MOEAD-PaS, MOMBI-II and
S-CDAS converge to a small number of optimal solutions.
From this we can see that the horizontal axis represents
the objective dimension, and the vertical axis represents
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FIGURE 4. The Pareto front comparisons for NSGAIII-NED on DTLZ with 5 objectives.

the objective function value. In Figure 4, the true Pareto
front of DTLZ4 problem is given. And the optimal frontier
obtained by each algorithm also is given. Combined with
Figure 4, we can analyze the convergence, coverage and
uniformity [41], [42].

First of all, from the perspective of convergence, the tar-
get value range of NSGA-III, MOEAD/D-Pas, MOMBI-II,
PREA, AR-MOEA, VaEA and NSGAIII-NED are all in the
range of 0-1, that are consistent with the corresponding target
value range of true Pareto front, but the target value of S-
CDAS in the fourth and fifth dimension is significantly higher
than 1. That means many individuals of NSGA-III can not
converge, and they have some distances to the Pareto front.

From the perspective of coverage, the overall coverage area
of S-CDAS and MOEAD-PaS are significantly less than that
of other algorithms, and its coverage is more locally con-
centrated. Although all the algorithms cover on all 10 objec-
tives, the solutions of other algorithms can not cover a large
area except NSGAIII-NED, VaEA and PREA in the region
between 0.5-0.7. So their coverage are better than other
algorithms.

From the explanation in [41], [42], the uniform distribu-
tion in the parallel coordinates always imply the uniform
solution sets, and a bad uniformity in the parallel coordi-
nates does not mean bad-distributed solution sets. We can
see that the solutions obtained by NSGA-III, MOMBI-II,
and AR-MOEA distribute similarly. The solutions obtained
by NSGAIII-NED, PREA, and VaEA also distribute
similarly.

To sum up, the optimal frontier obtained by combin-
ing the comparison algorithm covers the proportion and
distribution effect on the real optimal frontier. It can be
concluded that solutions obtained by VaEA, PREA and
NSGAIII-NED are close to the True PF. The experi-
mental results show the effectiveness of the proposed
algorithm.

According to the theory (no free lunch theorems
for optimization [44]), no algorithm can make all
indicators good, and no algorithm can solve all prob-
lems well. The above experiments show that the pro-
posed algorithm is effective in solving most of DTLZ
problems.
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TABLE 6. The t-test results of the IGD value obtained by comparisons
between NSGAIII-NED and other algorithms.

In order to further discuss the performance of the algo-
rithm, we conduct experiments for a small number of objec-
tives, taking the three objectives of MaF1 as examples, and
conduct correlation analysis. The non-dominated front of
related algorithms is shown in Figure 5. We can find that
the individual distribution of the VaEA population is more
uniform, and it covers True PF better. The uniformity of
PREA is worse than that of VaEA, but better than that of
other algorithms. The population of AR-MOEA is mostly
crowded in the middle area of PF. The population individuals
of MOEADPaS and MOMBI-II are mostly concentrated in
the border area, and there are fewer individuals in the middle
of PF comparedwith other algorithms. Although the coverage
of individuals in NSGA3 and NSGA3-NED is satisfactory in
terms of overall PF, most individuals are crowded with each
other and the population diversity is worse thanVaEA, PREA,
and AR-MOEA.

F. T-TEST
According to the relevant definition of t-test and its theo-
retical research, t-test is carried out on the mean value of
IGD that belongs to each of other five algorithms and the
NSGAIII-NED’s mean value of IGD in Table 2, respectively.

TABLE 7. The Statistical results of the IGD values obtained by the
different value of H.

Firstly, the relevant hypothesis is established, that is, themean
value of the two groups of data is not significantly different
Then the statistical significance level α is set as 0.05. The test
operation is carried out in MATLAB, and the relevant results
are shown in the table 4. 0 indicates that there is no significant
difference between the two groups of data, and 1 indicates that
the difference between the two groups of data is significant.

As is shown in Table 6, the results are consistent with the
IGD results in Table 3. Therefore, our results are reliable on
statistics.
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FIGURE 5. The Pareto front comparisons for NSGAIII-NED on MaF1 with 3 objectives.

G. PARAMETER ANALYSIS
In this subsection, we further analyse the effects of the dif-
ferent parameter settings, especially focusing on the value
of H in formula 10. Table 7 shows that the results of the
proposed algorithm are influenced by the value of parameter
H in the DTLZ4 problem with different number of objectives
and variables. The mean values are before the parentheses.
The standard deviations are in the parentheses. Through a
number of experiments, we choose three different values of H
to represent different situations. Comparing the mean values
and standard deviations of IGD obtained by our algorithm in
corresponding cases, we can see that among the 24 groups of
experimental data of all problems, twelve of the experimental
results with H = 2 are the best, which is obviously more
than the experimental results with other values. Therefore, we
usually define the parameter H as 2.
V. CONCLUSION
For a feasible solution, it can dominate those solutions that
are slightly better in a few goals but significantly worse
in most other goals, and this dominance relation should
be gradually expanded. For this motivation, we proposed a
nonlinear expanded dominance relation based evolutionary
algorithm for solving many-objective optimization problems

in this paper. In order to solve the problem that diversity and
wideness may become poor after expanding the dominating
area, we used a niching method based on the angle between
solutions in the operation of individual sorting.

To evaluate the performance of the proposed algorithm,
experiments on DTLZ1-DTLZ6,WFG1-4, MaF1, MaF3 and
MaF6 were carried out with the state of the art algorithm.
The experimental results showed the effectiveness of the
proposed algorithm. However, no one algorithm can solve
all problems, and no one algorithm can get the best values
on all indicators [44]. NSGAIII-NED also still exists some
shortages. It does not get good values on WFG toolkit. In
some test instances with complex PF, good results are not
obtained. And there is also a further improvement in spatial
diversity. In the near future, we will extend our work in these
problems. Besides,we will try to apply NSGAIII-NED to the
constrained many-objective optimization problems.
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