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ABSTRACT In analyzing dynamic characteristic of time-series data, classic prediction models rely heavily
on static historical data, and tacit knowledge is difficult to bemined effectively. Therefore, a hybrid prediction
model GS-GMDH is proposed based on growing neural gas (GNG) and the group method of data handling
(GMDH). Firstly, a dynamic prediction mechanism, based on an incremental learning algorithm and time-
series prediction, is established by GS-GMDH, by which the singularity is recognized and the prediction
efficiency is improved. Secondly, to compare the performance of the proposed method, the multi-step ahead
predictions with time-series data onto iron and silicon content are employed, and the newmodel is compared
with classic machine models. Finally, the results show that the hybrid prediction model (GS-GMDH)
proposed in this paper ensure an accurate and efficient prediction of time-series data for iron and silicon
content.

INDEX TERMS Contents of iron and silicon, machine learning, aluminium electrolysis, GNG, GMDH.

I. INTRODUCTION
The rapid development for the aluminium electrolysis, from
which waste-water and discarded aluminium are generated,
has caused the destruction for the ecosystem [1]. To response
the problem, people have explored aluminium electrolysis
technology in terms of energy saving, emission reduction, and
green production [2].

Zeng et al. [3] proposed liquidus model to reduce the
energy consumption for aluminium production based onmea-
suring the temperature of the electrolyte and the concentra-
tion of AlF3. Sun et al. [4] applied colorimetric method to
determine the content of Fe in the anode for the electrolytic
cell, which provides theoretical support to remove impuri-
ties. Vasyunina et al. [5] used flotation reagent produced by
Clariant(Germany) to filter out Fe and Si elements of waste
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aluminium products, which is convenient for recycling of
aluminium. However, most of the research is on physical and
chemical properties, and there is still no efficient method for
removing Fe and Si of aluminium production [6], which leads
to slow progress in energy saving and emission reduction for
aluminium electrolysis technology [7].

To the aluminium electrolysis technology, high-purity alu-
minium liquid is the product of aluminium electrolysis and
is often affected by many physical indicators, which makes
it difficult to mine the coupling relationship between various
indicators based on traditional models. To response the above
problems, machine learning is regarded as a new attempt.
Khera et al. [8] used BP network to monitor the health for
capacitors in the electrolytic cell, which prevents failures
for power electronic system. Zhou et al. [9] proposed a
singular value thresholding and extreme gradient boosting
(SVT-XGBoost) model, which achieves anode effect is pre-
dicted, to improve efficiency of aluminium electrolysis.
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The application of the above machine learning in industry
is very successful, but there are still deficiencies. The compu-
tational capabilities of models with deep structures and com-
plex structures have been enhanced (such as the DBN [10],
DBM [11], and CNN [12], [13], but the hyper parameters
and complex structural designs lead to the need for a large
amount of noise-free data [14]–[16]. To response the above
problems, a deep convolutional transfer learning network
(DCTLN) is developed by Guo et al. [17], which accurately
classified faulty bearings with incomplete data information.
Due to the lack of ideal samples, a simple but very practical
GMDH polynomial network is used to estimation the state
of battery health by Wu et al. [18]. However, the above
models are still not stable enough, especially when working
in the non-stationary and noisy environment of aluminium
electrolysis [19].

The electrolytic cell is a non-stationary and noisy envi-
ronment, where most chemistry takes place of aluminium
electrolysis, and various impurity elements are produced. The
control of Fe and Si content is a hotspot for aluminium elec-
trolysis technology. Most Fe and Si are come from material
and production equipment[20]. Excessive Fe impurities cause
internal stress concentration and cracks of aluminium mate-
rial. In addition, the mechanical properties and conductivity
are affect by excessive Si impurities[21].

In a dynamic and noisy environment, the analysis of rep-
resentative features for dynamic data, from which provide
theoretical support for future work, has become a difficult
problem [22], [23]. In anomaly detection and early warning of
industry, it is urgent demand that clustering and classification
analyses based on data-drive. Duan et al. [24] completes
anomaly detection of breakout in continuous casting based
clustering analysis, but this method relies on static data and
cannot achieve true online monitoring. A K-mean dynamic
clustering is proposed by Liang et al. [25], which over-
comes the hysteresis and low accuracy of conventional over-
flow monitoring methods. Nooralishahi et al. [26] develops
an online semi-supervised multi-channel classifier based on
GNG learning scheme, to really complete machine learning
online.

The incremental clustering model can build a balance
mechanism between plasticity and stability in a noisy envi-
ronment [27]–[30], which combines with a neural network is
one of the effectivemethods to solve the above problems [31],
[32]. An incremental learning clustering GNG-L is proposed
by Wu et al. [33], which can monitor the dynamic charac-
teristic of real-time data, and on the basis of its research,
the GNG-based singularity recognition algorithm (GS) is
developed in this paper. GMDH and other classic models
have strong convergence. The GMDHmodel has been widely
used in the fields of material structure [34], [35], traffic
flow prediction [36], new energy technology [37]–[39], and
mobile communication [40]. Then, the GS algorithm is com-
bined with GMDH model to become a new hybrid predic-
tion model, namely the GS-GMDH in this paper. The brief
description of the hybrid prediction model is as follows:

• The singularity recognition phase: the GS algorithm is
used to monitor and recognize the singularity of the time-
series data, and the recognition result is adapted as the basis
for triggering the prediction phase.
• The prediction phase: MLs algorithms are triggered for

training and prediction.
The prediction of Fe and Si content in the electrol-

ysis process is proposed as a new research method in
this paper, the GS-GMDH model is used to predict the
time-series data of iron and silicon content. Moreover, the
GS-GMDHmodel performed better than classic models such
as MLFFNN, ANFIS and GMDH. In addition, GS-GMDH
can efficiently and accurately predict the content of iron
and silicon in aluminum electrolysis with the less and noisy
data.

This paper is organized as follows: Section 2 introduces
the practical case and data source. The description of classic
MLs in Section 3. Section 4 describes the hybrid prediction
model proposed in this paper. Section 5 introduces the per-
formance evaluation measures and experiments. Section 6 is
the conclusion and work later.

II. CASE STUDY
The data used in the study are real-time data collected from
an aluminium electrolysis plant in Guiyang, China. The
research recorded the daily percentage of iron and silicon
content in the electrolytic products from March 1, 2019 to
August 31, 2019. The samples were collected once a day for
a total of approximately 184 days. As shown in (a) and (b)
of Figure 1, the changes in iron content and silicon content
are similar. Therefore, the average values of iron and silicon
content are used as experimental data in this paper. It is worth
mentioning that this article takes the element content percent-
age as the experimental object. If we need to calculate the
specific mass, we only need to refer to the daily production of
aluminium. The raw data (Fe%, Si%) and experimental data
([Fe% + Si%]/2) are shown in Figure 1.
Figure 1 (a) shows the percentage of heavy metal iron

content in the molten aluminium, (b) indicates the percentage
of silicon content in the molten aluminium, and (c) indi-
cates the average content of iron and silicon in the molten
aluminium. The x-axis represents March to August, and the
y-axis means the beginning of the month to the end of the
month. Observations show that the content of impurities is
the lowest in March and highest in the middle of June.
(d) shows the change in Fe%, Si%, and (Fe% + Si%)/2 in
six months, and the data used in this paper are the
yellow.

Based on the practical production data for Guiyang
Aluninium Plant, the change of dynamic characteristic for
Fe and Si contents, doesn’t rises and falls steadily, but does
irregular dynamic change with seasonal change, which is
obvious rise in summer and then fell slightly. For the dynamic
and noisy environment, a machine learningmodel with strong
adaptability and high stability is required to supervise and
predict the content of Fe and Si.
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FIGURE 1. Collected data(a, b) and experimental data(c, d).

FIGURE 2. Multilayer neural network.

III. THE CLASSIC PREDICTION MODELS BASED ON
MACHINE LEARNING
The classic prediction models adapted in this paper mainly
include MLFFNN, ANFIS, and GMDH. Five types training
function are used for comparative analysis inMLFFNN; three
ANFIS models are built, including ANFIS-GP based on grid
partition, ANFIS-SC based on subtractive clustering, and
ANFIS-GCM based on fuzzy c-means clustering. To improve
the prediction potential of the ANFIS model, GA and PSO
algorithms are combined to optimize ANFIS;

A. MULTILAYER FEED-FORWARD NEURAL
NETWORK (MLFFNN)
Multilayer feed-forward neural networks (MLFFNNs) are
most widely used in artificial neural networks (ANN). Com-
mon MLFFNNs include perceptron networks, BP networks,
and RBF networks. The BP network used in this paper is a
typical application of back-propagation learning algorithm in
MLFFNN [41]. The MLFFNN model is mainly includes of
the input layer, the hidden layer, and an output layer. The
multilayer neutal network structure is shown in Figure 2.
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As shown in Figure 2, the input value of each layer in
the network come from the previous layer, and the values
calculated by the activation function is used as the output
value of this layer. x is the input value. Wa,n is the weight
between the a − th input data and the n − th neuron in the
input layer. X is the weighted input of the input layer, see
Eq. (1). bmk is the threshold of the k− th neuron in the m− th
layer. fm is the transfer function (activation function) of layer
m.Wni is the weight of the n− th input layer vector in Layer 1
(input layer) and the i− th neuron in Layer 2 (hidden layer 1).
H2i is the weighted input of the i − th neuron in Layer 2
(hidden layer 1), see Eq. (2). W ′ik is the connection weight
between the i−th neuron in the Layerm (hidden layer (m−1))
and the k−th neuron in Layer (m+1) (hidden layerm).W ′′kp is
the connection weight of the k − th neuron in Layer (m+ 1)
(hidden layer m) and the p − th neuron in the output layer.
Eqs. (3) and (4) show the weighted input Yp at the output layer
and the network output y.

X1 = b11 +
a∑

q=1

xq ∗Wq,1

X2 = b12 +
a∑

q=1

xq ∗Wq,2

M

Xn = b1n +
a∑

q=1

xq ∗Wq,n

(1)



H21 = b21 +
n∑

q=1

f1(Xq) ∗Wq1

H22 = b22 +
n∑

q=1

f1(Xq) ∗Wq2

M

H2i = b2i +
n∑

q=1

f1(Xq) ∗Wqi

(2)



Y1 = b(m+1)1 +
k∑

q=1

fm(Hmq) ∗Wq1

Y2 = b(m+1)2 +
k∑

q=1

fm(Hmq) ∗Wq2

M

Yp = b(m+1)p +
k∑

q=1

fm(Hmq) ∗Wqp

(3)


y1 = fm+1(Y1)
y2 = fm+1(Y2)

...

yp = fm+1(Yp)

(4)

It can be known from the above that the simple MLFFNN
model does not exist in adjusting weights and thresholds.
In this study, the weights and thresholds are repeatedly
adjusted by the error back-propagation algorithm (BP) is

FIGURE 3. Structure of an ANFIS with weo inputs, one output and two
rules.

adopted to adjust, and a variety of training functions are
used for comparative analysis, including the gradient descent
training function (traingd), Bayesian regularization training
function (trainbr), Levenberg-Marquardt algorithm (trainlm),
Powell-Beale algorithm (traincgb), and conjugate gradient
algorithm (trainscg).

B. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS)
ANFIS is called an adaptive neural fuzzy system, which is
considered to be a combination of a learning algorithm of the
ANN and a concise form of fuzzy inference (FIS); namely,
the training process of the model can be simplified as a
process of back-propagation through errors and parameter
adjustment through least squares. There are two inference
methods for ANFIS, namely Mamdani and Sugeno. The
fuzzy systemmainly includes three parts: fuzzification, infer-
ential decision and defuzzification [42]. Figure 3 shows a
simple ANFIS model based on two inputs. The fuzzy rules
base of this model combined two Sugeno ‘‘if-then’’ rules,
which defined by Eqs. (5) and (6).

Rule1: if x is A1 and y is B1, then f = p1 + q1y+ r (5)

Rule2: if x is A2 and y is B2, then f = p2 + q2y+ r (6)

As shown in Figure 3, the structure of ANFIS has five
layers. The nodes of the first and fourth layers need parameter
learning, which is the core part of the model. The functions
of these layers are described as follows:

Layer 1 (fuzzification layer): This layer is a fuzzification
layer, which the input variables become fuzzy and the mem-
bership degree of the fuzzy set is output to the next layer.
The Ai,Bi are fuzzy sets. The cells outputs (O1

i ) of this layer
can be used to indicate the extent to which x and y belong
to Ai and Bi, which are defined as Eqs. (7) and (8). The
membership functions µAi and µBi are often represented by
Gaussian functions, as follow:

O1
i = µAi(x) i = 1, 2 (7)

O1
i = µBi(x) i = 1, 2 (8)

µAi = exp

−
[(

x − ci
ai

)2
]bi (9)
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µBi = exp

−
[(

y− ci
ai

)2
]bi (10)

where the x and y are inputs. The {ai, bi, ci} are premise
parameters, which can be adjusted in training.

Layer 2 (rule layer): the layer can complete the operation
of the fuzzy set of the premise part. The firing strength of
the fuzzy rule is represented by the product of membership
functions of each feature.

O2
i = wi = µAi (x) · µBi (y) i = 1, 2 (11)

Layer 3 (normalization layer): this layer normalizes the
firing strength of each rule obtained from the previous layer
and characterizes the firing proportion of the rule in the entire
rule base (represented by probability).

Oi3 = w̄i =
wi

w1 + w2
i = 1, 2 (12)

Layer 4 (defuzzification layer) is used to calculate the
output of each rule.

O1
4 = w̄if = w̄i (pix + qiy+ ri) i = 1, 2 (13)

where {pi, qi, ri} are the consequent parameters and the wi is
the normalized firing strength in layer 3.

Layer 5 (sum layer), the output of ANFIS model is
achieved by collecting the output values for each rule that are
obtained from the previous layer.

O1
5 =

∑
w̄ifi =

∑
wifi/

∑
wi i = 1, 2 (14)

where the total output for this layer can be seen as the linear
combination for the following parameters:

Oi5 = w1f1 + w2f2 = (w1x)p1 + (w1y)q1
+ (w1)r1 + (w2x)p2 + (w2y)q1 + (w2)r2 (15)

Particle swarm optimization (PSO) [43] and a genetic
algorithm (GA) [44] are adopted to develop the training
process of ANFIS so that the prediction strength of ANFIS
is improved. ANFIS training is actually a process of reduc-
ing errors by finding the right premise (see Eqs. (9) and
(10)) and consequent (see Eq. (13)) parameters. The choice
membership functions refer to the Gaussian function with
positive distribution, and {ai, bi, ci} are seen as the premise
parameters (ai is the peak of Gaussian curve, bi is a trainable
parameter and ci is the root mean square of the membership
function). The consequent parameters are {pi, qi, ri} and are
given in Eq. (29). For example, the parameters are optimized
by the GA, each chromosome has R × (F × D + B) genes
(R is the number of rules, F denotes the number of premise
parameters for each membership function in Layer 1, and
D represents the dimension of the input data. In addition, B
denotes the number of consequent parameters for each rule
in Layer 4). Based on a large number of genetic, crossover,
and mutation operations, a new chromosome with the best
fitness will be generated. The value of the gene on this
chromosome represents the new parameters of the ANFIS

FIGURE 4. The group method of data handling.

model (the optimization process is always in the direction of
reducing the output error of ANFIS). The idea of applying the
PSO to develop these parameters is similar.

C. GROUP METHOD OF DATA HANDLING (GMDH)
The group method of data handling (GMDH) was discovered
by Ivakhnenko [45] in 1971 and can automatically find the
correlation of various indicators in the data. Additionally,
the neurons in the same layer are combined in pairs to gen-
erate intermediate models (internal criteria), and then these
intermediate models are filtered based on external criteria.
The unfiltered models become the neurons in the next layer.
The above process is repeated until the network has the best
complexity [46]. The GMDH structure is shown in Figure 4.
y is the expected output and X = (xi1, xi2, . . . xin)

(i = 1, 2 . . .m) is the input vector. If there arem input vectors
and each vector has dimension n, y and x in function f satisfy
Eq. (16):

yi = f (xi1, xi2, xi3, . . . xin) (i = 1, 2, 3 . . .m) (16)

To find a suitable function f , the GMDH network is trained
to find f̂ which is similar to f . The actual output (ŷi) of the
network is as follows,

ŷi = f̂ (xi1, xi2, xi3, . . . xin) (i = 1, 2, 3 . . .m) (17)

The goal of training is to minimize the cumulative error,
as follows:

m∑
i=i

[
f̂ (xi1, xi2, xi3, . . . , xin)− yi

]
→ min (18)

The input and output of neurons in the GMDH network
need a reference function. The Volterra function is commonly
used to represent the input-output relationship as follows:

y=a0+
m∑
i=1

aix1+
m∑
i=1

m∑
j=1

aijxixj+
m∑
i=1

m∑
j=1

m∑
k=1

aijkxixjxj+. . .

(19)

where the ai is the weight vector determined by the regression
method to reduce the error between y and ŷ. Since each neuron
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of the GMDH has only two inputs, Eq. (19) can be reduced
to a binary quadratic polynomial, such as Eq. (20):

y = G
(
xi, xj

)
= a0 + a1x1 + a2x2 + a3x21 + a4x

2
2 + ax1x2

(20)

where the value of Gi is calculated by the binary quadratic
polynomial of Eq. (20). The value of Gi should make the
mean square error of the whole (all possible pairwise combi-
nations) small, Eq. (21). The mean square error can be used
to select neurons in the intermediate model related to external
criteria.

E =

m∑
i
(yi − Gi)2

m
→ min (21)

If the dimension of a single sample is n and there are m
samples, the matrix of the input data set and the input target
value are defined, as shown in Eq. (22),

x1r x1s · · · y1
x2r x2s · · · y2
...

...
. . .

...

xmr xms · · · ym

 (22)

in which Eq. (22) satisfies {(yi, xir , xis) , i = 1, 2, . . .m},
r, s ∈ {i = 1, 2, . . . n}. A matrix equation can be found based
on Eq. (20),

Y = Xa (23)

where X ,Y are as follows:

X =


1 x1r x1s x21r x21s
1 x2r x2s x22r x22s
...

...
...

...
...

1 xmr xms x2mr x2ms

 (24)

Y = [y1, y2, y3, . . . ym]T (25)

It can be known by Eq. (23) that the weight coefficient can
be solved by the least square method in regression analysis as
follows:

a =
(
XTX

)−1
XY (26)

IV. A NEW HYBRID PREDICTION MODEL GS-GMDH
The GS-GMDH model proposed in this paper is a fusion
of the improved GNG and the GMDH models. The main
contents are as follows:
• The singularity recognition phase. To monitor the

dynamic characteristic for time-series data, the GS model
proposed of singularity recognition based the GNG algo-
rithm, which is a combination of the dynamic feature anal-
ysis [33] and actual production demand.
• The prediction phase. The prediction mechanism is

triggered after the singular point is recognized, namely the
time-series data is employed to complete the training and
prediction of ML models. Then, the performance of each ML

model is compared based on the evaluation results. Finally,
a hybrid prediction model GS-GMDH is proposed based on
GS and GMDH models.

A. THE GS ALGORITHM BASED ON GNG
An improved GNG [47] was used to realize real-time moni-
toring for drift data onto Wu et al. [33], but the model does
not have the ability of singularity recognition. To solve the
problem, a GS model is proposed based on the study of
Wu et al. [33], which can monitor the real-time data and
distinguish the singularity. The GS algorithm is described as
follows:
Step1: The number of neural nodes N is initialized; The

data is normalized, and the dimension of data is obtained.
Step2: Input the sample x; all nodes are traversed; the

winning neural node Jn∗ is calculated, and the local error EJn∗
of the node is updated.

EJn∗ = EJn∗ + ‖x − Jn∗‖2 (27)

Step3: The weight of Jn∗ and the domain node Jn∗∗ are
adjusted.

Jn∗ = α1× (x − Jn∗) (28)

Jn∗∗ = α2× (x − Jn∗×) (29)

Step4: A connection between the Jn∗ and the second win-
ning node JS is establishing, and the connection age between
Jn∗ and JS is cleared.
Step5: Neural nodes whose connection age reaches the

upper limit tmax are removed; the isolated nodes are removed.
Step6: The average Euclidean distance daver is calculated

of interconnected nodes in the topology.
Step7: The neuron generation mechanism. If Eq. (3) is

satisfied, a new node be generated.

Jnewnode = 0.5× (Jerr max − Jerr max 2) (30)

Enewnode = 0.5× Emax (31)

Step8: The neuron deletion mechanism. Nerrmin is taken as
the center, if Nin2 < N × b is satisfied, Nerrmin is deleted.
Nerrmin,Nin2, are the nodewithminimum local error, the num-
ber of nodes with distance from Nerrmin is less than daver ,
respectively.
Step9: The global error of the neural network is reduced.

EN is the global errors. β is the global error coefficient, β ∈
(0, 1).

EN ← β × EN (32)

Step10: The GS model is used for real-time monitor the
singularity of the real-time data. If the preset conditions are
met, it’s determined that there is a singularity.
Step11: The input x is processed and repeats Step 2.

B. THE PREDICTION STEPS
Based on the result for clustering analysis of GS model,
the value x of [Fe% + Si%]/2 is the demand of prediction
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FIGURE 5. The train or test example for 3-step ahead of windows size 5.

phase by multi-step prediction, from which the past values of
[Fe% + Si%]/2 to be used as shown in Figure 5.

As the Figure 5, the input sample is composed of [x1,
x4, x7, x10, x14], in which [x1, x4, x7, x10] are input data
for ML models and x14 is output(for testing) or target(for
training). Namely, sliding window operation is adopted to
obtain samples [48], which the size of window is fixed for
5. The simple X of MLs models is as follows:

Xj = [xi, xi+j, xi+2j, xi+2j, xi+3j] j ∈ [1, 3], i ∈ [1, 183]

(33)

Time-series forecasting is widely adopted in meteorol-
ogy [37]–[39], traffic management [49], finance [50], and
energy source [51], etc. Especially for intelligent trans-
portation, many achievements have been made based on
time-series forecasting. The analysis of similarity and
repeatability for time-series data, from which the potential
periodic patterns are identify, has become a new ideas for
long-term prediction [52]. In addition, deep neural networks
(CNN, GMDH, ST-ResNet, etc.) may perform well for traf-
fic flow prediction [36], [53] based on match-then-predict
and prediction-after-classification. For this paper, the first
is the phase of singularity recognition, the GS incremental
learning model is used to monitor the dynamic characteristic
of time-series data (2, 3 and 4-step ahead predictions are
considered), which the monitoring results meets the condi-
tion is the premise for triggering prediction mechanism (The
establishment of preset conditions should refer to the actual
needs of the factory); The second is the prediction phase, five
ML models are employed to predict the contents of iron and
silicon, namely MLFFNN (traingd, trainbr, trainlm, traincgb
and trainscg five training functions), ANFIS (ANFIS-GP,
ANFIS-SC and ANFIS-FCM), ANFIS-GA, ANFIS-PSO and
GMDH; The final evaluation indicators are used to select the
best performance model. The flow of GS-GMDH is shown
in Figure 6.

V. PERFORMANCE EVALUATION MEASURES
AND EXPERIMENTS
The first part of the experiment is the singularity recognition
based on the GS model, from which the 2, 3 and 4-step
ahead time-series data are considered, singularities are found
at different moments. The second part of the experiment is
the prediction based on different MLs, including MLFFNN,
ANFIS, ANFIS-GA, ANFIS-PSO and GMDH. In prediction
phase, three statistical indicators, including the correlation

coefficient R (which is used to reflect the close degree of
correlation between variables), mean square error MSE , and
root mean square RMSE , are used to evaluate the proposed
models. The calculation formulas are as follows:

RMSE =

√√√√1
n

n∑
i=1

(xi − yi)2 (34)

MSE =
1
n

n∑
i=1

(xi − yi)2 (35)

R =

∑n
i=1 (xi − x

∗)(yi − y∗)√∑n
i=1 (xi − x∗)2

∑n
i=1 (yi − y∗)2

(36)

where n, xi, yi, x∗ and y∗ are the number of data, the expected
value (target), predicted value (output), mean of expected data
and mean of predicted data, respectively.

A. THE SINGULARITY RECOGNITION PHASE-GS MODEL
The proposed model of GS is used to monitor the dynamic
characteristics and discover the singularity of time-series
data. The preset condition for discover the singularity (a. the
number of times that a cluster wins in the GS model is higher
than 90% of the total number of input data. b. the Euclidean
distance from a certain neural node to the origin is greater
than 0.18). The experimental results are shown in Figure 7.
For the 3-step ahead data, the sample [x45, x47, x49, x51]
is recognized as a singularity; For the 4-step ahead data,
the sample [x54, x57, x60, x63] is recognized as a singularity;
b. the Euclidean distance from a certain neural node to the
origin is greater than 0.18). The experimental results are
shown in Figure 7. For the 3-step ahead data, the sample [x45,
x47, x49, x51] is recognized as a singularity; For the 4-step
ahead data, the sample [x54, x57, x60, x63] is recognized as
a singularity; For the window 5-step ahead data, the sample
[x42, x46, x50, x54] is recognized as a singularity.

To the 3-step ahead data, the sample [x54, x57, x60, x63]
is input to GS model and recognized as a singularity, then the
sample S3 used in the prediction phase (data x1-x53 are not
participate involved in prediction phase, namely the data used
for train and testing are reduced by about 28.96%). The data
xi is the past value of (Fe% + Si%) /2, and the window size
of time series is 5. The input sample S3 and output O3 are
defined as follows:

S3 = [xi, x(i+ 3), x(i+ 6), x(i+ 9)], i ∈ [54, 174] (37)

O3 = x∗(i+ 12), i ∈ [54, 174] (38)

where O3 is the predicted value (output).
For 2-step ahead and 4-step ahead data, the sample S2,

output O2, S4 and O4 are as follows:

S2 = [xi, x(i+2), x(i+4), x(i+6)], i ∈ [45, 177] (39)

O2 = x∗(i+ 8), i ∈ [45, 177] (40)

S4 = [xi, x(i+4), x(i+8), x(i+12)], i ∈ [42, 171] (41)

O4 = x∗(i+ 16), i ∈ [42, 171] (42)
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FIGURE 6. The flow of GS-GMDH.

FIGURE 7. Analysis result of GS for time-series data.

TABLE 1. The impact of GS on computing cost.

For multi-step ahead predictions, the number of reduced
data (NRD) for prediction phase is shown in Table 1.

B. THE PREDICTION PHASE—ML MODELS
The experimental results of each model with multi-step ahead
data in the prediction phase are shown in Table 2. To obtain
the most reasonable parameters of ML models for multi-step
ahead predictions, we have done a lot of prediction works
based the aluminum electrolysis data. In addition, the rea-
sonable parameters of ML models are shown in Table 2.
In addition, 75% of the inputs and targets are determined
as training data, 10% are as validating data, and 15% are as

testing data. To be brief, the element of ‘‘Train’’ represents
the average result for training and verification in Table2, and
the ‘‘Test’’ represents the test result.

For the MLFFNN model, a three-layer feedforward neural
network is employed, and the number of neurons in the
hidden layers is obtained to be 20. In addition, five train-
ing functions are used (traingd, trainbr, trainlm, traincgb
and trainscg). For the 2-step to 4-step ahead predictions,
the trainbr, traincgb, trainlm and trainscg perform better
with the R are 0.9538, 0.8975 and 0.9717 (for the test set),
respectively.

For the ANFIS model, three ANFIS (GP, SC and FCM)
models are considered. In Table 2, the core parameters of
ANFIS (GP), ANFIS (SC) and ANFIS (FCM) are the num-
ber of membership function N_F , the influence radius I_R,
the number of clustersN_C and the partition matrix exponent
PME , respectively. The ANFIS (FCM) has better perfor-
mance for 4-step ahead prediction with R = 0.9875 (for test
set).

For the ANFIS-GA model, the ANFIS is improved by GA
(the ANFIS is ANFIS-FCM). The number of clusters is 2,
the GA’s parameters of mutation rate, crossover percentage,
mutation percentage andmaximum number of iterations is set
to 0.15, 0.4, 0.7 and 1000, respectively. In addition, the case of
the numer of population N is 10, 20, 50 and 200. As is shown
in Table 2, ANFIS-GA models with better performance of Rs
are 0.9778, 0.9711 and 0.9878 for multi-step prediction (for
test set), respectively.

Particle swarm optimization can also give ANFIS models
an advantage in prediction, and the number of clusters is 2.
The core parameters of the model were set as follows: the
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TABLE 2. Comparisons between the proposed model and classic MLs for predicting the content of Fe and Si.

number of populations N is 10, 20, 50 and 200, the iner-
tia weight is 1, the personal learning coefficient was 1,
the global learning coefficient is 2, and the maximum number
of iterations is 1000. The model has the best performance
for 4-step ahead prediction with R = 0.9876 (for test
set).

For the GMDH model, the variables that need to be set
manually are the number of network layers L, the maximum
number of neurons in each layerN , and the selection pressure
P. GMDH models with better performance of Rs are 0.9722,
0.9797 and 0.9814 for multi-step ahead predictions (for test
set), respectively.

For the proposed GS-GMDH hybrid prediction model,
the initial number of neuron nodes I_N is 2 and the maximum
connection ageA_m is 10 of the singularity recognition phase.

In addition, the parameter set is the same as GMDH model
of the prediction phase. For the multi-step ahead predic-
tion, the proposed GS-GMDH model performs better than
other classic model of Rs are 0.9810, 0.9925 and 0.9898,
respectively. The GS-GMDH model has the best prediction
accuracy in the 3-step ahead of considering the prediction
accuracy.

In summary, the proposed GS-GMDH model has best pre-
diction accuracy for multi-step ahead predictions based on
less aluminium electrolysis time-series data in Table 2 and
Figure 8. The incremental clustering model (GS model) can
build a balance mechanism between plasticity and stabil-
ity for aluminium electrolysis in a noisy environment, from
which the tacit knowledge of data has been mined effectively.
Moreover, the processing of GS model provides theoretical
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FIGURE 8. Results of predicting with multi-step ahead data.

support for subsequent prediction work. In prediction of
time-series data for iron and silicon content, the GMDH
model performs well for prediction work based on its strong
convergence.

The results of GS-GMDH model for the singularity recog-
nition phase and prediction phase are shown in Fig. 7. The
training steps are beginning at different positions for multi-
step ahead data (for the 2, 3 and 4-step ahead data, the position
are x45, x42 and x54, respectively). In addition, the per-
formance of proposed GS-GMDH is better than MLFFNN,
ANFIS, ANFIS-GA, ANFIS-PSO and GMDH models (for
test set) for 3-step ahead time-series data with R = 0.9925
and NRD = 28.96%.

This find is unexpected and suggests that small-scale data
sets allow for greater accuracy. It should be mentioned that,
for a single purpose such as the prediction for Fe and Si
contents, it is not always true that the more data we use,
the more perfect result can be obtained [54]. This observation
may support previous descriptions, namely the electrolytic
cell is a non-stationary and noisy environment, where the
distribution of data characteristic is irregular. Further leads to
class-imbalance data, i.e. the imbalance classification prob-
lem, which affects both convergence for the training phase
and generalization for a model in test set [55]. To solve this
problem, an effective strategy is to operate on training set and
change its class distribution [56]. Undersamping is seen as a

meaningful method to clean the data, i.e., to remove a small
number of samples from the dataset. In addition, these deleted
data often considered noise or have other characteristics, i.e.
one-sided selection identifies redundant examples close to
the boundary between classes [57]. In this paper, the based
cluster GS model is developed to ensure that the data charac-
teristics are extracted. Moreover, before the training of deep
neural network, the clustering or classification operations are
significative to reduce the errors caused by class-imbalance
data [58], [59].

VI. CONCLUSION AND LATER WORK
A hybrid prediction model GS-GMDH is developed based on
GNG and GMDH, which includes the singularity recognition
and prediction phases. For the singularity recognition phase,
we propose the GS algorithm based on the GNG, from which
the monitoring of dynamic characteristics and the singularity
recognition are completed of real-time data. For the predic-
tion phase, themachine learningmodel is employed to predict
the time-series data. Combined with the analysis for the iron
and silicon content in the aluminium electrolysis, the exper-
iment results show the overall performance of GS-GMDH
proposed in this paper is better than other ML models, with
NRD is 28.96% and R is 0.9925. And it is suitable for
predicting the contents of iron and silicon in the aluminium
electrolysis.
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The future work may focus on improving our prediction
methods: (1) we need to improve the adaptability and robust-
ness of GS-GMDH model. In addition, the preset condition
for discovering the singularity needs to explore for other
fields. (2) the source of data sets would also be stricter, and
we would adopt larger-scale data sets with more complex
indicators. (3) the further analysis of the impact on imbalance
data distribution for deep neural networks.
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