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ABSTRACT Advancements in the semiconductor industry have enabled wearable devices to be used
for a wide range of applications, including personalised healthcare. Novel energy harvesting technologies
are therefore necessary to ensure that these devices can be used without interruption. Crystalline silicon
photovoltaic (PV) cells provide high energy density to electronic loads. However, the optimization of these
cells is a complex task since their optical performance is coupled to the surroundings, while their electrical
performance is influenced by the intrinsic PV characteristics and parasitic losses. Without doubt, simulation
tools provide the necessary insight to PV cell performance before device fabrication takes place. However,
the majority of these tools require expensive licensing fees. Thus, the aim of this article is to review the range
of non-commercial PV simulation tools that can be used for wearable applications. We provide a detailed
procedure for device modelling and compare the performance of these tools with previously published
experimental data. According to our investigations, non-commercial 3D tools such as PC3D provide accurate

simulation results that are only ~ 1.7% different from their commercial counterpart.

INDEX TERMS Energy harvesting, photovoltaics, simulation, wearables.

I. INTRODUCTION
According to the late Nobel laureate, Prof. Richard Smal-
ley, “energy is the single most important challenge facing
humanity today” [1]. Not only can solar energy help in the
democratization of energy, it also has the potential to pro-
foundly enhance the operation of wearable and implantable
devices [2], [3]. Such devices primarily rely on rechargeable
batteries for satisfying their energy needs. However, since
photovoltaic (PV) technology is a mature and reliable method
for converting the Sun’s vast energy into electricity, innova-
tion in developing new materials and solar cell architectures
is becoming more important to increase the penetration of PV
technologies in wearable applications.

A PV cell is a basic device that converts the Sun’s energy
into electricity. Currently, a wide variety of PV cells exist,

The associate editor coordinating the review of this manuscript and

approving it for publication was Wei E. I. Sha

20868

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

which range from expensive multi-junction semiconductor
cells to lower cost non-crystalline cells. In fact, nearly 90%
of today’s PV cells are based on crystalline silicon mate-
rials and innovations in hybrid as well as non-crystalline
PV cells are promising improved efficiency and lower cost.
However, expensive laboratory facilities and equipment are
often required for the fabrication and characterisation of these
cells, which may hinder further research progress in PV
cell development. Furthermore, the insight that comes from
simulations helps designers understand how PV cells perform
prior to testing, which enables them to make the right product
design decisions. Consequently, we aim to review the range
of experimentally verified multidimensional simulation tools
that can be used for designing solar cells. These tools allow
researchers to design and numerically investigate the next
generation of PV cells before fabrication takes place.

The literature provides a wealth of tools for numerically
simulating PV cells [4]. The earliest simulations involved
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solving a set of ‘“continuum” partial differential equa-
tions, commonly known as the semiconductor equations [5].
Thanks to early efforts at Bell Labs in the 1960s, com-
puter simulations demonstrated that PV cell efficiencies can
reach 19% [6], [7]. Improvements in computers enabled these
simulations to be performed on personal computers (PCs).
Gray and Basore from Purdue University were best known
for initiating these modelling efforts during the 1980s and
early 1990s with their one-dimensional (1D) simulations
programme called PC1D, which solved the semiconductor
equations using the finite element method [8]. Later, a more
advanced simulation tool called ‘A Device Emulation Pro-
gram and Toolbox’ (ADEPT) was developed, which enabled
two-dimensional (2D) and three-dimensional (3D) simula-
tions to be performed on crystalline-based PV cells [9].
Currently, Sentaurus Device is the latest commercial tool for
simulating PV cells in 2D and 3D from Synopsis [10]. For
example, the Atwater group in Caltech used this software
to characterize the performance of nanowire silicon solar
cells [11].

As previously mentioned, crystalline silicon-based solar
cells dominate the PV market [10]. Further penetration of
solar energy solutions in the market relies on develop-
ing lower cost cells and improving their efficiency. For
example, increasing the efficiency of solar cells requires
innovations in light trapping and in creating antireflection
coatings [12]-[14]. However, enhancing the performance of
crystalline solar cells is a non-trivial and complex task, since
performance relies on ambient conditions, recombination
within the semiconductor and various parasitic losses [10].

To predict the performance of solar cells, the finite-
element-method (FEM) has often been used for solving
the semiconductor equations describing the electrical carrier
properties of solar cells in 1D, 2D or 3D [10]. In the 1D
and 2D models, carrier generation and optical absorption
are rarely analyzed thoroughly, and only low-dimensional
approximations are applied [15]. Since 1D FEM simulations
often use the Beer-Lambert method to calculate carrier trans-
port, 1D tools can be used to simulate basic cells without
features in the direction parallel to the pn-junction [16].
Compared with the optical approximations in 1D modelling,
the electromagnetic (EM) response is calculated using the
Jones matrix method in 2D and 3D, which provides more
accurate optical analysis [15].

According to the literature, 3D software tools enable accu-
rate simulations that agree with experiments, since para-
sitic losses can be included. Some of these parasitic losses
can be considered using the solar cell’s equivalent electri-
cal circuit and its subsequent current-voltage (IV) response
equation [15]. These losses can be defined in terms of the
equivalent ‘series’ and ‘shunt’ resistances.

Nevertheless, the majority of these software tools require
expensive licensing fees. Thus, we will review the range of
free software tools for simulating PV cells. We will discuss
the merits and limitations of these tools. Moreover, we will
provide a step-by-step demonstration of how to simulate a
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simple p-i-n solar cell using a commercial multiphysics FEM
tool. Comparisons between the simulations tools will also
be provided. Towards the end of the article, we will provide
recommendations, conclusions and suggestions for further
work.

Il. STATE OF THE ART

The earliest PV FEM modelling tool for solar cells was
PCI1D, as shown from the timeline in Fig. 1. Moreover, a list
of free PV modelling tools is shown in TABLE 1.

For example, PC1D and PC3D are two non-commercial
tools for 1D and 3D simulations. In the literature, PC1D was
previously used to optimise the efficiency of a monocrys-
talline silicon solar cell with an efficiency of 20.35% [17].
Similarly, due to its 3D modelling capabilities, PC3D was
used to accurately simulate the optical properties of light
interacting with the PV cell’s textured surface as well as its
top interdigitated electrode structure [18].

General-Purpose Photovoltaic Device Model (GPVDM) is
another semiconductor simulator that enables users to simu-
late emerging PV cells, such as perovskite cells. For example,
it was used to investigate the performance of perovskite PV
cells when the active layer thickness and temperature were
varied [19]. This tool also provides a 3D graphical representa-
tion of a PV cell, but only solves the semiconductor equations
in 1D. It has an intuitive output interface that enables users to
obtain both electrical and optical PV data, such as the photo
absorption rate and the generation rate at different regions
within the thickness of the device.

Moreover, Analysis of Microelectronic and Photonic
Structures (AMPS) is another free 1D multipurpose simu-
lations tool, which has been used to investigate the effect
of varying the absorber layer thickness in Gallium Selenide
(CIGS) PV cells for a range from 300 nm to 3000 nm [20].
It has a library of monocrystalline, polycrystalline and amor-
phous materials. It can produce Current Density versus
Voltage (JV) characteristic curves as well as the quantum
efficiency. However, the tool can only be installed on the
Win XP platform, since its developers do not support newer
operating systems nor platforms.

Furthermore, Solar Cell Capacitance Simulator 1D
(SCAPS-1D) has been used for modelling polycrystalline Si
PV cells [21], perovskite-based PV cells [22] and thin film PV
cells based on Cadmium Telluride (CdTe) [23] and Copper
Indium Gallium Selenide (CIGS) [24].

Automat  for  Simulation of  Hetero-structures
(AFORS-HET) is another free simulator used to model an
arbitrary 1D sequence semiconductor interface [25]. It has
been used to simulate heterojunction PV cells [26]. It can
produce both electrical and optical PV data. AFORS-HET
can also simulate materials with graded bandgaps as well as
carrier transport across the various interfaces [27]. However,
it is not capable of simulating high dimensional models of
solar cells.

We will compare the performance of these non-commercial
tools with COMSOL, which is a commercial software
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FIGURE 1. (a) Timeline showing the development of four different PV cell simulation tools: PC1D, PC3D, GPVDM and COMSOL.
A comparison between their main features is also shown. (b) Diagram showing the modelling workflow in COMSOL FEM simulation. Briefly,
the tool enables solar cell performance to be predicted by defining the material parameters, geometry, meshing model and other numerical

simulation properties.

program that solves the semiconductor partial differential
equation (PDEs) in 1D, 2D and 3D. In addition to its higher
dimensional modelling capabilities, COMSOL has an intu-
itive and easy to use graphical user interface that enables
users to simulate different domains and boundary conditions.
It has been previously used for simulating the performance
of implantable PV cells [2]. Compared with COMSOL, these
non commercial tools have a smaller file size and are capable
of solving the semiconductor equations in 1D and 3D.

Iil. METHODOLOGY
The following simulation platforms were used during our

investigations: COMSOL Multiphysics 5.4.0.388 with the
Semiconductor and Waveoptic modules, PC1D v5.9, PC3D
v1.7 and AFORS-HET v2.5. The simulations were per-
formed on a computer with an Intel Core i5-6300U processor
(2.40 GHz), 4 GB RAM and a Windows 10 64-bit operating
system.
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A. DEFINITION AND SETUP

Initially, the parameters, variables and functions were set up
in different scenarios, light intensities and device properties.
The parameters, functions and variables for the FEM simula-
tion are summarized in TABLE 2. At first, the electrical prop-
erties of silicon were defined, which included the intrinsic
doping concentration [32], relative permeability [32], elec-
tron affinity [32], bandgap [32], density of states [28] and
carrier mobility [31].

The density of states and carrier mobility functions are
shown in Fig. 2(a) and 2(b). The recombination losses will
be determined by the recombination coefficients, such as the
Auger coefficient, Radiative coefficient and Shockley-Read-
Hall coefficient, which are shown in Fig. 2(c) and 2(d), as well
as TABLE 2.

The absorption of light and generation of an electron-hole
pair is fundamental to PV cell operation. In this process,
the energy of a photon is initially converted to electrical
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TABLE 1. Comparison Between Different Simulation Tools.

Software Dimension Mathematical solver 5 Focused Theme Modelling Types
COMSOL 1D/2D/3D Finite Element Method General physical theme Multiphysics
Organic device
GPVDM 1D 1D Layer, Finite Deference Method Crystalline/ Amorphous silicon device Semiconductor
CIGS solar cells and electrostatic
PCID 1D 1D Layer, Newton method General photovoltaic device Semiconductor
and electrostatic
PC3D 1D/3D 1D/3D Layer, 3D Fourier-series solutions General photovoltaic device Semiconductor
and electrostatic
1D L finite diff s . . . .
AMPS 1D (Newicy)zriiangseocrl: ; tz;zgf:) Crystalline/ Amorphous silicon device Semiconductor
P and electrostatic
Poly-crystalline thin film .
SCAPS-1D 1D 1D Layer, Newton method based on CdTe and CIGS SleCOHduCtOI:
and electrostatic
AFORS-HET 1D 1D layer, Finite difference Arbitrary semiconductor layer Semiconductor
and electrostatic
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FIGURE 2. (a) Density of states model from Couderc et al. 2014 [28]. (b) Carrier mobility parameterization from Klaassen et al. 1987 [10].
(c) Auger coefficients of Dziewior and Schmid, which were obtained from P. Altermatt et al. 2011 [10]. (d) Radiative recombination coefficient
from Nguyen et al. 2014 [29]. (e) Refractive index of crystalline Silicon from Aspnes et al. 1983 [30]. (f) Photon flux density of AM1.5G spectrum

from Nguyen et al. 2014 [29].

energy through the creation of an electron-hole pair [4]. The
refractive index of silicon was used to analyse the amount
of light absorbed or penetrated in the PV cell, as shown
in Fig. 2(e).

Moreover, for simulating the performance of PV cells,
the AM1.5G global irradiance spectrum was used, where a
power density of 1000 W /cm? was assumed. The photon flux
spectrum shown in Fig. 2(f) was used to set up the generation

rate [29]. Unless otherwise stated, an ambient temperature
of 300 K was used [32].

B. GEOMETRY DESIGN

Simulating an ideal p-i-n junction diode requires a uniform
doping profile in each region. In our simulations, we have
defined the different layers as heavy n-type doped (N+), light
p-type doped (P-) and heavy p-type doped (P+). The length
of these layers was L4, Ly +, and Lp_. The device properties
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and parameters are summarised in TABLE 3. We used these
parameters to compare the performance of our simulations
tools with experimental data from two different sources [33]
and [34].

In our simulations, light penetrates from the bottom of the
cell with an incident angle of zero, as shown in figure 3.
Therefore, the front surface of the cell was located at y = 0.
Moreover, two metal contact were added to the front and rear
surface of the PV cells.

C. MATERIAL ALIGNMENT

Polycrystalline silicon was used as the device material, with
the properties shown in TABLE 2. An ‘air’ layer was defined
on the top and bottom sides of the PV cell with a refractive
index of (N4; = 1.0003) [35]. Since the doping concen-
tration is different in each layer, parameters such as carrier
mobility and recombination coefficient are different. In this
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TABLE 2. Summary of Device Simulation Parameters.

Parameters Function of Value  Description
Equation Poisson’s Eq. X.Lietal 2013 [15]
Iteratively Solved
Free Carrier ~ Femi-Dirac PP. Altermatt et al
Statistics 2002 [31]
Temperature 300 K PP. Altermatt et al. 2011
(10]
Intrinsic Doping 1 x 10%¢m =3 M.Levinshtein et al. 1997
Density [32]
Relative 11.7 M.Levinshtein et al. 1997
Permittivity [32]
Bandgap 1.12eV M.Levinshtein et al. 1997
(32]
Electron Affinity 4.05eV M.Levinshtein et al. 1997
(32]
Density of State Couderc model  Couderc et al. 2014 [28]
(Fig.2(a))
Carrier Mobility  parameterization PP.Altermatt et al. 2011
(ttps 1in) (Fig.2(b)) [10]
Reconbination
Coefficients
Auger(Cp, Cr) Dziewior and PP Altermatt er al. 2011
Schmid (Fig.2(c))  [10]
Radiative (B) Nguyen model Nguyen et al. 2014 [29]
(Fig.2.(d))
Optical Parameter
Refractive Index Silicon (Fig.2(e)) Aspnes et al. 1983 [30]
Optical Spectrum AM1.5G Nguyen et al. 2014 [29]
(Fig.2.()

TABLE 3. Devices Properties.

Parameter [33] [34]

t 800 nm 150 um

Np4 1 x 1020 ¢m—3 1x 109 em—3
NBase 1 x 1016 ¢m—3 3.5 x 1015 em—3
Nn+ 1 x 1020 ¢m—3 1x 1017 em—3
Lyt 50 nm 1 um

Lp_ 500 nm 148.45 ym
L4 250 nm 250 nm

Irqd 1000 W/m? 1000 W/m?

A 550 nm 550 nm
ASweep 400 — 1000 nm 400 — 1000 nm

case, the materials were set up differently and aligned to
specific layers (N+, P— and P+) with different doping con-
centrations Ny, Ny4, and Np_.

D. PHYSICAL MODEL DESCRIPTION

To analyze carrier transport across the heterojunction inter-
faces, the semiconductor module enables important semi-
conductor function definition, such as doping, generation,
recombination, trap density and space charge density. On the
other hand, PC1D, GPVDM and AFORS-HET enable users
to customize the doping concentration and diffusion length,
while PC3D enables users to define the doping concentration
by changing the sheet resistance of each layer. The equations
solved by the simulations programs are: [5], [10], [15]:

Ay kT
A|=-D,An+nu, | Ap + — + —AInN,
q q

=Gx,y,z2,A) — R (H
Ax AE, kT
A —DPA[)‘I‘[?,LLI) A¢+7+T—7AIHNC

20872
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Electrode
T P+ Layer
Crystalline P- Layer
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N+ Layer

- 0
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|

FIGURE 3. Structure and architecture of the experimental PV devices
in [33] and [34]. For comparison, we simulated the same structure using
COMSOL as well as the non-commercial software programmes.

q
EQEF

A’p =

(n—p—Np+ Nyp) 3)

where n and p are the electron and hole concentrations, D),
is the electron diffusion coefficient, D), is the hole diffusion
coefficient, u, is the electron mobility, w,, is hole mobility, k
is the Boltzmann’s constant, T = 300 K is the operating tem-
perature, g is the electronic charge and ¢ is the electrostatic
potential. x is the electron affinity and E, is the bandgap.
N. (N,) is the effective conduction (valence) band density,
R is the carrier recombination rate and G is the generation
rate. Furthermore, €p and ¢, are the permittivity of free space
and the relative permittivity of crystalline silicon. Np and
Ny are the ionized donor and acceptor concentrations. The
recombination consists of the Shockley-Read-Hall, Radiative
and Auger recombinations [10]:

R = RSRH + Rrad + Raug (4)

2

np —n;
Rsrn = : (5

T, (p+p)+ 1 (n+n)

Rrad = Brad (”P - nlz) (6)
Rang = (Can + Cpp) (np - nlz) @)
where p; and n; are the hole and electron trap concentrations.
In fact, highest Rsgy are achieved when n, = p, = n;.

Moreover, B4 is the radiative coefficient, C, and C,, are the
Auger coefficients for electron and holes, 7, and 7, are the
recombination lifetimes of electrons and holes.

Similarly, the generation rate is expressed in terms of:

G = aNge ™™ )

where Ny is the photon flux at the surface (shown in Fig. 3(f)),
« is the absorption coefficient (« = 47 Si(k)/A, where Si(k)
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is the imaginary part of refractive index shown in Fig. 2(e)),
and y is the distance into the material.

E. OPTICAL CALCULATIONS
To determine the optical characteristics in 2D, the 2 x 2 Jones
Matrix method was used [30]:

|:§Rai|=2m:|:0(')s<pf (%)simpi:“:l i| ©)
Ra i—1 L JNismg@; COS; m

where §; is the wave phase shift (6; = 2w N;dicos6i/A) in the
it layer, N; is the refractive index, d; is the thickness of the
i layer, n; is the pseudo index in i"* layer (7, = Njcost;).
ERy or Bg, is the ratio between the electric and magnetic
fields of the transmitted light and incident light. M is the
total number of layers. The reflectance (R), absorptance (A)
transmittance (I’ = 1 — A — R) of light can be determined
using:

o 410 Re (1) 10

(n0Era + Bs,) (N0ERa + Bra)*

A= 4noRe (ERaB;kga - 77m) a1
(n0ERa + BB,) (M0ERa + Bra)*

1) INITIAL CONDITION SETUP

Initially, we applied the neutral charge condition to setup the
doping profile and ohmic contact characteristics for estimat-
ing the initial electrostatic potential. The initial doping pro-
files for p-type (Pini;) and n-type (n;,;;) doping were defined
by applying the neutral charge condition, where n;n;y — Pinir —
C = 0 and njpitpinir = ”12 These can be described in terms

of:
L( ot
Ninit = 3 C*+4n; +C (12)
1 [2 2
Dinit = 3 C*+4n; - C (13)
T .
Djpit = — arcsinh— (14)
n;

This initial electrostatic potential can be estimated for ohmic
contacts. It can also predict the initial potential profile and the
doping profile in a homojunction.

2) BOUNDARY CONDITIONS

Periodic boundary conditions were used in the transverse
directions for both carrier diffusion and electrostatic poten-
tial. Along the junction interface, surface recombination con-
ditions were used for the carrier diffusion modules. For
the Poisson equations under forward bias, the cathode was
grounded and unchanged, but the voltage at the anode was
varied from an initial value of zero to the forward bias voltage.
In COMSOL and AFORS-HET, the boundary conditions can
be customized.

F. ELECTRICAL OUTPUT CHARACTERISTIC
First, the electron current density (J,), hole current density
(Jp) and short-circuit current density (Jy.) can be determined
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Jn = —quanVyr — anVn
Jp = —quppVy¥ — gD, Vp
Jye = f / / e, 3, 1) + Jp(x, 3, )| dvdydi (17)

Considering the parasitic resistances, the output current den-
sity of the PV cell can be obtained using:

15)
(16)

_v
V) = —Joe T 4 Jye — VHDR:

(18)
where R, and Ry, are the series and shunt parasitic resistances,
and Vr is the thermal voltage (V7 = kT /q). Since our
simulations model is in 2D, R can be neglected and Ry, can
be calculated using the current-voltage (IV) characteristics of
the device. The External Quantum Efficiency (EQE) can be

determined using:
EQE = &
q)‘lrad

where £ is the Plank constant, c is the speed of light, /,,4 is
the irradiance under AM 1.5G.

19)

G. SEMICONDUCTOR AND SIMULATION SETUP

In PC1D, GPVDM and AFORS-HET, the doping concentra-
tion and diffusion length in each semiconductor layer need to
be defined. However, in PC3D the setting are different, since
the relative doping concentrations need to be converted into a
sheet resistance. The doping profile were set according to the
parameters given in TABLE 3.

In the PC1D, PC3D, GPVDM and AFORS-HET, only the
surface recombination can be customized, while COMSOL
enables users to define different types of recombination.
Moreover, PC1D, PC3D, GPVDM and AFORS-HET enable
users to change the irradiance settings as well as the surface
reflection.

In COMSOL, two types of doping profiles can be defined,
which are ‘gradient’ and ‘uniform’. To ensure consistency
with the non-commercial tools, we have used the ‘uniform’
doping in PC1D, PC3D, GPVDM and AFORS-HET as well
as COMSOL. Then, the generation function was set to excite
the electron-hole pairs in the device. Furthermore, in the
COMSOL programme three types of recombination were
defined by invoking eqs. 4-7.

Since the doping concentration is high in the heavily doped
regions (N+ and P+), the bandgap narrowing functionality
in COMSOL was used. Next, two metal contacts (Anode and
Cathode) were defined to complete the PV cell architecture.
Moreover, when selecting a ‘Terminal Type°, there were four
available options in COMSOL, which were Charge, Volt-
age, Circuit, or Terminated. In this case, we selected ‘Volt-
age’. Finally, for ‘Contact Type’ we selected ‘Ideal Ohmic’.
To complete our analysis of these PV cells, we investigated
their performance with respect to voltage as well as forward
biasing voltage. We therefore varied the voltage between
0 and 0.7 V, whereas the wavelength range was 400fim <
A < 1000 nm.
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FIGURE 4. (a) Comparison between the simulation results from PC1D, PC3D (original and proposed), COMSOL, AFORS-HET and
experimental data from F. Wang et al. 2011 [33]. (b) External Quantum Efficiency results from PC1D, PC3D, COMSOL 1D, COMSOL 2D
and experimental data from F. Wang et al. 2011 [33]. (c) Comparison between simulation results from PC1D, PC3D, COMSOL 2D and
experimental data from A. Rohatgi et al. 1984 [34]. (d) External Quantum Efficiency results from PC1D, PC3D, COMSOL 2D and

experimental data from A. Rohatgi et al. 1984 [34].

IV. RESULTS AND DISCUSSION

We compared our simulation results with experimental data
from [33], [34], [36]. The PV cell properties were provided
in TABLES 2 and 3. As previously mentioned, the modeled
solar cell consists of five stacked layers, which are air, a layer
of N+ silicon, an intrinsic layer, P+ layer, followed by
another layer of air. A comparison between the JV curves
for the simulation programmes is shown in Fig. 4. Despite
using the parameters, the simulations tools provided different
results. We will discuss which tools provided better agree-
ment with experimental data.

Clearly, the simulation results from COMSOL 2D and
PCI1D are closely matched to experimental data. However,
results from COMSOL 1D are different from experimen-
tal data. In fact, there is almost a 2 mA /cm2 difference in
Jsc), as shown in Fig. 4(a). We believe that this could be
attributed to the optical approximation invoked by using the
Beer-Lambert Law. Despite the difference in J, the V,,. data
from PC1D as well as COMSOL 1D and 2D all agree with
experimental data (0.64 V).
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Based on these simulation results, PC1D can be regarded
as a reliable software tool that agrees with experiments.
This is perhaps why it has been regularly used by the PV
industry for decades. With COMSOL 1D and 2D, there are
plenty of library resources and multi-physics modules that
can facilitate the modelling of different materials and device
architectures. Furthermore, numerical solutions to the PV
equations were achieved in less than 5 s with COMSOL 1D,
while the 2D COMSOL simulations needed 10 — 30 s.

With AFORS-HET, our PV cell modelling achieved J;. =
11 mA/cm?* and V,. = 0.6 V, which compares favourably
with experimental as well as the COMSOL data. In fact,
AFORS-HET is useful since it allows the user to define
different interface materials and boundary conditions. These
functionalities are not available in the other surveyed 1D
simulation tools.

As shown from Fig. 4(a), PC3D provides slightly different
results. Initially, Jo. = 21.3 mA/cm2 and V,. = 0.69 V. This
large difference in results was due to using the default spectral
transmission parameters in PC3D, where no reflectance was
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assumed. However more accurate results can be obtained by
modifying the optical parameters. As previously mentioned,
the front spectral reflectance was set to 70% [37] and the back
reflectace was set to 50% [38], which enabled the EQE results
to match those from COMSOL 1D, as shown in Fig. 4(b).
Thus, an improved curve with J;. = 12.9 mA /cm2 and V,, =
0.67 V was obtained.

With PC3D, the software can only simulate devices with
thicknesses exceeding 1um. This is an important limitation,
especially for wearable PV devices, where thin film mate-
rials are now attracting interest. For the sake of comparison,
the experimental device in [33] is 20% smaller than this limit,
whereby the thickness of the PV cell was 800 nm. Naturally,
since the simulated PV cell is thicker than the experimental
cell in [33], the J5c = 12.9 mA/ cm?, which is larger than the
Jsc reported in [33] (10.5 mA/cmz). Consequently, there is a
—22.9% difference between these experimental and simula-
tion J,. results.

Due to this limitation with PC3D, we have also inves-
tigated a thicker PV cell with a thickness of 150 wum),
as reported in [34]. From our simulation results in PC3D,
Jse =35.5mA/ cm?, which is much closer to the experimental
results mentioned in [34] (J,, = 36.1 mA/cmz), as can be
verified from the results in Fig. 4(c). Therefore, the differ-
ence between the experimental and simulation results is now
only 1.7%.

As for the External Quantum Efficiency (EQE) results
shown in Fig 4(b) and (d), COMSOL shows better agreement
with experimental data compared with PC1D and PC3D.
The mismatch in results is mainly due to the material and
optical properties setup in these programs. For example,
in COMSOL three types of recombination can be defined,
which are Radiative, Auger and Schockley-Read-Hall recom-
bination. On the other hand, in PC1D and PC3D only sur-
face and bulky recombination can be defined. Furthermore,
in PC3D the EQE is usually calculated using the previously
mentioned default optical parameters. Including the front
and back spectral reflectance leads to better agreement with
experimental data, as shown from the ‘Proposed PC3D’ curve
results in figure 4. Consequently, this proves that the PC3D
simulation results can be setup to show good agreement with
experimental data.

Clearly, COMSOL is a software tool with a vast materials
library, great curve fitting features and a multiphysics envi-
ronment, which produces results that agree with experimen-
tal data. It can therefore be used to accurately predict the
performance of PV cells for wearable applications, partic-
ularly when such cells are exposed to non-uniform lighting
conditions. In that case, the 3D PV cell model can be used to
investigate the change in irradiance along the horizontal and
vertical axes. Secondly, wearable applications require highly
flexible devices for improved user comfort. In 3D modelling,
it is easier to analyze the stress and pressure inside the
device. Eventually, the PV cell semiconductor model in 3D
COMSOL can be easily integrated with other multi-physics
modules to investigate the impact of heat, pressure and other
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environmental effects. In this case, PC3D is an alternative
and free option that can perform many of COMSOL’s simula-
tions, provided that devices are larger than 1um. This is also
especially true if the device properties library is complete,
with an ability to modify the optical properties. We can also
obtain more accurate results if multi-physics simulations can
be involved, where the effects of temperature and stress can
be investigated.

V. CONCLUSION
In this article we provided a review of the different non-

commercial software tools for simulating PV cells that can
be used in wearable applications. In total, we reviewed
five different software programmes. We also provided a
detailed procedure for simulating a p-i-n solar cell using a
set of predefined solar cell parameters. Using these param-
eters, we subsequently compared these simulation results
with a commercial, multiphysics simulations program called
COMSOL, which solves the semiconductor equations using
the finite element method (FEM). According to our inves-
tigations, all simulation tools provided different results.
This was due to their differing approaches for solving the
semiconductor equations. Nevertheless, we concluded that
PC3D is the most accurate non-commercial tool for wear-
able applications, since their results closely match the data
from COMSOL, particularly since the data also agreed with
previously published experiments.
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