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ABSTRACT To collect data of distributed sensors located at different areas in challenging scenarios through
artificial way is obviously inefficient, due to the numerous labor and time. Unmanned Aerial Vehicle (UAV)
emerges as a promising solution, which enables multi-UAV collect data automatically with the preassigned
path. However, without a well-planned path, the required number and consumed energy of UAVs will
increase dramatically. Thus, minimizing the required number and optimizing the path of UAVs, referred as
multi-UAV path planning, are essential to achieve the efficient data collection. Therefore, some heuristic
algorithms such as Genetic Algorithm (GA) and Ant Colony Algorithm (ACA) which works well for
multi-UAV path planning have been proposed. Nevertheless, in challenging scenarios with high requirement
for timeliness, the performance of convergence speed of above algorithms is imperfect, which will lead to an
inefficient optimization process and delay the data collection. Deep learning (DL), once trained by enough
datasets, has high solving speedwithout worries about convergence problems. Thus, in this paper, we propose
an algorithm called Deep Learning Trained by Genetic Algorithm (DL-GA), which combines the advantages
of DL and GA. GA will collect states and paths from various scenarios and then use them to train the deep
neural network so that while facing the familiar scenarios, it can rapidly give the optimized path, which can
satisfy high timeliness requirements. Numerous experiments demonstrate that the solving speed of DL-GA
is much faster than GA almost without loss of optimization capacity and even can outperform GA under
some specific conditions.

INDEX TERMS Genetic algorithm, deep learning, optimization, multi-UAV path planning, data collection.

I. INTRODUCTION
A. BACKGROUND AND MOTIVATION
In urban scenarios, it is very convenient to collect data from
sensor nodes because of the dense deployment of commu-
nication base stations, cable networks and so on. Data can
be sent from sensor nodes to the base stations and finally
transmitted to the data center in IoT application scenarios.
However, in some challenging scenarios without the infras-
tructure networks like desert and ocean [26], collecting data
with unmanned aerial vehicle (UAV) [1]–[3] is obvious the
choice of solution. In such data collection scenarios, the
process of collecting data from a sensor node is shown in
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FIGURE 1 (a). UAV will approach to the sensor node and
then it will hover over them and use near-field communication
protocols such as RFID and Bluetooth to connect with them
to collect data. Finally, UAV will leave sensor node. (As the
bandwidth and data size vary according to the actual situation
of the application system, the data transmission time and
energy consumption during the data collection are relatively
complex. In addition, in this paper, we focus on improving
efficiency of path planning for multi-UAV. So, we do not
consider the time and energy consumption in the process
of hovering to collect data and the physical communication
channel is ignored in this paper.)

In the aforementioned scenarios, there are many sensor
nodes deployed at different positions. When UAVs collect
data, we may just need the data from a few certain sensor
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FIGURE 1. Data collection with UAVs.

nodes according to our requirements. Therefore, we will
determine which the sensor nodes need to be collected by
UAVs. In other words, just a part of sensor nodes needs to
be collected by UAVs, which means they have demand to
return data (These sensor nodes are called data nodes.). And
those sensor nodes that are not selected by us will not be
taken into consideration during the data collection, which
means they have no demand to return data. The destination
of UAVs is to collaborate to cover all the data nodes in
the scenarios with the pre-designed path, whose process is
shown as FIGURE 1 (b). (Here, due to the complex concepts
of sensor nodes and date nodes, we clarify the difference
of them. In FIGURE 1 (b), there are 5 sensor nodes in the
scenario. However, only 4 sensor nodes (1,2,4 and 5 th sensor
nodes) have the demand to return data, which are called data
nodes and will be selected to be collected by UAVs (1,2,4
and 5 th sensor nodes are data nodes). And 3 th sensor node
has no demand to return data. Therefore, it is a sensor node
but not a data node. All the sensor nodes that have demand to
return data will be called data nodes in the rest of this paper.)

However, without a reasonable path to collect data,
required resource such as number and energy of UAVs will be
increased, causing the inefficient data collection. So, an effi-
cient optimization algorithm is necessary to decide the proper
path to collect data. Since not each sensor node has the
demand to return data, the algorithm needs to be executed
to plan the path every time UAVs collect data. Based on
the aforementioned analysis, we know that this problem has
high requirement for timeliness. To conclude, we know that
there are two key requirements for our algorithm, strong
optimization capacity and fast convergence speed (or short
solving time).

B. LIMITATION OF RELATED WORK
Multi-UAV path planning is one of the key challenges in the
process of data collection. And there are several methods for
multi-UAV path planning. Song et al. [4] proposed a cellular

automata to generate coverage trajectory of UAV with given
width of footprint on the ground. But this research focused
on designing a path to cover an area, not points. Furthermore,
it did not take into account the limitation of energy of UAVs.
Sun et al. [26] proposed an optimal 3D-trajectory design and
resource allocation for solar-powered UAV communication
systems, which aimed at design a 3D-trajectory and allocate
resource for UAV to provide the communication services in
the challenging scenarios. Cai et al. [27] also proposed a
trajectory and resource allocation design for energy-efficient
secure UAV communication systems to achieve themaximum
system energy efficiency. Although they did not ignore the
energy consumption of UAV and achieve great results, they
were also not suitable for our problem because they both
focused on designing the trajectory of UAV to achieve the
optimal area coverage and resource allocation with maximum
efficiency. And there are many other proposed algorithms to
dynamically control UAVs [5], [6]. But these methods are not
feasible for our problem.

Genetic Algorithm (GA) and Ant Colony Algo-
rithm (ACA) are two of the classical heuristic algorithms,
which are usually used to plan the path of UAVs to cover all
the points in the specific scenarios. Chen et al. [7] proposed
a GA to minimize total distance of UAV. And Daryanavard
and Harifi [8] also proposed an ACA to solve this prob-
lem. Besides, there are many different improved GA and
ACA [9], [10] to achieve better results. However, no matter
GA, ACA or their improved methods, the key shortcoming
is their poor performance of convergence speed, which will
cause the waste of much time and make it not suitable to
optimize multi-UAV’s path for data collection that has the
high requirement for timeliness. Li and Wu [11] proposed a
deep reinforcement learning, which considered the deep neu-
ral network as the optimizer and train it by the reward through
the interaction with environment. Once deep neural network
is trained, it will rapidly give the results of path planning
without the convergence process during the optimization.
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Therefore, the solving time of optimization process of deep
reinforcement learning ismuch less thanGA andACA,which
can satisfy the requirement for timeliness. Nevertheless, deep
reinforcement learning is not the supervised learning. Before
deep neural network converges, it usually takes many steps
to do the random explorations, which will cost much time
during training.

In general, for our problem, multi-UAV path planning
requires the timeliness for algorithms. Many researches do
not take convergence speed into consideration. In other
words, they ignore the solving time of algorithms. GA and
ACA have the strong optimization capacity but their perfor-
mance of convergence speed is poor, which makes them not
suitable for this problem. Although deep reinforcement learn-
ing can rapidly give the multi-UAV path planning results, its
training time is not acceptable.

Thus, building amodel to resolvemulti-UAVpath planning
to collect data in the challenging scenarios to achieve shortest
path and shorter solving time is valuable.

C. OUR METHOD
In the challenging scenarios, it is uncertain which sensor
nodes have the demand to return data. GA and ACA have
no memory mechanism. In other words, they can not learn
the past path planning experiences. So, every time UAVs
collect data, GA or ACA needs to be carried out with low
computation efficiency. Deep neural network has the ability
to learn from the past experiences. And while it is trained,
no convergence process is needed during the optimization,
which makes its solving time much shorter than GA and
ACA. However, deep neural network needs the path planning
experiences first.

So, focus on this problem, we propose a Deep Learning
Trained by Genetic Algorithm (DL-GA), which considers
GA as the ‘‘instructor’’ to provide the path planning expe-
riences to deep neural network and guide it to learn from the
experiences. We first execute GA to gain the path planning
results (including states of scenario and path) and store it in an
experience replay. Then, we sample from experience replay
to train deep neural network. Finally, the trained deep neural
network has the path planning capacity and it can give the
optimized results rapidly.

D. CHALLENGES AND CONTRIBUTIONS
There are two main challenges for the multi-UAV path plan-
ning in the challenging scenarios. First, due to the limited
energy of UAV, without a proper path to collect data will
not only waste time and energy but also increase the required
number of UAVs to finish the data collection. Second, in the
scenario, different states of all sensor nodes (their positions
and which sensor nodes have demand to return data) make it
have to execute the optimization algorithm to design the tra-
jectory every time. If this algorithm converges slowly (or its
solving time is long), then the timeliness requirement cannot
be satisfied. It is very complicated to figure out an algorithm

with short solving time and strong optimization capacity at
the same time.

Based on the above challenges, we propose a DL-GA,
where GA will obtain the path planning experiences and then
guide deep neural network to learn from it. This algorithm
makes path planning do not need any convergence process
during optimization and retain the optimization ability from
GA, which satisfy the timeliness requirement. Numerical
simulation results in section VI will show the superiority of
DL-GA.

Our proposed algorithm focuses on covering points in
the scenario by multi-UAV with the optimal path. By con-
trast, [4], [26], [27] both pay attention to design a trajectory
for UAV to achieve the optimal area coverage. Compared
with [5] and [6], they aim at designing a dynamically control
method for UAV.And [7]–[10] are the different heuristic algo-
rithms to solve the UAV path planning. However, their con-
vergence speed is not ideal in practical applications. On the
contrary, our algorithm can achieve 300 to 2000 times faster
than GA and the optimization capacity can outperform GA
under some specific conditions, which makes our algorithm
more suitable to solve the multi-UAV path planning for data
collection in the challenging scenarios. And finally, [11] pro-
posed a deep reinforcement learning, which will take many
steps to train the deep neural network and waste more time
compared with our algorithm.

The rest of this paper is organized as follows. Multi-UAV
path planning based on GA and DL-GA will be presented
respectively in section II and section III. Then, the simulation
results will be discussed to prove the performance of DL-GA
in section IV. And section V will conclude this paper.

II. MULTI-UAV PATH PLANNING BASED ON GA
In DL-GA, GA plays the role to provide multi-UAV path
planning experiences. Since deep neural network will draw
on the experiences of GA to design the path, the quality of
path planning experiences will influence the results to a large
extent. Therefore, an efficient GA is indispensable in DL-GA
to get the optimization results.

In this section, we will construct the multi-UAV path plan-
ning model based on GA whose processes include fitness
computation, selection, crossover and mutation operations in
order. System model and all these operations and process of
GA will be introduced in follows.

A. SYSTEM MODEL
In the challenging scenarios, data nodes can be seen as points.
The destination is to cover all the points by UAVs with the
shortest path. Considering there is the energy restriction of
UAVs, we suppose there are n data nodes and m sensor
nodes, and the data collection order can be expressed as
T = (t1, t2, . . . , tnv ), where t represents the serial num-
ber of data nodes (t ∈ [1,m] , t ∈ Z ) and v is required
number of UAVs to collect data. And a distance vector that
demonstrates the distance between data nodes is given as
G = (g1,1, g1,2, . . . , gv,nv−nw+2) and the energy consumption
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FIGURE 2. Distance vector and energy consumption vector.

vector that denotes the energy consumption between data
nodes is R = (r1,1, r2,1, . . . , rv,nv−nw+2), where gi,j repre-
sents the distance and ri,j is the energy consumption, which
are shown in FIGURE 2. Then, this problem can be seen as
a complicated Traveling Salesman Problem (TSP) [12], [13],
where the number of salesmen may be more than one and
there is a restriction to limit the travel distance of every
salesman. Based on the above analysis, we suppose each
UAV’s energy is δr . Combined with TSP, this model can be
described by equation (1).

min
v∑
i=1

∑
j

gi,j

s.t.



∑
j

r1,j < δr∑
j

r2,j < δr

. . .∑
j

rv,j < δr

(1)

where
∑
j
gi,j represents the total distance of i th UAV and∑

j
ri,j is the total energy consumption of i th UAV. And

TSP has proven to be a non-deterministic polynomial (NP)
problem [29]. Thus, we choose GA to solve this problem in
this section.

B. FITNESS COMPUTATION
Fitness can be considered as the quality of path (referred
as individual in GA). The destination of GA is to find the
individual that has the biggest fitness. Thus, it is important to
design a reasonable fitness computation model.

First, supposing there are n data nodes and m sensor nodes
in the scenario. Then, a matrix P is given to express the
population which consists of M individuals (each row is an
individual).

P =


τ1,1 τ1,2 . . . τ1,n
τ2,1 τ2,2 . . . τ2,n
. . .

τM ,1

. . .

τM ,2

. . .

. . .

. . .

τM ,n

 (2)

where τk,i 6= τk,j(k ∈ [1,M ] .i 6= j, i, j ∈ [1, n] .i, j,
k ∈ Z .) and τk,i ∈ [1,m] , τk,i ∈ Z and τk,i is a serial
number which denotes τk,i th data node. Because data nodes
are the sensor nodes that have the demand to return data,
n ≤ m. Pk = [τk,1, τk,2, . . . , τk,n] represents an individual
that can be understood as the trajectory of required UAVs
(See FIGURE 3). Combining with equation (1), fitness and
represented trajectory of all individuals can be obtained by
Algorithm 1.
Where we suppose the starting point is τk,0 = 0. Then, the

energy consumption of UAVs can be expressed as:

Cτk,i,τk,j = µ× Dτk,i,τk,j (3)

where Dτk,i,τk,j represents the distance traveled by UAV
between data nodes τk,i and τk,j, which is timed by a coeffi-
cient µ to denote energy consumption. And the initial energy
of every UAV is δm and the remaining energy is δ.
To help it understand Algorithm 1, we present the follow-

ing example. Supposing k th individual in population P is
Pk =

[
τk,1, τk,2, . . . , τk,n

]
. In Algorithm 1, UAV will set off

from starting points τk,0. Then equation (3) will be carried
out to calculate the energy consumption of UAV from τk,0
th data node to τk,1 data node, which is Cτk,0,τk,1 . And if
Cτk,0,τk,1 +Cτk,1,τk,0 is less than the current energy of UAV δ,
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FIGURE 3. Example of covering data nodes by UAVs.

Algorithm 1 Fitness and Trajectory of Required UAVs Com-
putation
Initialize fitness matrix F and trajectory matrix Tr
Initialize energy of UAV δ = δm
for k = 1,M do

Initialize the total distance of UAV S = 0, i, t = 1, 0
Initialize Tt to represent the trajectory of an UAV
Tt .append(τk,0)
while True do
if t == 0 do
C=µ× Dτk,0,τk,i , d = Dτk,0,τk,i

else do
C=µ× Dτk,i−1,τk,i , d = Dτk,i−1,τk,i

if δ > C + µ× Dτk,i,τk,0 do
δ = δ − C , S = S + d
Tt .append(τk,i)
if i == n do
S = S + Dτk,i,τk,0
Tt .append(τk,0), Trk .append(Tt )
break

i = i+ 1, t = 1
else do
Initialize energy of UAV δ = δm
S = S + Dτk,i−1,τk,0 , t = 0
Tt .append(τk,0), Trk .append(Tt ), Tt = [τk,0]

Fk .append(-S)
return F , Tr

which means the UAV has the sufficient energy to cover τk,1
th data node to collect data and back to the starting point τk,0,
it will cover τk,1 th data node. Otherwise, it will back to the
starting point τk,0. Perform above steps with the sequence of
Pk until the energy of this UAV is not enough and backs to the
starting point τk,0. Then, the trajectory of this UAV is Tt =
[τk,0, τk,1, . . . , τk,j, τk,0]. And repeat the above steps until all
the data nodes are covered by UAVs. Then, the represented
trajectory of k th individual PK can be denoted as:

Trk =


[
τk,0, τk,1, . . . , τk,j, τk,0

]
1[

τk,0, τk,j+1, . . . , τk,l, τk,0
]
2

. . .

[τ k,0, τk,a, . . . , τk,n, τk,0]v

 (4)

where v denotes the required number of UAVs. And it is
shown in FIGURE 3.

According to Trk , we can gain the trajectory, number and
total distance of required UAVs. Because the destination of
GA is to find the individual that has the biggest fitness,
Algorithm 1 considers the minus total distance of UAVs (−S)
as the fitness so that GA can seek the shortest path.

C. SELECTION
After obtaining the fitness of population, selection operation
will be carried out to choose the individual according to its
fitness. Roulette Algorithm (RA) [14], [15] is used in our
algorithm. First, γ (j) is calculated by the following equation
to represent the probability of j th individual being selected.

γ (j) =
Fj
M∑
i=1

Fi

(5)

where F is the fitness matrix obtained by Algorithm 1.
Second, the new matrix ϑ will be established by choosing
individuals forM times from P by the probability γ (j). Then,
Elitism Strategy (ES) [16], [17] is used to select the maxi-
mum fitness individual and spliced with ϑ to form the new
population P̄ so that the best individual can be kept during
the selection operation.

D. CROSSOVER AND MUTATION
In our GA, crossover operation is to change the individual
substantially, which makes it to search the global optimal
solution. And Mutation operation is to change the individ-
ual slightly so that it can search the local optimal solution.
GA combines the two type of operations to ensure its global
and local search capacity. The process of them is as followed.

Crossover: Crossover operation randomly chooses two
individuals from population P̄ (except the maximum
fitness individual) [18]. Supposing they are Pk =

[τk,1, τk,2, . . . , τk,n] and Ph = [τh,1, τh,2, . . . , τh,n]. Ran-
domly select a position number e (where e ∈ [1, n] , e ∈ Z )
and swap τk,e and τh,e. Then, find the position numbers e1 of
τk,e in Ph and e2 of τh,e in Pk . Finally, swap τk,e2 and τh,e1.

Mutation: We set k as 0. Mutation operation will choose
individuals by mutation probability mo [19]. Every time a
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random number π ∈ [0, 1] is generated and if π < mo,
the current kth individual will be chosen. Each selected indi-
vidual Pk = [τk,1, τk,2, . . . , τk,n] will perform the following
operations. First, two position numbers e1 and e2 are ran-
domly chosen. Then, τk,e1 and τk,e2 are swapped. Finally,
perform k ← k + 1 and repeat above steps until k > m.

As conclusion, GA takes maximizing fitness as its destina-
tion, adjusting the population structure by selection operation
and searching the optimal solution by crossover and mutation
operations. Multi-UAV path planning based on GA can be
summarized as follow.

Algorithm 2Multi-UAV Path Planning Based on GA
Initialize population P
Block:

Perform Algorithm 1 to get the fitness matrix F
Input F and perform selection operation
Repeat crossover operation for α times
Perform mutation operation
Delete the individual whose fitness is the smallest

if maximum fitness has no change for ε iterations do
return to Block

else do
return maximum fitness individual
break

III. MULTI-UAV PATH PLANNING BASED ON DL-GA
GA has the advantage of strong optimization ability. How-
ever, its performance of convergence speed is very poor
which will cause the waste of time. It is not suitable to
optimize the problems with high requirement for timeliness
like multi-UAV path planning to collect data. So, in this
section, we propose a DL-GA to solve this problem because
its excellent performance in terms of solving speed.

In DL-GA, first, GA obtains the states and paths from the
scenario and stores them in an experience replay. Second,
deep neural network will study the experiences of path plan-
ning from experience replay. And finally, after training, deep
neural network can rapidly give the results of path planning
without the convergence process, which can satisfy timeliness
requirements. The specific processes will be introduced in the
follows.

A. EXPERIENCE REPLAY COLLECTION
Supposing there are n data nodes and m sensor nodes in
the scenario. Their coordinate arrays can be expressed as
ρx = [x1, x2, . . . , xm, x̂] and ρy = [y1, y2, . . . , ym, ŷ], where
xi and yi represent the coordinate of i th sensor nodes. x̂ and ŷ
denote the coordinate of starting point. Then, a matrix s =
[ε1, ε2, . . . , εm, ε̂] is given to denote the states of all sensor
nodes, where εi is the state of i th sensor node and ε̂ represents
the state of starting point (If i th sensor nodes has been
covered or it has no demand to return data, its state εi is
equal to 0, otherwise equal to 1 and ε̂ ≡ 0). We use σ to
represent the serial number of the sensor nodes where the
current UAV is located. So, the states of the scenario can

Algorithm 3 Experience Replay Collection
Obtain the maximum fitness individual from Algorithm 2
(Supposing it is Pk )
Initialize number of data nodes n
Initialize energy of UAV δ = δm
Initialize state array ϕ
Obtain the experience replay EX
i = 1, t = 0
while True do
if t == 0 do
C=µ× Dτk,0,τk,i

else do
C=µ× Dτk,i−1,τk,i

if δ>C + µ× Dτk,i,τk,0 do
Store state ϕ and path section τk,i in the EX
δ = δ − C , ετk,i = 0, σ = τk,i, update ϕ
if i == n do
break

i = i+ 1, t = 1
else do
Store state ϕ and path τk,0 in the EX
Initialize δ = δm, σ = τk,0, update ϕ
t = 0

return EX

be denoted as ϕ = [ρx , ρy, s, δ, σ ]. The path section is the
next serial number of the data node that the UAV is going
to, which is gotten by GA. And the experience replay can be
represented as EX = [ϕ̄; τ̄ ], where ϕ̄ is the set of ϕ and τ̄
is the set of path sections. The process of experience replay
collection is shown in Algorithm 3.

Algorithm 3 can store the states of the scenario and path
sections in the experience replay. During storing, not only the
number of data nodes n (n ∈ [o,m] .n ∈ Z ) but also which
sensor nodes have the demand to return data will be randomly
changed so that the experience replay can collect the various
samples to train the deep neural network plenty.

B. EXPERIENCES LEARNING
After getting the experience replay, the next step is to train the
neural network. States of the scenario ϕ and the path sections
are the input features and labels of neural network.We choose
convolution neural network (CNN) to study experiences
because its superior features extraction capacity [20]–[23].
Before training, the input features ϕ should be preprocessed
including normalization and reshaping, which are given as
follows.

Normalization: Supposing ϕ = [ρx , ρy, s, δ, σ ] and the
size of the scenario is zx × zy. Then the normalization can
be expressed as followed equation.

ρ′x = ρx
/
zx

ρ′y = ρy
/
zy

s′ = s
δ′ = δ

/
δm

σ ′ = σ /m

(6)
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FIGURE 4. Reshaping input features.

FIGURE 5. Architecture of CNN.

The normalized input features can be represented as ϕ′ =
[ρ′x , ρ

′
y, s
′, δ′, σ ′].

Reshaping: Since we choose CNN as neural network,
we reshape the normalized input features ϕ′ into ψ , which
is shown in FIGURE 4.

After the data preprocessing, we are going to draw on the
experiences of Network in Network (NIN) [24] and inception
model [25] to build the CNN, whose architecture is shown in
FIGURE 5.

Here, the classification result denotes the path section of
the UAV (For instance, if the input feature is ψ and result of
classification is i, then the current UAVwill set off to i th data
node.). And finally, the data will be randomly sampled from
the experience replay to train the CNN.

C. MULTI-UAV PATH PLANNING BY CNN
From multi-UAV path planning based on GA, experience
replay collection and experience learning, we know that GA
provides the multi-UAV path planning experiences and store
it in the experience replay, and then we will sample from
the experience replay and use it to train CNN. Therefore,
the trained CNN has the capacity to plan the multi-UAV’s
path. And because there is no convergence process during
optimization with CNN, it can quickly figure out the multi-
UAV’s path, which saves time and reduce the computation
load. The process is given as Algorithm 4.

According to Algorithm 4, we can get the trajectory of
UAVs Tr . Finally, we display the whole process of multi-UAV
path planning with DL-GA in FIGURE 6 (supposing n = 4,
m = 5 and v = 2). Compared with GA, the computational
complexity of DL-GA is much lower. Therefore, it is not hard
to understand that the solving time of DL-GA is less than GA
(See APPENDIX for full computational process.).

Algorithm 4Multi-UAV Path Planning by CNN
Initialize number of data nodes n
Initialize the state of scenario ϕ
Initialize path array Tr
Initialize a temporary array Tt
Tt . append (0)
while True do
Normalize ϕ and reshape it into ψ
Input ψ to CNN and get the path section i
if i == 0 do
Tt . append (0)
Tr . append (Tt )
Initialize the temporary array Tt
Tt . append (0), update ϕ

else do
Tt .append(i)
Update ϕ

if all data nodes are covered do
break

return Tr

TABLE 1. Experimental parameters.

IV. SIMULATION RESULTS
We evaluate DL-GA based on three factors: total distance
of UAVs, required number of UAVs and solving time.
First, we collect experience replay based on GA accord-
ing to Algorithm 3. Then, normalization and reshaping are
employed to preprocess the input features, which is used
to train CNN. And finally, Algorithm 4 is applied to the
multi-UAV path planning for data collection. To prove the
superiority of DL-GA, we also use GA and random choosing
as the contrast.

There are up to 20 sensor nodes in the scenario (m = 20),
and the minimum number of data nodes is 5 and the
maximum number of data nodes is 20 (n ∈ [5, 20]).
The size of the scenario is set as 5000m × 5000m [28]
(zx = 5000m, zy = 5000m). Other important parameters are
shown in the TABLE 1 [30].

To verify the validity of DL-GA, we set the number of data
nodes from 5 to 20. And in every condition, 100 simulations
are carried out. We record the average total distance of UAVs
with DL-GA, GA and random choosing, average require
number of UAVs with DL-GA, GA and random choosing,
average solving time with DL-GA and GA under the different
conditions.
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FIGURE 6. Process of multi-UAV path planning with DL-GA.
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FIGURE 7. Average total distance of UAVs with DL-GA, GA and random
choosing under the different conditions.

FIGURE 8. Average required number of UAVs with DL-GA, GA and random
choosing under the different conditions.

FIGURE 7 and TABLE 2 display the average total distance
with above three algorithms.We can see that the total distance
of UAVs with DL-GA and GA are much shorter than random
choosing. And the total distance of UAVs with GA is a
little shorter than DL-GA while the number of data nodes
is less than 17. However, while the number of data nodes
is more than 17, the total distance of UAVs with DL-GA is
shorter than GA.

FIGURE 8 and TABLE 3 present the average required
number of UAVs of above three algorithms. It shows that
the average required number of UAVs obtained by DL-GA
and GA are obviously small than random choosing. And like
FIGURE 7, when the number of data nodes is less than 17,

the average required number of UAVs obtained by GA is a
little less than DL-GA. Nevertheless, when the number of
data nodes is more than 17, the average required number of
UAVs obtained by DL-GA is less than GA.

From FIGURE 7 and FIGURE 8, we can see that when the
number of data nodes is less than 17, no matter the average
total distance or the average required number of UAVs, the
performance of DL-GA is a little worse than GA. However,
when it reached to 17, the performance of DL-GA is better
than GA, which means the optimization capacity of DL-GA
is better than GA. Here, we will give the explanation.

Explanation: To explain this phenomenon clearly, we give
the following assumptions. We suppose that at a moment
in the scenario, there are n data nodes, and the multi-UAV
path which is obtained by GA can be expressed as Tn =
(t1, t2, .., tn), where n ≤ m. Supposing there are two
states of scenario in the different moments, and the num-
ber of data nodes are n1 and n3. Then, we use GA to
plan the path, in which they can be expressed as Tn1 =
(t1, t2, . . . , tn1 ) and Qn3 = (q1, q2, . . . , qn2 , . . . , qn3 ), where
n1 < n3 and Tn1 ∈

(
qn2 , qn2+1, . . . , qn3

)
, t1, t2, . . . , tn1 ∩(

q1, q2, . . . , qn2−1
)
= ∅.

FIGURE 9 displays Tn1 and Qn3 . Qn3 is divided into two
parts,Q1

n3 andQ
2
n3 , whereQ

1
n3 includes n2−1 data nodes and

Q2
n3 includes n3−n2+1 data nodes. Supposing there are two

objective global optimal solutions under the two conditions
which can be presented as θn1 and θn3 (θn1 and θn3 are the
distance of path). Since n3 > n1, the path under the condition
where there are n3 data nodes is more complicated to plan
than the path under the condition where there are n1 data
nodes. Therefore, if GA is carried out to plan the two paths,
then the difference between distance of Tn1 and θn1 is less than
the difference between distance of Qn3 and θn3 . Furthermore,
the distance of Tn1 is less than the distance of Q2

n3 . In other
words, we can consider Tn1 is better than Q2

n3 (The above
values mean average value).

While CNN learns the experiences of Tn1 and Qn3 ,
CNN can only learn the experiences of path planning of
(q1, . . . , qn2−1) from Q1

n3 because there are no such experi-
ences in Tn1 . So, the distance of (q1, . . . , qn2−1) obtained by
trained CNN is more than Q1

n3 . However, when CNN learns
the experiences of path planning of

(
qn2 , qn2+1, . . . , qn3

)
, it

can not only learn it from Q2
n3 but also Tn1 . And because

the distance of Tn1 is less than Q2
n3 , then the distance of(

qn2 , qn2+1, . . . , qn3
)
obtained by trained CNN is more than

the distance of Tn1 but less than the distance of Q2
n3 . In gen-

eral, supposing the number of data nodes is n3, and we divide
it into two parts as shown in FIGURE 9. Under this condition,

TABLE 2. Average total distance of UAVs with DL-GA, GA and random choosing under the different conditions.
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TABLE 3. Average required number of UAVs with DL-GA, GA and random choosing under the different conditions.

TABLE 4. Average solving time with DL-GA and GA under the different conditions.

FIGURE 9. Path planning under the conditions of different data nodes.

FIGURE 10. Average solving time of GA over DL-GA under the different
conditions.

compared path planning of CNN with GA, the distance of(
qn2 , qn2+1, . . . , qn3

)
obtained by CNN is less than GA and

the distance of (q1, . . . , qn2−1) obtained by CNN is more
than GA. Therefore, the total distance obtained by CNN
may be less than GA while the number of data nodes is
relatively large. And this trend will be more obvious with the
increasement of the number of data nodes according to the
simulation results.

The average solving time with DL-GA and GA are shown
in FIGURE 10 and TABLE 4.

FIGURE 10 and TABLE 4 display the average solving
time with DL-GA and GA under the different conditions.
We can see that with the increasement of the number of data
nodes, average solving time with GA shows a rising trend
and average solving time with DL-GA has a little fluctuation
(This is because the average solving time of DL-GA is very
small so that the error caused by software has the effect on it.).
Average solving time with DL-GA is about 300 to 2000 times
less than GA, which proves the superiority of solving time
with DL-GA.

Therefore, from the above comparison results, DL-GA
can efficiently design the path of multi-UAVs and reduce
the total distance and required number of UAVs. Compared
with GA, the optimization capacity of DL-GA is better than
GA under the specific conditions, and the solving time of
DL-GA is much shorter than GA, which proves the superior
performance of DL-GA.

V. CONCLUSION
Aim to overcome the poor performance of convergence speed
of GA, we proposed a DL-GA for multi-UAV data collection
in the challenging scenarios in this paper. In the proposed

VOLUME 9, 2021 8003



Y. Pan et al.: DL Trained by GA to Improve the Efficiency of Path Planning for Data Collection

Description of GA for Multi-UAV Path Planning
While True do
for i = 1,M do
for j = 1, n do

See Algorithm 1 for specific process
for i = 1,M do
Perform selection operation

for i = 1, α do
Perform crossover operation

for i = 1,M do
Perform mutation operation

if maximum fitness has no change for ε iterations do
Break

strategy, GA obtains the states of the scenario and path sec-
tions, which are stored in an experience replay to train CNN.
Once it is trained, CNN will rapidly give the path planning
results draw on the experiences of GA. Numerical experi-
ments are carried out to prove the superiority of DL-GA.
First, when the number of data nodes is relatively small, the
performance of total distance and required number of UAVs
obtained by DL-GA is close to GA but its performance of
solving time is much more outstanding than GA. Second,
when the number of data nodes is large, the performance of
total distance, required number of UAVs and solving time
of DL-GA surpass GA. The above conclusions express that
DL-GA can design the path for multi-UAV rapidly, which not
only solves the problem caused by the waste of energy and
required number of UAVs but also overcomes the shortcom-
ing of slow convergence speed of GA.

DL-GA is suitable not only in this scenario but also in the
scenarios which have the similar modeling method. Com-
pared with GA, DL-GA will reduce the computation load
and solving time to a large extent and almost without loss
of optimization capacity. Furthermore, when the optimiza-
tion problems are complicated, the optimization capacity of
DL-GA may exceed GA. Obviously, DL-GA is suitable to
solve those complicated optimization problems and problems
with high requirement for timeliness.

APPENDIX
TIME COMPLEXITY COMPUTATION FOR GA AND DL-GA
We can summarize the GA for multi-UAV path planning as
follow:

Description of DL-GA for Multi-UAV Path Planning
Get states from scenario
for i = 1, n do

Input states to CNN and get path section
Get states from new scenario
if energy of current UAV is not enough do
Replace it with a new UAV

if all data nodes are covered do
Break

Supposing the number of data nodes is n. From the above
description and combining with Algorithm 1, we can see that
the time complexity of GA in the part of fitness computation
is O(εMn). And we summarize the DL-GA for multi-UAV
path planning as follow:

From the above description, we can obtain the time com-
plexity DL-GA for multi-UAV path planning are O(n).
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