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ABSTRACT Reverse engineering is a powerful tool for duplicating real objects from data acquired by
tracking systems, industrial X-ray computed tomography (CT), laser scanners, and image captures. This
work proposed a novelmethod using the three-dimensional (3D) reconstruction and 3D printing to duplicate a
mechanical key based on only one single naturally-captured photograph. A reverse engineering system of the
mechanical key was self-developed which includes functions of projective transformation, curve extraction,
point clouds generation, and 3D geometry reconstruction. The database technology was introduced into the
image-based 3D reconstruction process for the first time to store basic dimensional information of key blanks,
which provided supplementary information during the 3D key reconstruction process. Five different types of
duplicated keys verified the effectiveness of the proposed method. The maximum geometric deviation was
less than 0.39mm. The duplicating time cost was 5minutes for 3D geometry reconstruction and 18.3 minutes
for 3D printing.

INDEX TERMS Database technology, image processing, key duplicating, 3D reconstruction.

I. INTRODUCTION
Mechanical lock is one of the oldest tools that secure our
properties and homes. The possession of the associated keys
ensures that only the holder will be able to unlock it, but
it is sometimes necessary to get duplicates of a key. The
most common way to do this is to cut a key blank in a
duplicator with an original key as the reference. With the
rapid development of image-based three-dimensional (3D)
reconstruction technology, it is practical to create a 3D model
of the key from a single photograph with computer-vision and
image processing technologies.

There are many investigations for designing 3D models
from images or sketches. Gingold et al. [1] proposed a system
for 3D modeling of free-form surfaces from two-dimensional
(2D) sketches. Their system was able to create a vari-
ety of models with existing primitives and annotations.
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Chen et al. [2] introduced an interactive technique for manip-
ulating simple 3D shapes, by extracting them from a single
photograph and combining human cognitive abilities with
the computational accuracy of the machine. Lau et al. [3]
created a system that provided a 2D interface for the user
to design an object from a single photo by sketching the
outline of the new object. Igarashi et al. [4] presented a fast
sketching interface for easily designing free-form models,
such as stuffed animals and other rotund objects. The user
drew several 2D freeform strokes interactively on the screen
and the system automatically constructed plausible 3D polyg-
onal surfaces. Several other systems design 3D models by
converting 2D sketches [5]–[7] or 3D curves [8], [9] to 3D
models. Liu et al. [10] proposed a 3D image reconstruction
method for spinning cone-shaped targets, which by taking full
advantage of the similarity of the 2D imaging result with the
target mapping on the 2D imaging plane. Shalaby et al. [11]
introduced a new model to reconstruct the 3D image from
any 2D image by using the marching cubes algorithm.
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And Chen et al. [12] proposed a novel 3D shape recon-
struction method based on maximum correntropy Kalman
filtering. In recent years, neural networks are introduced into
3D reconstruction. For example, Cai et al. [13] proposed
an end-to-end approach to reconstruct a 3D model from a
multi-view image set. Mandikal et al. [14] proposed the
3D-LMNet being mainly used for latent embedding matching
for accurate and diverse 3D point cloud reconstruction from
a single image. And Henderson and Ferrari [15] solved the
single-image-based 3D reconstruction by a unified frame-
work which can be trained only by 2D images without anno-
tations. And Hou et al. [16] realized the function of 3D
reconstruction in canonical co-ordinate space from arbitrarily
oriented 2D images. In terms of the effectiveness of 3D recon-
struction, Chibane et al. [17] introduced implicit functions
into 3D image reconstruction. Yu et al. [18] presented a
data-driven point cloud upsampling technique to generate a
denser and uniform set of points from a sparser set of points.

Some efforts reconstructed the 3D model of mechanical
keys from 2D images. Laxton et al. [19] proposed the pro-
totype system (‘‘sneaky’’) for duplicating a key from an
image by extracting the complete and precise biting code
via optical decoding and the cutting of precise duplicates
in a code-cutting machine. However, the biting code is not
applicable to other types of keys. Itthisupornrat and Kiatsun-
thorn [20], [21] duplicated keys in a mini CNC machine with
CNC G-code associated with key grooves from the cross-
sectional image and key cuts from the top-sectional image.
However, their images were captured in a specially designed
image capture equipment, which is equipped with complex
fixtures and light source with adjustable direction and illu-
minance. In the above systems, the key duplicator machine
and key blanks were required to manufacture the actual key.
Smith and Burghardt [22] proposed a DeepKey architecture,
which can duplicate a key from a single photograph taken in
daily scenes. However, DeepKey was only applicable for the
zigzag key due to that all basic dimensions are fixed except
for the biting segmentation.

This work proposes a novel method to reconstruct a 3D
mechanical key based on only one single naturally-captured
photograph. The main works and contributions are as
follows:
1) A novel image-based key duplication system with func-

tions of 3D geometry reconstruction and 3D printing is
proposed, which is more robust than existing methods
due to its wide applicability to various types of keys and
low requirements for devices and shooting conditions.

2) Database technology is introduced into the single-
image-based 3D key reconstruction process, which
enables the system capable to reconstruct a 3D key using
one single 2D photograph which lacks the depth infor-
mation. And its extensibility makes the system capable
to handle various types of keys.

3) A high-accuracy 3D key geometry reconstruction
method is presented based on the database, projec-
tion transformation, curve extraction, and point clouds

generation methods. Its effectiveness is validated by
experimental tests.

A description of the proposed method is provided in
Section 2. In Section 3, experimental tests are performed
to evaluate the effectiveness of the proposed method. The
conclusion is drawn in Section 4.

II. SYSTEM IMPLEMENTATION
Figure 1 shows the workflow of the proposed reverse engi-
neering system for duplicating amechanical key from a single
naturally-captured photograph. An SQL database is estab-
lished to store the basic dimensions of the key blank and the
reference key photograph corresponding to each type of the
key. The whole process from loading a single key photograph
to obtaining a printed key is divided into two main stages:
image processing and 3D reconstructing. In the image pro-
cessing stage, a photograph of the target key is projectively
transformed by referring to the image in the database using a
projection transformation method. Sample points on the key
curves are then extracted from the transformed image and
stored as coordinates in float format. In the 3D reconstructing
stage, the sample points are refined to generate point clouds
of the key through a self-developed point clouds generation
code. 3D geometry of the key is eventually created based on
the point clouds and printed by a 3D printer. The details of
the process are described in the following sections.

FIGURE 1. The workflow of the reverse engineering system.

A. KEY BLANK DATABASE
Many conventional 3D reconstruction methods, such as
Multi-View Stereo (MVS), require multiple images from
enough viewpoints to reconstruct accurate 3D models,
which means that an image acquisition system with spe-
cially designed illumination modules is needed [23], [24].
Hata et al. [25] improved the Patch-based MVS (PMVS) to
reconstruct the 3D model from a limited number of view-
points. However, the high requirement of technical apparatus
remains.

To reconstruct the 3D geometry of the mechanical key
based on only one single naturally-captured photograph, this
work introduces an SQL database to store the reference
images and fixed basic dimensions of different keys. It is
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FIGURE 2. The reference key photograph and basic dimensions stored in
the database (a) Reference photograph and (b) The cross-section of a key
blank.

known that the difference among the keys of the same type
lies in the curve shapes of key cuts. Therefore, the SQL
database stores the basic dimensions of key blanks, which
will be used in the point cloud generation process. As shown
in Figure 2, the stored basic dimensions include the length (l),
width (w), thickness (t), and rib thickness (tr ) of the function
part. The basic dimensions are stored in float format. The
reference images are stored in JPG format and their file paths
are stored in ntext format. Those images will be used as the
reference in the projective transformation process. The names
of key types are stored in ntext format and will be used to
help the system match the target key photograph with the
stored reference image and call basic dimensions from the
SQL database.

As shown in Figure 3, the database in the system is han-
dled by the MATLAB Database Toolbox (Philadelphia, PA,
USA), and the communication between the reverse engineer-
ing system and the key blank database is done via an ODBC
connector.

FIGURE 3. Communications between the reverse engineering system and
the key blank database.

Considering the flexibility and extensibility of the
database, the system is capable to handle various types of
keys. When a new type of key needs to be duplicated,
the database can be extended by adding a relevant reference
image and basic dimensions of the associated key blank.

B. PROJECTIVE TRANSFORMATION
To duplicate a key, the precise curves of key cuts must be
extracted. The projective transformation method is adopted
to correct the distortion and scale in the naturally-captured
key photograph. It transforms points into points and lines into

lines to preserve the cross ratio. Given a set of control points
pi (xi, yi, 1) in the key photograph and corresponding points
p′i (xi, yi, 1) in the reference image, the mapping of pi to p′i is
described by: ui

vi
1

 = T

 xi
yi
1

 =
 A B C
D E F
G H 1

 xi
yi
1

 (1)

where T is the projectivity with eight unknowns A,B, . . . ,H .
According to equation (1), it can be obtained that

Axi + Byi + C = ui(Gxi + Hyi + 1) (2)

Dxi + Eyi + F = vi(Gxi + Hyi + 1) (3)

Then, two linear equations with the eight unknowns are
obtained as:

Axi + Byi + C − Gxiui − Hyiui = ui (4)

Dxi + Eyi + F − Gxivi − Hyivi = vi (5)

Therefore, the computation of projectivity T requires four
pairs of points, pi and p′i, i = 1, . . . , 4, to yield eight lin-
ear equations for solving the eight unknowns A,B, . . . ,H .
To obtain the precise key curves, the four pairs of control
points are located at the corners of the function part, as shown
in Figure 4 (a) and (b). With these points, the projective
transformation method is performed by solving T to obtain
the transformed image, as shown in Figure 4 (c).

FIGURE 4. Process of projective transformation (a) key photograph
labeled with control points, (b) Reference image labeled with
corresponding points, and (c) The transformed photograph.

C. CURVE EXTRACTION
As many tousled curves will be produced with current curve
extraction algorithms due to the complicated background in
a naturally-captured photograph [26]. The reflective metal
surface, bad key-surface quality, and low-light conditions will
increase the difficulty for key-curve extraction. Therefore,
we manually extract key curves from key photographs. Con-
sequently, such manual operation lowers the requirement for
the photo acquisition device.

As shown in Figure 5, three points (O, P, and Q) at
the corners of the function part are selected as reference
points to create the invisible plane coordinate system. The
X coordinate of P is the length of the function part (l)
while the Y coordinate of Q is the width of the function
part (w). The key curves are extracted by selecting sample
points along the cut lines, and the local density of sampling
is properly chosen to ensure the precision of the extracted
key curves. High-density sampling is required for curves with
high curvature, while low-density sampling can be used for
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FIGURE 5. Contour extraction of (a) The upper curve and (b) The lower
curve of key cuts.

straight lines. The sample point coordinates are stored as
(xm, ym,m = 1, 2, 3, . . . , n).
Considering the non-uniformity of the selected sample

points, a linear interpolation method is adopted to refine the
density of these samples. The X coordinate of the i th refined
point is

xri = (i− 1) ∗ S, i = 1, 2, 3, . . . , (
l
s
+ 1) (6)

where s is the intervals of the refined points and its value
determines the density of the generated point clouds. Con-
sidering both the computing resources and the error caused
by the projective transformation, curve extraction, and 3D
printing, s is set to 0.02 mm to meet the accuracy requirement
of key duplication and save calculation time.

The Y coordinates of the i th point on the curves are
calculated by:

yri = yα, if ∃ xα ∈ {xm} , xri = xα

yri =
(
yβ+1 − yβ
xβ+1 − xβ

)
∗ (xri − xβ )+ yβ , if ∀ x ∈ {xm} , xri 6= x

(7)

where β makes (xβ+1− xri ) ∗ (xβ − xri ) < 0, which indicates
that the (β + 1) th and β th sample points are closest on both
sides of the i th refined point.
The coordinates of the first and last refined points are

calculated by the following formulas because the first and
last refined points are not always in the middle of two
sample points. The first refined point on each key curve is
calculated by: yr1 = y1, if ∀ x ∈ {xm} , xr1 ≤ x,

yr1 =
yβ+1 − yβ
xβ+1 − xβ

+ yβ , if ∃ x ∈ {xm} , xr1 > x,
(8)

The last refined point on each key curve is calculated by: yr ls+1
= yn, if ∀ x ∈ {xm} , xr ls+1

≥ x,

yr ls+1
=
yβ+1−yβ
xβ+1−xβ

+yβ , if ∃ x ∈ {xm} , xr ls+1
< x,

(9)

Figure 6 shows the comparison between the extracted key
curves with the original key shape, which is extracted from
the top-view photograph of the key. Most of the extracted
curves agree well with the key shape, and the deviations
mainly occur around curves with high curvature. The max-
imum deviation is only 0.26 mm, which meets the precise
requirement for duplicating keys. Therefore, it is proved that
the projective transformation and curve extraction methods
are practical to extract accurate key curves from photographs.

FIGURE 6. Comparison of the extracted and original key curves.

D. POINT CLOUDS GENERATION
A traditional reverse engineering process reconstructs a 3D
geometry based on point clouds obtained from the 3D
scanning process, which requires professional 3D scanning
devices [27]. In this work, the point clouds of the key are
generated using a self-developed MATLAB code based on
coordinates of refined points and basic dimensions of the key
blank stored in the database including the length (l), width
(w), thickness (t), and rib thickness (tr ) of the function part
of the key.

As shown in Figure 7, a mechanical key consists of the
handle and function part. The handle part is simplified into a
cuboid. Figure 8 shows the schematic of the proposed method
for generating point clouds of the target key. 2D polygonal
sections consisted of equal interval points are generated one
by one to create the 3D point clouds of the key.

In Figure 7, the coordinates of refined points on the upper
curve (RPu) and lower curve (RPl) are used to generate
related edges of the polygon with the width (w), thickness
(t), and rib thickness (tr ) of the function part. For the i th
polygonal section of part 1, the coordinates of the jth point
on related edges are given as:

Edge A : x = xri , y = 0, z =
t
s
j (10a)

FIGURE 7. Parts of the mechanical key with different polygonal sections.
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TABLE 1. Key-duplicating methods comparison.

FIGURE 8. The schematic of the process for generating point clouds.

Edge B : x = xri , y =
w
s
j, z = t (10b)

Edge C : x = xri , y = ylr i , z = tr +
t − tr
s

j (10c)

Edge D : x = xri , y = ylr i +
yur i − ylr i

s
j, z = tr (10d)

Edge E : x = xri , y = yur i , z = tr +
t − tr
s

j (10e)

Edge F : x = xri , y = yur i +
w− yur i

s
j, z = t (10f)

Edge G : x = xri , y = w, z =
t
s
j (10g)

Edge H : x = xri , y =
w
s
j, z = 0 (10h)

Part 2 has different cross-sections from part 1 because its
material on the rib has been milled out. For the ith polygonal
section of part 2, the coordinates of the jth point on the related
edges are presented by:

Edge I : x = xri+d , y = ylr i , z =
t
s
j (10i)

Edge J : x = xri+d , y = ylr i +
yur i − ylr i

s
j, z = tr (10j)

Edge K : x = xri+d , y = yur i , z = tr +
t − tr
s

j (10k)

Edge L : x = xri+d , y = ylr i +
yur i − ylr i

s
j, z = 0 (10l)

where d is the ordinal number of the division line of parts
1 and 2. Using the above point clouds generation algorithms,
the point clouds of a typical key are created when all sec-
tions are generated, as shown in Figure 9 (a). With the
point clouds, the well-known CRUST algorithm [28], [29],
from the Delaunay triangulation [30] and Voronoi dia-
grams [31], [32], is adopted to reconstruct surfaces of the
target key (in Figure 9 (b)). The STL file of the key is then
obtained from the surface data using the MATLAB function
(Surf2stl.m) [33].

FIGURE 9. (a) Point clouds and (b) Triangulated-surface mesh of the
function part of a test key.

As shown in Table 1, the proposed method of this work
is compared with previous methods [19], [20], [21], [22].
The proposed method is applicable for various types of keys
under a wide range of shooting angles and low requirement
for shooting environment. The other four methods could only
duplicate the key in the fixed zigzag type with fixed basic
dimensions. Therefore, it can be concluded that our method
is the most robust.

III. EXPERIMENTAL RESULTS
As shown in Figure 10, twelve keys of the type with two key
curves on one side were photographed by a digital camera
with a resolution of 72 dpi under daily scenes with different
shooting angles. For each target key, the 3D geometry is
obtained based on the proposed method using only one single
photograph. Figure 11 shows the computer and 3D printer
used in the system. The software program based onMATLAB
is running on a computer with a CPU of 3.2 GHz and a mem-
ory capacity of 8 GB. The Doogell D300 3D printer (Doogell
Co., LTD., Hangzhou, China) loads the geometry of the target
key and produces the target key with thematerial of polylactic
acid (PLA) filament. Considering the precision requirement,
mechanical strength, and printing time, the layer thickness
in 3D printing is set to 0.1 mm. It is also found that when the
PLA infill density is 100% and the key surfacewith the largest
cross-sectional area is placed on the print bed (Figure 11 (c)),
the printed key can obtain the best mechanical properties and
the highest surface quality, which is well agreed with the
findings of Ranganathan et al. [34].
The printed keys are shown in Figure 12 and the process

results are listed in Table 2. The reconstructing process from
loading the key photograph to obtaining the 3D key geometry
takes 4.2 to 5.0 minutes. The time cost deviations occur in the
curve extraction process since the different number of points
are sampled for key curves with different curvatures. The
3D printing process takes 13.2 to 18.3 minutes for different
keys. The keys in Figure 12 (g), (h), and (i) cost more time

VOLUME 9, 2021 10733



Y. Huang et al.: Database-Assisted 3D Reconstruction and Printing of a Mechanical Key From a Single Photograph

FIGURE 10. Photographs of keys tested in experiments (a) LC, (b) JDYZ-1,
(c) MJL-1, (d) HCT, (e) SL, (f) JDYZ-2, (g) MJL-2, (h) JDYZ-3, (i) SJ, (j) MJL-3,
(k) GU, and (l) MJL-4.

FIGURE 11. Equipment devices (a) The computer, (b) The doogell D300 3D
printer, and (c) The printing process.

compared to other keys due to their larger handle parts. The
variation of printing time among the rest nine keys is mainly
induced by the different basic dimensions and complexity of
key curves. The maximum geometric deviation between the
printed key and the original key ranges from 0.20 mm to 0.39
mm, which meets the precision requirement for unlocking the
lock cylinder.

Figure 13 shows the unlocking test conducted with the
lock cylinder (Figure 13 (a)) and a mini door (Figure 13 (b)).
All printed keys successfully unlock the associated cylinders,
which proves the effectiveness of the system for duplicat-
ing a mechanical key based on only one single photograph.
However, during the process of unlocking an actual door,
the torsional force on the printed key should be increased.
Therefore, a mini door equipped with a lock cylinder is used

FIGURE 12. Original keys and printed keys (a) LC, (b) JDYZ-1, (c) MJL-1,
(d) HCT, (e) SL, (f) JDYZ-2, (g) MJL-2, (h) JDYZ-3, (i) SJ, (j) MJL-3, (k) GU,
and (l) MJL-4.

TABLE 2. Experimental results.

FIGURE 13. Unlocking tests for printed keys.

to simulate the actual opening process to test whether the
printed key has enough strength to overcome the torsional
force. As shown in Figure 13 (b) and (c), the mini door is
successfully unlocked by the printed keys, which proves that
the material of PLA is practical for printing the key and
opening a real door.

10734 VOLUME 9, 2021



Y. Huang et al.: Database-Assisted 3D Reconstruction and Printing of a Mechanical Key From a Single Photograph

TABLE 3. Experimental results for different types of keys.

Four other types of keys with different cross-sections
are used to further evaluate the robustness of the proposed
method. As shown in Table 3, based on the photographs
of those keys, the proposed method reconstructs their 3D
geometries and prints them using the 3D printer. All these
printed keys successfully unlock the cylinders, which proves
the ability of the proposed method in handling various types
of keys.

IV. CONCLUSION
This work proposed an easy and fast key duplicating method
based on only one single naturally-captured photograph.
A reverse engineering system of the mechanical key was
self-developed which includes functions of projective trans-
formation, curve extraction, point clouds generation, and 3D
geometry reconstruction. Creatively, an SQL database was
established to store basic dimensional information of key
blanks, which provides supplementary information during the
3D geometry reconstruction. Five different types of dupli-
cated keys are tested in the unlocking experiment to evaluate
the effectiveness of the proposed method. The main results
are as follows:

(1) All the duplicated keys by the proposed method suc-
ceeded in unlocking tests.

(2) The maximum geometric deviation between the
printed key and the original key is less than 0.39 mm,
which meets the precision requirement for key dupli-
cation.

(3) The 3D geometry reconstruction of a key finished
within 5 minutes and the 3D printer took less than
18.3 minutes to manufacture an actual key.

The experimental tests proved that the proposed system
is feasible for key duplication. The future work will focus
on developing a fully-automated key reconstruction method
based on artificial intelligence (AI) for various types of keys,
especially for the dimple key whose dimple depth is difficult
to be obtained from a single photograph.
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