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ABSTRACT In the study of RGB-D SLAM (Simultaneous Localization andMapping), two types of primary
visual features, point and line features, have been widely utilized to calculate the camera pose. As an RGB-D
camera can capture RGB and depth information simultaneously, most RGB-D SLAM methods only utilize
the 2D information within the point and line features. To obtain a higher accuracy camera pose and utilize the
2D and 3D information within points and lines better, a novel geometric constraint model of points and lines
(PL-GM) using an RGB-D camera is proposed in this paper. Our contributions are threefold. Firstly, the 3D
points and lines generated by an RGB-D camera combining with 2D point and line features are utilized
to establish the PL-GM, which is different from most models of point-line SLAM (PL-SLAM). Secondly,
in addition to the 2D re-projection error of point and line features, the constraint errors of 3D points and
lines are constructed and minimized likewise, and then a unified optimization model based on PL-GM is
extended to the bundle adjustment model (BA). Finally, extensive experiments have been performed on two
public benchmark RGB-D datasets and a real scenario sequence. These experimental results demonstrate
that our method achieves a comparable or better performance than the state-of-the-art SLAMmethods based
on point and line features, and point features.

INDEX TERMS Visual SLAM, RGB-D, PL-GM, bundle adjustment, point features, line features.

I. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) [1] was
first proposed by researchers in 1986 and used to estimate the
pose ofthe mobile robot and construct an incremental map in
unknownscenes simultaneousl [2], [3]. SLAM is the key tech-
nology for robots navigating in unknown environments, and
it has become a hotspot of the robotic researchfield [4]. Cur-
rently, various sensor (e.g., radar, ultrasonic, laser) have been
applie widely in SLAM to help the robos to perceive the scene
information [5], [6]. In comparison to the sensors, the vision
camera wit advantags of smaller size, less power consump-
tion, an acquiring the texture information, can provide abun-
dant information for robots, especially in thse GNSS-denied
Global Navigation Satellite Syste) environments such as the
lunar, Martian surface, and the underground. The SLAM
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system which uses the visual camera as data inputis called
the visual SLAM. Over the past few decades, coincided
with the development of compute science technology, visual
SLA has attracted extensive focuses in the current SLAM
research communit [7], [8] and has been applied to plane-
tary exploration missions successfully, for instance, NASA’s
Mars Exploration Rover 2003 (MER) mission [9], China’s
Chan’E-3 mission [10], and Chang’E-4 mission [11].

RGB-D camera is new type of vision sensor with the
ability to provide RGB and depth images simultaneously.
Kinect-1, the first RGB-D camera, was released byMicrosoft
in 2009 [12] and was applied in kinds of fields widely.
The advantages of the RGB-D camera make it favorable to
become another feasible alternative to the monocular and
stereo cameras in the visual SLAM fields [13]. In general,
most visual SLAM systems estimate the camera pose by
matching point features of frames. As RGB-D camera can
capture the point features and provide RGB and depth images,
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FIGURE 1. The indoor scene visual SLAM is base on point and line features.

many RGB-D SLAM methods based on point features have
been released successively. In comparison with point fea-
tures, as shown in Fig.1, line features are more robust in the
low-texture scenes and can represent the structure informa-
tion of scenes intuitively [14], while the sparse points cannot.
Therefore, some related researches on RGB-D SLAM with
point and line features have attracted extensive attention and
methods have been proposed as well.

A. RELATED WORKS
In general, visual SLAM is carried out based on the visual
camera such as the monocular, stereo camera, or RGB-D
camera. For themonocular camera, it is necessary to apply tri-
angulation to recover three-dimension information of scenes,
which increases the computational complexity. The stereo
camera acquires the 3D scene through stereo matching of
frames, and it may not work well in some low-texture scenes.
Since RGB-D camera can provide RGB and depth images,
the 3D information has been acquired easily and some rel-
evant RGB-D SLAM systems have been raised too. In this
paper, we divide these RGB-D SLAM methods into two
classes: point-based methods, point-line methods.

Point-based methods use point features to construct and
solve the optimization function for pose estimation. Visual
SLAM estimates camera pose by matching the point fea-
tures of frames normally. These algorithms for detecting
points including the well-known SIFT [20], SURF [21], and
ORB [15] have been applied in the visual SLAM widely,
which improved the accuracy and robustness of the pose
estimation [22], [23]. The process of solving camera pose
is implemented by minimizing the 2D re-projection error
of point features. The calculating procedure for minimizing
the re-projection error is actually an optimization process,
which is carried out using the general graph optimization
algorithm of g2o [24]. Henry et al. [25] firstly proposed
an RGB-D SLAM algorithm based on the points, in which
the RGB-D camera was utilized as the sensor input to per-
form robot navigation and mapping. Huang et al. [26] also
developed an RGB-D SLAM in which the sparse bundle
adjustment (SBA) was applied for global consistency by
optimizing the 2D re-projection errors of point features of
adjacent frames. A similar constraint model could be found
and adopted in [27], [28]. The depth measurement captured

by the RGB-D camera is a new type of measurement data,
while the depth information can not be employed fully. Sub-
sequently, Kerl et al. [29] proposed a dense RGB-D SLAM
approach though minimizing the photometric and depth error
of point features between frames. Di et al. [30] considered the
depth information as a type of observation and constructed the
optimization model based on point features by minimizing
the re-projection error of the point features and per-pixel
depth. Kerl et al. [29] and Di et al. [30] extended their adjust-
ment model to the bundle adjustment (BA) model to improve
the positioning accuracy and performance of RGB-D SLAM
somewhat. Compared to the RGB-D SLAM methods above,
the ORB-SLAM2 [31], an opening source visual SLAM
project, is an outstanding representative of the visual SLAM
method which can support a monocular, stereo, or RGB-D
camera. However, the mentioned methods are suitable to
calculate a camera pose for the scene containing dense point
features. If the amount of extraction points in the low-texture
environments is smaller, it will lead to the computed camera
pose unreliable.

Expect for these visual SLAM methods based on point
feature, the line feature, another type of primary visual fea-
ture, has been applied in visual SLAM either. Point-line
features based SLAMmethods applied the constraint of point
and line features to construct and optimize the cost func-
tion for camera pose estimation. Line feature detection algo-
rithms mainly include LSD [16], Hough Transform [32], and
EDLines [33]. It is noticeable that the accuracy and robust-
ness of visual SLAM based on point features often degener-
ate in the low-texture scenes. Generally, the number of line
features is smaller than that of point features, and the pose
estimation solved by the line features only is less reliable than
point features [34]. Accordingly, to obtain robust and com-
parable performance of SLAM, researchers proposed some
SLAMmethods based on point and line features. PL-SLAM,
the first opening source visual SLAM project using point
and line features [34], [35] (https://github.com/rubegooj/pl-
slam), achieves robust performance applying a stereo cam-
era. Expect for the SLAM systems in [34], [35], there is
another visual SLAM based on point and line features with
a monocular camera [14], whose pose calculation model
is similar to that of PL-SLAM. To improve the robust-
ness and accuracy of SLAM significantly, Wang et al. [19]
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improved the optimization model by adding the angle con-
straint between the re-projected and extracted line features.
His work was contributed to improving the location accuracy
of PL-SLAM, but he failed to extend it to the BA model.
Zhao et al. [36] came up with a method named ‘‘Good Line
Cutting’’ on basis of the source project of PL-SLAM [35]
and could obtain a significant improvement than the pri-
mal PL-SLAM. Zhang et al. [37] raised to construct a 3D
line-based SLAM in his work in which he utilized two dif-
ferent representations for the lines: Pluecker coordinate was
utilized for 3D line initialization and representation. Unfor-
tunately, neither the open-source code is available nor the
employed datasets contain any ground-truth. Subsequently,
Pluecker coordinates were utilized to denote the 3D lines and
applied in some point-line SLAM systems [38]. Moreover,
the inertial measurement unit (IMU), which can capture a
motion platform pose in real-time, was also combined with
point and line features to estimate camera pose [39]–[41].
The above-mentioned visual SLAM methods are based on a
monocular or stereo camera. Besides, another SLAM systems
based on point and line features using the RGB-D camera
were proposed too. After analyzing the uncertainties of depth
information, Yu and Song [42] applied the RANSAC algo-
rithm [43] to filter out wrong line features and achieved
robust RGB-D odometry based on point and line features,
Fu et al. [44] proposed an RGB-D SLAM system with point
and line features for the low scenes in which a line-based
refinement algorithm was utilized to achieve the robustness
performances. Moreover, to improve the location accuracy
and robustness of RGB-D SLAM with point-line features,
a new method aiming at detecting and matching line features
in some weak-matching scenes is released [45]. To achieve
the optimal pose solutions, a two-step optimization algorithm
of RGB-D SLAM [46] based on point and line features
was raised too. It is mentioned that the visual SLAM with
point features is easy to fail in low textured scenes. As it
is quite convenient to use Pliicker coordinates to represent
lines, a robust RGB-D SLAM using point-line features for
low scenes was proposed [47] well. Although RGB-D cam-
era can obtain depth information, these RGB-D SLAM sys-
tems above only utilized 2D points and lines (i.e., the 2D
re-projection error of point and line features), and the 3D
points and lines acquired from depth image are not used
for estimation pose. Besides, the depth information either is
directly used or not taken into full consideration in the SLAM
systems [44], [47].

B. MOTIVATION
At present, many point-line SLAM methods are proposed by
using monocular, stereo, or RGB-D camera. However, for
a monocular camera, it is inevitable to apply triangulation
to obtain the 3D information, which increases the computa-
tional complexity. The stereo camera cannot recover 3D scene
information well in some low texture scenes. The RGB-D
camera can obtain the depth information and is utilized
generally in the visual SLAM community. Currently, most

RGB-D SLAM methods do not regard depth information of
frames as one kind of measurement constraint. Furthermore,
the 3D information constraint with points and lines are not
utilized fully in these released SLAM using point and line
features.

In this paper, we apply an RGB-D camera and establish
a new geometric constraint model based on point and line
features to obtain the camera pose with higher accuracy and
stronger robustness.

C. CONTRIBUTION AND OUTLINE
We proposed a new geometric constraint model of RGB-D
SLAM using point and line features. We detected and
matched point and line features of frames by applying
ORB [15] and LSD (Line segment Detector) algorithm [16].
With the aid of point-line features and depth images, the 3D
points and lines were recovered and then refined according
to the knowledge of space geometry property within points
and lines. Furthermore, we combined these point and line
features with 3D points and lines to construct the geometric
constraint model. In our constraint model, apart from the
2D re-projection errors related to point and line features,
the constraint errors of 3D points and lines are appended
and constituted the overall optimization model with points
and lines. Finally, our geometric constraints are extended to
the BA model and verified on two public TUM [17], ICL-
NUIM [18] RGB-D datasets, and a real scene sequence,
respectively. Comprehensive experiments demonstrate that
our method performs comparably or better than those state-
of-the-art visual SLAM using points merely or point and line
features together. The main contributions of our work are
summarized as follows:

1) We proposed a new RGB-D SLAM based on 2D and
3D points and lines, which is different from the RGB-D
SLAM based on point and line features.

2) We established the new 2D and 3D geometric con-
straint model with point and line features and extended
the geometric constraint model to the BA model.

3) We tested our RGB-D SLAM method on two public
RGB-D datasets and a real scene, and our RGB-D
SLAM achieved accurate or comparable performances
than the classical SLAM systems.

The remainder of this paper is organized as follows. First,
our geometric constraint model of points and lines is pre-
sented in Section II. Next, we verify our SLAM and show the
experimental results in Section III. The discussion is given in
Section IV. Finally, conclusions and future works are given in
Section V.

II. PL-GM: RGB-D SLAM
A. SYSTEM OVERVIEW
In this paper, we pay close attention to a higher accurate and
robust camera pose estimation in the indoor scenes. Our pro-
posed method differs from the visual SLAM methods based
on the 2D re-projection error of point and line features. The
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FIGURE 2. An overview of our point–line-based RGB-D SLAM system.

input of our RGB-D SLAM are RGB and depth images, and
the output is the camera pose. The camera pose is estimated
by means of the 2D and 3D points-lines. We exploit these
point and line constraints to extend the BA model. The loop
closure is constantly checking for loops and adjusting the
camera posewith the BA strategy. The loop closuremodule of
our SLAM system is similar to that of visual SLAM systems.
The overall structure of RGB-D SLAM is shown in Fig.2.
The pipeline is built by referring to other state-of-the-art
visual SLAM (e.g., PTAM [22], ORB-SLAM2 [31]), and it
is integrated with three main parts listed as follow:

1) Pose Estimation: in the module, firstly, point and line
features are detected and matched, and the initial pose
is calculated by applying space resection. Then, these
matched points and lines are refined. The geometric
constraint model is established and utilized to optimize
the camera pose initially.

2) Bundle Adjustment: in the module, the built geometric
constraint model is extended to the BA module. After
optimizing the pose of each frame, the frame is deter-
mined whether it is a keyframe not. If so, the frame will
be inserted into the keyframe sequences. Subsequently,
the extended BA model is employed to accomplish the
optimization and reduce the accumulated pose errors of
frames.

3) Looping Detection: Our system checks the correct
looping closure to reduce the drifting and accumulated
errors globally. If the current frame is the last one,
the high-accuracy pose estimation of all frames will be
output.

B. EXTRACTION AND MATCHING OF POINT AND LINE
FEATURES
When considering some factors within feature extraction
algorithms (e.g., SIFT, SURF) such as velocity, stability,

rotation invariance and so on [48], the ORB algorithm [15]
is selected to extract and match point features by using the
Opencv library. By combing the RANSAC [43] algorithm
with a fundamental matrix constraint, we reject the mis-
matches and obtain an initial set of matching points. The pixel
distortion of the point feature is corrected by the distortion
correction model [49]. The depth values of the extraction
point features are acquired from the depth image. The 3D
coordinates of extraction point features in the camera coor-
dinate system are computed by using (1). d denotes the depth
measurement, and (u, v) is the pixel coordinate, (fx, fy) is the
intrinsic parameter of RGB camera, (X ,Y ,Z ) denotes a 3D
coordinate point in the camera coordinate system. To refine
and obtain more accurate matching points, the pose of adja-
cent frames is calculated using the space resection, and the
3D matching points from adjacent frames are converted to
the unified coordinate frame. The Euclidean distance of 3D
matching points is calculated, and these 3D points are sorted
in ascending order according to the Euclidean distances.
Finally, 25% of the total matching 3D points will be elim-
inated, and the remained 3D and 2D points are used to
calculate the camera pose. In the process of line features
extraction, the LSD [16] is used to extract line features,
which can provide high precision and repeatability. The LBD,
a line band descriptor [50] is often utilized to match the line
features in the consecutive frames. For line featuresmatching,
the FLANN algorithm is utilized to match the line features,
and then the candidate line features are checked whether
they are the right matching pairs or not. Then the geometry
information within the matching line features is utilized fully
to filter out those matching pairs with different orientations
and lengths [35], and the matching result is shown in Fig.3.
The approach of rectifying the pixel distortions of line fea-
tures is similar to that of rectifying the point features. Using
the depth image likewise, the depth measurement of each
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FIGURE 3. Extraction (blue line) and matching line features (green line)
using LSD algorithm.

endpoint of line feature is acquired and the 3D coordinates
of line endpoints are computed by using (1) as well.

X =
u− cx
fx

d

Y =
v− cy
fy

d

Z = d

(1)

As shown in Fig.4, as the line features exist at the edges
of objects generally, the depth value of line endpoints may
not be the real depth probably. If this case is not considered,
the pose solution with points and lines will be inaccurate. As a
result, to ensure the accuracy of the pose solution, the 3D
lines which do not conform to space geometry property need
to be filtered out. In this paper, on the basis of the space
geometry knowledge, 3D lines should conform that the 3D
coordinates of its midpoint (Xm,Ym,Zm) are equal to half of the
sum of coordinates of the 3D line endpoints. In effect, each
depth measurement has errors, a threshold ratio is preset to
reject the inconsistent space lines using (2) where (Xs,Ys,Zs)
and (Xe,Ye,Ze) denote the 3D coordinates of line endpoints.
According to our actual experimental results, the threshold is
set as 0.99.

ratio =
Min(Zm,Zs+Ze)(2× Zm,Zs + Ze)
Max(Zm,Zs+Ze)(2× Zm,Zs + Ze)

(2)

If the ratio is less than the threshold, the 3D lines will
be rejected. On the contrary, those will be reserved and the
pruning results are shown in Fig.4. The related pseudo-code
of refining 3D lines is summarized as follows:

Algorithm 1 Pseudo Code: 3D Line Pruning
Input: extraction line features set (L), depth image (D),
single line feature (l)
Output:3D line with consistent coordinates (L’)
forli ∈ L
Compute (Xs,Ys,Zs), (Xe,Ye,Ze),and (Xm,Ym,Zm)
using D and Equation (2);
ratio=Min (2×Zm,Zs + Ze)/Max(2×Zm, Zs + Ze);
if (ratio> threshold)
Accept;
else
Remove;

Return L’




C. GEOMETRIC CONSTRAINT OPTIMIZATION MODELS OF
2D AND 3D POIN-LINE
In this section, our geometric constraint model based on 2D
and 3D points is introduced firstly. And then, the details of
our geometric constraint optimization model of 2D and 3D
lines will be explained.

1) GEOMETRIC CONSTRAINT MODEL OF POINT FEATURES
For point features, the space resection is used to calculate
the initial camera pose between frames. Each depth infor-
mation can be obtained from the depth images, and it is
considered as an observation in this paper. Different from
most RGB-D SLAM methods based on points, in addition
to the 2D re-projection error of point features, the constraint
term of per-depth is also added in our geometric constraint
model. For per-depth measurement, the constraint condition
is considered that the depth of matching points should be
equal to each other between frames in a unified coordinate
frame. Based on the premise, the geometric constraint model
of 2D and 3D points can be established as follows: First,
the 2D and 3D matching point pairs between frames can be
obtained. Then, in the light of the 2D matched point features,
error functions based on the 2D re-projection error of point
features are constructed. As the per-depth measurement of
extraction points features is equal to that of the re-projected
3D matched points in the prior frame, the constraint of 3D
points is established. Using the 2D and 3D points, our new
geometric constraintmodel of points is established and shown
in Fig.5. In Fig.5, P denotes a matching point, depth, and
depth’ represent the depth information of point features. O-
XwYwZw denotes the world coordinate system, and p and
p′ are pixel coordinates of extraction point features in the
adjacent frames. o− xyz and o′ − x ′y′z′ denote the reference
frame and current frame coordinate systems.

In our geometric constraint model of points, the content
related to the error equation of points can be described as
follows: {

err_p = K ·(R·Pworld + t)− p
err_dep = dep− Pc(Z )

(3)

where R and t represent the rotation matrix and translation
vector converting from the world coordinate Pworld or refer-
ence coordinate system to the current frame coordinate Pc.
To obtain the derivative of rotation matrix and translation, (3)
is rewritten using the format of Lie algebra and expressed in
the following (4):{

err_p = K · T (ζ )·Pworld − p
err_dep = dep− Pc(Z )

(4)

where ζ is a six-dimensional vector of Lie algebras that
represents a camera pose, and T( ζ ) represents the transfor-
mation matrix from world coordinate system to current frame
coordinate framework. K represents the intrinsic matrix of
the RGB camera and p is the pixel coordinate of extraction
point feature. dep is the corresponding depth information of
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FIGURE 4. The 3D line pruning.

FIGURE 5. 2D and 3D geometric constraint model of point features.

the point feature. Pc(Z ) represents the Z component of the 3D
point in the current frame coordinate framework. err_p is the
re-projection error of 2D points features, and err_dep is the
depth constraint error of points between the reference frame
and current frame.

When applying the Levenberg-Marquardt (LM) algorithm
to optimize the camera pose iteratively, our error equa-
tions need linearization. Based on the matrix derivation rule,
the Jacobian matrices of (4) are expressed as follows:

∂ (err_p)
∂ (ζ )

=

 fx 1
Zc
, 0,−fx

Xc
Z2
c
,−f x

YcX c
Z2
c
, fx + fx

X2
c
Z2
c
,−fx

Yc
Zc

0, fy 1
Zc
,−fy

Yc
Z2
c
,−(f y + fy

Y 2
c
Z2
c
), fy

XcYc
Z2
c
, fy

Xc
Zc

 (5)

∂(err_dep)
∂(ζ)
= [−Yc,Xc, 0, 0, 0, 1] (6)

(Xc,Yc,Zc) represents the 3D point in the camera coordinate
system. fx and fy are the camera calibration parameters.
According to the iteration residuals of err_p and err_dep,
the weights of point features and the corresponding per-depth
value are defined using robust kernel functions, such as the
Cauchy function. When finishing the above-mentioned steps,
our geometric constraint with 2D and 3D points is estab-
lished.

2) GEOMETRIC CONSTRAINT MODEL OF 2D AND 3D LINES
For the line features, our proposed geometric constraint
model includes three constraints. The first one is the tradi-
tional 2D line re-projection error and is shown in Fig.6. For

FIGURE 6. The illustration of re-projection errors of 2D line features.

the geometric constraint of 3D lines, the plane normal and
the distance from the camera optical center to a 3D line are
appended. Firstly, the cross product of the normal vector of a
plane that contains the 3D line in consecutive frames should
be close to a zero vector in a unified coordinate framework.
Meanwhile, the distance from the camera optical center to a
3D line should be equal to each other in the adjacent frames
in the unified coordinate framework, and the two constraint
conditions are shown in Fig.7. Finally, the constraint con-
ditions of 2D and 3D lines constitute our new geometric
constraint model of lines. Next, the details of our proposed
geometric constraint model of 2D and 3D lines are introduced
systematically.

For the first constraint condition, we still adopt the mini-
mization of the distances from the re-projected endpoints of
the 3D line to the 2D line features. The geometric constraint
model is shown in Fig. 6. Here, P and Q are endpoints of
the 3D line, while p and q are pixel coordinates of line
features. p’ and q’ are the re-projection of the matching line
features. o-xyz and o’-x’y’z’ denote the current frame and ref-
erence frame coordinate system, and O-XwYwZw represents
the world coordinate system. The red dotted line denotes the
distance between the endpoints of projected lines and the
original line features. The constraint model of line features is
established as follows: Firstly, the 2D line equation in image
space is computed by using pixel coordinates of line features.
The line equation is solved using (7):

λ1×3 =
[p]∧ ·q
| [p]∧ ·q|

(7)

Here, λi(i =0, 1, 2) is the coefficients of the line equation,
and λ is a unit vector. p and q are the homogeneous coor-
dinates consist of line features endpoints, and [·]∧ is the
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FIGURE 7. The illustration of 3D re-projection errors of 3D line.

skew-symmetric matrix of a three-dimensional vector. On the
grounds of the computed line equation in the image plane
coordinate system and the pixel coordinate of re-projection
line features, the error equation is established using (8):{

err_s = λ0xp + λ1yp + λ2
err_e = λ0xq + λ1yq + λ2

(8)

Here, err_s and err_e denote 2D re-projection error of line
feature. (xp, yp) and (xq, yq) are the pixel coordinate of
re-projected line endpoints. Based on (8) and the rule of chain
derivation, the Jacobian matrices are expressed as (9):
∂(err_s)
∂(ζ)

= λ0
∂(err_s)
∂(xp)

∂(xp)
∂(ζ)

+ λ1
∂(err_s)
∂(yp)

∂(yp)

∂(ζ)

∂(err_e)
∂(ζ)

= λ0
∂(err_e)
∂(xp)

∂(xp)
∂(ζ)

+ λ1
∂(err_e)
∂(yp)

∂(yp)

∂(ζ)

(9)

By expanding and rearranging the formula (9), the concrete
form of two Jacobianmatrices are expressed in (10), as shown
at the bottom of the next page:
where (fx,fy) is the camera parameters and λi(i = 0,1,2) is
coefficients of the line equation. (Xs, Ys,Zs) and (Xe,Ye,Ze)
are the 3D coordinates of line endpoints in the camera coor-
dinate system.

Next, another two constraint conditions are introduced and
shown in Fig.7. In Fig.7, P and Q are endpoints of the 3D
lines, while p and q are endpoints of the 2D line feature. p′

and q′ are the extraction line features of the prior frame. o-xyz
and o’-x’y’z’ are the camera coordinate systems of different
frames, and O-XwYwZw is the world coordinate system. oPQ
is the plane containing the camera optical center and 3D line
(PQ), and o’PQ is another plane that contains the camera opti-
cal center and 3D line PQ. n’ and n are normal vectors of two
planes. d and d ′ denote the distance from the camera optical
center to the 3D line PQ. As described in Fig.7, on the basis
of space geometric knowledge, the cross product between
the normal n of plane oPQ and n’ of plane o’PQ should be
a zero vector in a unified coordinate reference framework.
The two planes contain the camera optical center and the
3D line. According to the above-mentioned, our proposed
geometric constraint model using the 3D line is constructed as
follows: Firstly, the normal vector of plane oPQ is calculated

using (11) as follows:

η3×1 =
[X s]∧ ·Xe

| [X s]∧ ·Xe|
(11)

where the Xs and Xe are the coordinates of 3D line end-
points (PQ) in the current coordinate system, and η is a
unit normal vector. [·]∧ is the skew-symmetric matrix of a
three-dimensional vector. After acquiring the 3D coordinates
of the matching line (PQ) in the prior coordinate frame,
the geometric constraint related to the plane normal of 3D
line is established. In other words, the plane containing the
camera optical center (o′) and re-projected 3D line (PQ) and
another plane containing the camera optical center (o) and
the 3D line (PQ) should conform to the geometric coplanar
condition under the unified coordinate system. The relevant
error function is expressed using (12). Ps and Pe are 3D
endpoint coordinates of a 3D line in the reference frame
coordinate system. Xp and Xq represent the 3D coordinate of
line endpoints transformed from reference coordinate system
or world coordinate system to the current camera coordinate
system. The err_η is a three-dimensional vector, and [.]∧

is the operator that converts a three-dimensional vector to a
skew-symmetric matrix.

Xp = T (ζ ) · Ps
Xq = T (ζ )·Pe
err_η3×1 = [η]∧ · (

[
Xp
]∧ ·Xq)

(12)

Given (12) and the chain derivation rule, the Jacobian matrix
of the error term is presented in (13) as follows:

∂ (err_η)
∂ (ζ )

=


∂(err_η)1
∂(ζ )

∂(err_η)2
∂(ζ )

∂(eerr_η)3
∂(ζ )



=


∂(err_η)1
∂(Xp)

∂(Xp)
∂(ζ ) +

∂(err_η)1
∂(Xq)

∂(Xq)
∂(ζ )

∂(err_η)2
∂(Xp)

∂(Xp)
∂(ζ ) +

∂(err_η)2
∂(Xq)

∂(Xq)
∂(ζ)

∂(err_η)3
∂(Xp)

∂(Xp)
∂(ζ ) +

∂(err_η)3
∂(Xq)

∂(Xq)
∂(ζ )


3×6

(13)

where ∂(err_η)1
/
∂(ζ), ∂(err_η)1

/
∂(ζ), and ∂(err_η)1/

∂(ζ) are the differential element of error vector err_η,
respectively. Xp and Xq are 3D coordinates of the 3D line
in the current camera coordinate system.

For the third constraint term of lines, in the light of space
geometric knowledge again, the distance d between the cam-
era optical center (o) and the 3D line (PQ) is equal to d ′ calcu-
lated from the camera center (o′) to re-projected 3D line (PQ).
In the same way, the distance between the camera optical
and the corresponding 3D line is calculated first. As shown
in Fig.7, on the grounds of the geometric properties of the
cross product of two vectors, the distance d in Fig.7 from
the camera center (o) to a 3D line (PQ) is calculated by
using (14). {

dis_s= |− [X s]∧ · ν|
dis_e= |− [Xe]∧ · ν|

(14)
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dis_s and dis_e are calculated by utilizing two endpoints of
a 3D line. ν represents the unit direction vector of a 3D line,
and [·]∧ is also the skew-symmetric matrix of a 3D vector.
If the value d in Fig.7 is acquired, the coordinates of the
matching 3D lines in the prior frame and the direction ν are
used to establish an error equation. The error equation related
to distance constraint is established using (15).{

err_dis_s= |− [T (ζ ) · Ps]∧ · ν|−dis_s
err_dis_e= |− [T (ζ ) · Pe]∧ · ν|−dis_e

(15)

Given (15) and the matrix derivation rule, the corresponding
Jacobin matrix can be presented in (16). ∂(err_dis_s)

∂(ζ)
∂(err_dis_e)

∂(ζ)

 =
 ∂(err_dis_s)

∂(Xs)
∂(Xs)
∂(ζ)

∂(err_dis_e)
∂(Xe)

∂(Xe)
∂(ζ)


2×6

(16)

X s and Xe are the coordinates of line endpoints in the cur-
rent camera coordinate system. After acquiring the Jacobian
matrices of error terms, the error Equation (4), (8), (12),
and (15) are utilized to establish our new optimization model
of points and lines. Based on each iteration of residuals,
the weight of each error term related to a line is defined using
the robust kernel function such as the Cauchy function.

D. BUNDLE ADJUSTMENT WITH POINT AND LINE
To improve the accuracy and efficiency of SLAM,
the keyframes need to be selected. If a new frame is con-
sidered as a keyframe, the frame will be inserted into the
keyframes storage. In this manuscript, the strategy of deter-
mining a keyframe based on entropy [29], [44] is adopted in
our SLAM system, which is different from the keyframe strat-
egy existing inORB-SLAM2. The strategy of determining the
keyframe applies the uncertainty of relative pose estimation
in the adjacent frames.

Once the frame is confirmed as a keyframe, the pose
parameters of keyframes sequences that share the common
points and lines in the map are optimized with a BA strategy.
In this study, our proposal is extended to the classic BA
model. Firstly, for point features, the 2D and 3D error equa-
tions of points presented in (4) are appended. Subsequently,

for the line features, the 2D and 3D error equation related
to lines based on (8), (12), and (15) are added either. Then,
a unified cost equation that contains the point-line is built as
follows:

ζ ∗ = argmin
∑n

i
(eTij

∑−1

p
eij))+

∑m

i
(lTik

∑−1

l
l ik )) (17)

Here, eij is the error term related to 2D and 3D points. l jk is
the error term related to 2D and 3D lines. n and m denote
the number of point feature and line feature, respectively.
6−1p an 6−1l are the weight matrices associated with points
and lines, and the weight matrices are defined by using each
iteration residuals of error terms related to point and line
features. Thus, our new geometric constraints are extended to
the BA model. When a new frame is decided as a keyframe,
the pose of keyframes that share common points and lines will
be optimized and the relative pose between the current frame
and previous frame is updated. If a frame is the last one of the
image sequences, the optimized pose of all frames would be
output. If not so, the systemwould return to continue tracking
frames and optimize the camera pose. Meanwhile, when
obtaining a new keyframe, the process of looping detection
is done to reduce the accumulated errors and drifting. In this
paper, point and line features are used for loop detection.
Once the loop closure is detected, a global BA strategy is
performed to update the pose of all frames.

III. EXPERIMENTAL RESULTS
In this section, to verify our RGB-D SLAM, we have per-
formed a series of experiments on the public datasets with
ground-truth. Then we also compared our method with the
state-of-the-art SLAM methods, e.g., RGB-D SLAM [45],
PTAM [22], LSD-SLAM [23], ORB-SLAM2 [31]. All the
experiments are performed on a laptop computer with an
Intel R©CoreTMi5-8250U@CPU with 1.6 G Hz. The software
utilized in our SLAM method include the Linux operating
system of Ubuntu 16.04, OpenCV 3.2.0, Eigen 3.0, g2o, and
C++ language.

For the quantitative evaluation of visual SLAM, the easy-
to-use evaluation tool of Python (https://vision.in.tum.de/



∂(err_s)
∂(ζ)

=


−(fy × λ1 +

fx × λ0×X s×Y s + fy × λ1×Y 2
s

Z2
s

),

(fx×λ0 +
fx × λ0×X2

s + fy × λ1×Y
2
s

Z2
s

),

λ1 × X s × f y − λ0×Y s × f x
Zs

,
λ0×f x
Zs

,
λ1×f y
Zs

,
fx×λ0 × Xs + fy×λ1×Ys

Z2
s


1×6

∂(err_e)
∂(ζ)

=


−(fy × λ1 +

fx×λ0 × Xe×Y e + fy×λ1×Y 2
e

Z2
e

),

(fx×λ0 +
fx×λ0×X2

e + fy×λ1×Y
2
e

Z2
e

),

λ1 × Xs × f y − λ0×Y e × f x
Ze

,
λ0 × f x
Ze

,
λ1×f y
Ze

,
fx×λ0×X e + fy×λ1×Y e

Z2
e


1×6

(10)
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TABLE 1. Comparison of RMSE [cm] in the TUM RGB-D dataset.

data/datasets/rgbd-dataset/tools), is utilized to evaluate the
performance of visual SLAM systems. The metric index of
the absolute camera trajectory error is used to evaluate our
SLAM method. Root Mean Square Errors (RMSE) of the
absolute translation error (ATE) is considered as the main
evaluation criterion and applied to measure the difference
between the ground-truth and the estimated. RMSE is an
important evaluation indicator, and the RMSE of ATE reflects
the accuracy and robustness of SLAMgenerally. For the state-
of-the-art SLAM systems (e.g., ORB-SLAM2 [31], LSD-
SLAM [23]), the RMSE is usually utilized to evaluate the
overall performance of SLAM. Given the trajectory estima-
tion X̂i of a frame and the ground truth Xi, the value of RMSE
is calculated by using (18) as follows:

RMSE =

√
1
n

∑n

i=1
||trans(X̂i)− trans(Xi)||

2
(18)

n is the number of frames. The experimental results are
described in detail below.

A. TUM DATASETS
The TUM datasets is a public benchmark dataset and usu-
ally used to evaluate the performance of visual SLAM
system [17]. The datasets contains kinds of indoor scene
sequences, which are recorded using an RGB-D camera.
These image sequences are recorded in real indoor scenes at
a frame rate of 30Hz with a 640×480 size and provide the
ground-truth trajectories traced by a motion-capture system
with higher positioning accuracy. The TUM RGB-D datasets
is also a challenging benchmark dataset containing some

blurred, rotation, and low texture sequences, which makes
it difficult to estimate camera pose accurately. Three typical
examples of image sequences are shown in Fig.8. As a result,
many outstanding visual SLAM systems adopted the TUM
RGB-D datasets as their benchmark datasets to evaluate the
accuracy and robustness of SLAM, for example, the ORB-
SLAM2 [31] and RGB-D SLAM [44].

In our practical experiments, the number of extraction
point and line features are set as 1000 and 300, respec-
tively. The experimental results of using TUM datasets are
shown in Table 1. We compared the performance of our
algorithm with RGB-D SLAM [44], PL-SLAM2 [50], PL-
F-SL AM [45], and PL-SLAM [14] which are based on the
2D point-line features. We also compared our RGB-D SLAM
method with the classical ORB-SLAM2 [31], PTAM [22],
and LSD-SLAM [23]. The RMSE of experimental results are
presented in Table 1. All statistics are from [14], [44], [45]
and our real experiments. ‘‘∗’’ indicates that the algorithm
does not provide the relevant experimental results. ‘‘×’’
means that tracking lost at some point or a significant portion
of the sequences is not processed by the visual SLAM system.
The best value is bold and denotes the most accurate result for
pose estimation. Some intuitive results and the correspond-
ing ATE of trajectories estimated by ORB-SLAM2 [31] and
our RGB-D SLAM are shown in Fig.9. In Fig.9, the black
lines represent the ground-truth of trajectories. The blue lines
denote the estimated trajectories by our proposed SLAM
method and ORB-SLAM2 [31]. The red lines represent the
error metric between the ground-truth and the estimated tra-
jectories.
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TABLE 2. Comparison of RMSE [cm] in the ICL_NUIM datasets.

FIGURE 8. Different image sequences of TUM RGB-D datasets.

FIGURE 9. The trajectories are estimated using ORB-SLAM2 and our proposed method on TUM datasets.

In Table 1, although ORB-SLAM2 achieved the best accu-
racy in one sequence, ORB-SLAM2 performed all sequences
and showed higher reliability. PL-SLAM yielded the best
value in a sequence, and the system was not robust because
tracking loss occurred in 2 image sequences. RGB-D SLAM,
PL-F SLAM, and PL-SLAM2, which all were classical
RGB-D SLAM based on point and line features, achieved
four best results in all sequences. However, they also per-
formed a comparable accuracy and the tracking loss did not
occur in the experiments. It was noted that our RGB-D SLAM

performed the best accuracy in 8 out of 15 sequences. Even
if our method did not perform the best value in 7 of all
sequences, our proposal achieved considerable performance
compared to the RGB-D SLAM systems above. Moreover,
our SLAMmethod achieved somemoderate improvements in
these common scene sequences (fr1-xyz, fr2-xyz), it was clear
that our method achieved significant improvements in accu-
racy for these fast-rotation and low-texture sequences (fr1-
360, fr3). Furthermore, from the visible comparisons in Fig.9,
our proposal had a robust performance than ORB-SLAM2.
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FIGURE 10. The trajectories are estimated using ORB-SLAM2 and our proposed method on ICL-NUIM RGB-D datasets.

FIGURE 11. Example of images captured by Kinect1 in the real scenario.
The first row and second row: examples of frames and the basic layout of
the corridor.

It was distinct to conclude that our proposal improved the
camera poses accuracy effectively.

B. ICL_NUIM DATASETS
The ICL-NUIM (Imperial College London and National
University of Ireland Maynooth) data- sets [18] comprises
the images from a hand-held RGB-D camera in generated
environments and the corresponding ground truth of poses
are also provided. The image sequences are captured in a
living and office room with the ground-truth to measure the
accuracy of visual odometry or SLAM. We compared the
performance of our proposed SLAM with the ORB-SLAM2
[31] too. The statistics are from our real experiments, and
summarized in Table 2. The best values are still bold and
represent the most accurate result of camera pose estimation
in Table 2. For visible comparison, some experimental results

FIGURE 12. The trajectories are estimated using ORB-SLAM2 and our
proposed method on the real scene. The trajectory marked by the blue
solid line is generated by ORB-SLAM2, while the trajectory marked using
the green solid line is from our proposed method.

and the corresponding ATE of trajectories estimated by the
ORB-SLAM2 [31] and our proposed method are shown
in Fig.10. In Fig.10, the black lines represent the ground-truth
trajectories. The blue lines denote the estimated trajectories
of our method and ORB-SLAM2 [31]. The red lines rep-
resent the difference between the truth and the estimated
trajectories.

C. REAL SCENARIO
In this section, we performed our experiments in the real
scenario by using ORB-SLAM2 and our method. The image
frames were captured by an RGB-D camera of Microsoft
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FIGURE 13. Comparison of 3D point clouds from our method and ORB-SLAM2.

Kinect-1, and the examples of the sequences were shown
in Fig.11. The dataset is recorded in an L-shaped corridor
and owns various situations, for instance, rolling, low-texture
scene, and dim light, which is also a challenging image
sequence for visual SLAM.Our proposed RGB-D SLAMand
ORB-SLAM2 performed the experiments. We also displayed
the 3D point clouds generated from our method and ORB-
SLAM2 in Fig.13 visually.

Fig.12 shows the trajectories estimated by ORB-
SLAM2 and our proposed method, while Fig.13 provides
a comparison of 3D point clouds generated from ORB-
SLAM2 and our proposal from different views. Visually,
compared to ours, ORB-SLAM2 yielded an obvious drifting
shown in Fig.13 (a). Moreover, in the yellow ellipse of
Fig.13 (d), our proposed method outputted more stable 3D
point clouds than ORB-SLAM2, such as the ceiling and door
in the corner. As the real scenario dataset includes amounts
of frames with the low-texture and structure information in
the corner of the corridor, it is manifested to find out that
the ORB-SLAM2 generated big drafting in Fig.12 and the
warping point clouds visibly in Fig.13. Consequently, it can
be summarized that our proposed method is more robust and
feasible than ORB-SLAM2 in the real scenario.

D. RUNTIME ANALYSIS
In addition to the accuracy, efficiency is also an important
evaluation indicator for SLAM, and we investigate the effi-
ciency performance of our SLAM. We take the ‘‘fr2_large_
loop’’ as an example and employ the evaluation indicator
of average processing frames per second (FPS) to evaluate
the efficiency performance. There are 5182 frames in the
‘‘fr2_large_loop’’ sequence with a distance of 39.11 meters.

ORB-SLAM2 operates one fame in 0.032s at a higher FPS
of 31.25. Since our proposed RGB-D SLAM needs to deal
with the 2D and 3D information within points and lines, our
proposed method consumes a little time more than ORB-
SLAM2. Although our proposal processes one fame at a
lower FPS of 16.67, our method merges the 2D and 3D of
points and lines to estimate the camera pose with higher
accuracy.

IV. DISCUSSION
In the experimental results of Table 1 and Fig.9, PL-
F-SLAM [45] and our method outperform other SLAM
solutions. Comparing to the SLAM methods which are
based on the 2D re-projection error of point and line fea-
tures [14], [44], [45], our proposed method is established
based on the 2D and 3D points and lines and achieves obvi-
ous improvement in location accuracy for the indoor scene
sequences. AsRGB-D camera can provide depth information,
our method makes use of 2D and 3D information within
points and lines, which is the distinct difference from the
RGB-D SLAM with points and lines [44], [45]. In con-
trast to the PL-SLAM with a monocular camera [14], it is
inessential to perform the initialization for acquiring 3D
information. Our method reduces amount of computation
simultaneously, which is another advantage of our method.
In contrast to the ORB-SLAM2, our proposal acquires obvi-
ous improvements in low-texture sequences (fr3) and the
rotation sequence (fr1_360). We further plot the ATE of esti-
mation trajectories in Fig.9. As shown in Fig.9, our method
achieves a better performance than ORB-SLAM2. How-
ever, for the fast-rotation and weak-matching scene image
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sequences (fr1_rpy, fr1_room), our method just obtains a
mildly poor performance.

In the experimental results of Table 2 and Fig.10, both
ORB-SLAM2 and our method run 8 image sequences suc-
cessfully. In Living 1 andOffice 1, our method performs more
noticeable improvements in location accuracy, while ORB-
SLAM2 only achieves the best performance in Living 2. The
following reasons are accounting for it: As the ORB-SLAM2
is run by utilizing points only, and the low-texture scene
sequences contribute that the extraction point features are
too concentrated to distribute in the whole image region uni-
formly, therefore the accuracy and robustness of camera pose
is poor. Moreover, the smaller numbers of extraction points in
the frames recorded in the low-texture scene is another reason
for the poor performance of ORB-SLAM2. For further visual
comparison, we also plot the ATE of estimation trajectories
in Fig.10. As shown in Fig.10, our method also achieves
better performance than ORB-SLAM2.

It can be concluded from the experimental results as fol-
lows: our proposed method makes full use of the 2D and 3D
geometric information within the points and lines to establish
constraint, model and it is different from the visual SLAM
methods based on 2D re-projection error of point and line
features. As our proposal integrates the 2D and 3D infor-
mation within points and lines, our SLAM method achieves
an improvement in accuracy performance than PL-SLAM
using 2D point and line features only. Besides, compared to
ORB-SLAM2, PTAM [22], and LSD-SLAM [23], although
our method performs some slight improvements in the pose
estimation in common scenarios, it can achieve comparable
accuracy in those low-texture scenes (Living 1, Office 1, fr3).
Finally, in the light of the experimental results of the real
scenario, our proposed method obtains higher accuracy with
strong robustness and can be applied in the pose estimation
model of an RGB-D camera for real application.

V. CONCLUSION AND FUTURE WORK
In this paper, we proposed a new geometric constraint model
of RGB-D SLAM with points and lines. The main innova-
tions of our method were summarized as follows: (1) for
the point, in addition to the 2D re-projection error of points,
as an RGB-D camera can provide the per-depth information,
the per-depth was utilized fully and the constraint error of
per-depth was added in our method. For the line, we made
the most of the 2D and 3D geometric information within the
lines to construct our proposed method, and our method was
different from the RGB-D SLAM systems based on the 2D
re-projection error of point and line features merely. (2) we
established our geometric constraint model using the 2D and
3D information of points and lines and extended it to the BA
model.

In the experimental section, the qualitative experiment
results proved our method improved the accuracy and robust-
ness of ORB-SLAM2 based on point features. We also
presented the experiments performed by using the TUM
and ICI_NUIM RGB-D datasets. The experimental results

showed that our SLAM method achieved a moderate
improvement in regular scenes, and achieved obvious robust-
ness and improvement in the low-texture and blurred image
sequences. Moreover, we also performed our experiment
in a real scene, and our proposal outperformed the ORB-
SLAM2 on the basis of the comparisons of point cloud visu-
ally. Furthermore, we compared these RGB-D SLAM meth-
ods [44], [45] which are all state-of-the-art RGB-D SLAM
systems based on point and line features. These RGB-D
SLAMmethods utilized 2D information with points and lines
to estimate pose. By contrast, our proposed method was
established by the 2D and 3D information of points and lines
and as such, achieved better performance generally.

In the future, our work will focus on two aspects listed
as follows: (1) we will extend our approach into RGB-D
SLAM based on multiple features (point-line-plane), which
provide more robust pose estimation for some special scenes
containing low-texture and structure information. (2) as our
proposed SLAMmethod is based on the 2D and 3D informa-
tion within point and line, which requires more time than the
ORB-SLAM2, the operation efficiency of our SLAMmethod
will be planned to improve in our future work.
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