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ABSTRACT Nowadays, the increase in the number of mobile users and cellular traffic leads to new
challenges in the fifth-generation (5G) of cellular networks. The increase in the demand for high data
rates brings challenges like scalability and flexibility in the 5G network. Software-defined networking
(SDN) is a network paradigm that separates the control plane and data plane in the network and ease the
management of the network. In this work, an SDN based 5G core architecture is proposed, in order to
introduce flexibility and ease of management in the network. Another benefit of using SDN is to make the
network vendor-independent. Furthermore, the explanation of initial attachment and handover procedures in
the proposed architecture is provided. A network simulator is built to evaluate the performance of proposed
architecture, in terms of end-to-end delay, throughput and resource utilization of controller, under different
network factors. A performance comparison, in terms of end-to-end delay, between proposed SDN based
5G architecture and traditional 5G architecture is provided. Results show that the proposed architecture
provides 18% to 62% less end-to-end delay, under different factors for different procedures, compared to
the traditional 5G architecture. A comparison with previous works is also provided, which indicates similar
trends in delay between our work and previous studies.

INDEX TERMS Fifth generation cellular network, 5G, software-defined network (SDN), OpenFlow,
simulation, end-to-end delay, throughput, utilization.

I. INTRODUCTION
The fifth-generation (5G) standard of cellular communica-
tions is the successor of the fourth-generation (4G) cel-
lular network. 4G provides data rates of 100 Mbps and
1 Gbps for mobile and stationary users, respectively. How-
ever, the demand for data rates is increasing rapidly because
of multimedia applications [1] and the massive increase in
the number of devices. According to Cisco, mobile data
traffic in 2022 will increase seven times the amount of traffic
in 2017, i.e., an increase from 11.5 Exabytes per month
in 2017 to 77.5 Exabytes per month by 2022 [2]. Next Gener-
ation Mobile Networks (NGMN) presented several use cases
for 5G networks, for example, ultra-reliable communication,
massive Internet of things [3] and lifeline communication,
etc. Each of these use cases has its own expectations [4].
So the 5G architecture should be programmable in order to
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fulfill these expectations [5] and allow the service providers
to implement new services flexibly.

Software-defined networking (SDN) is a technology that
separates the control plane and data plane in a network and
centralize the control plane in a single entity. This separation
and centralization improve network flexibility and also help
to reduce the capital expenditure (CAPEX) of the network
[6]. By incorporating SDN concepts in the 5G network,
the network will be more adaptable to the changing demands
and the network operators will be able to fulfill the require-
ments of different applications [7]. The SDN controller is able
to programmatically control the data plane switches using
open standards, like OpenFlow [8], [9].

Several research works have been done in order to apply
the advantages of SDN in the 5G mobile core network. How-
ever, most of these works implement SDN on LTE architec-
ture and extend it to propose a 5G architecture, instead of
using SDN on 3GPP (3rd Generation Partnership Project)
5G architecture [10], which is shown in Fig. 1. Moreover,
most of the studies do not provide a detailed performance

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 10179

https://orcid.org/0000-0002-3888-3975
https://orcid.org/0000-0001-9043-2568
https://orcid.org/0000-0001-6578-5417
https://orcid.org/0000-0002-7879-1469
https://orcid.org/0000-0001-9278-6503


A. Abdulghaffar et al.: Modeling and Evaluation of Software Defined Networking Based 5G Core Network Architecture

FIGURE 1. 5G Service-based architecture [10].

evaluation of their proposed SDN based 5G core network.
So, this work aims to propose an SDN based architecture for
5G core network, which will be based on the standard 3GPP
5G architecture. Furthermore, two control plane procedures,
including Registration (initial attachment) and Handover, are
considered. The performance of the SDN based 5G architec-
ture is evaluated based on different metrics, including end-
to-end delay, throughput at the controller and the resource
utilization of the controller. The performance of the proposed
architecture is compared against the traditional 5G architec-
ture in terms of end-to-end delay observed during control
plane operations. Results show that the proposed architecture
outperformed the traditional 5G architecture. A comparison
with previous works is also provided, which indicates similar
trends in delay between our work and previous studies.

The rest of this paper is organized as follows: Section 2 pro-
vides a brief background of 5G architecture and SDN, while
Section 3 explains the related work present in the liter-
ature. Section 4 describes our proposed architecture and
Section 5 explains the initial attachment (registration) and
handover procedures in our architecture. Modeling details
and implementation of the proposed architecture are pre-
sented in Section 6. Section 7 details the results of the
simulation, provides a comparison with the traditional 5G
architecture and explains the effect of various factors on the
results. It also provides a comparison with previous works
and contains details on the validation of our simulator. Lastly,
Section 8 concludes the research work and provides potential
future work directions.

II. BACKGROUND
A brief background on 5G architecture and software-defined
networking are presented in this section, in order to assist in
understanding the basic concepts of these technologies.

A. 5G ARCHITECTURE
5G service-based architecture (SBA) given in [10], is shown
in Fig. 1. Network functions that are part of the control
plane are Network Slice Selection Function (NSSF), Access
and Mobility Management Function (AMF), Authentica-
tion Server Function (AUSF), Session Management Func-

tion (SMF), Unified Data Management (UDM), and Policy
Control Function (PCF). Whereas other entities are Applica-
tion Function (AF), Data Network (DN), User Plane Func-
tion (UPF), (Radio) Access Network ((R)AN), which is also
known as Next Generation Radio Access Network (NG-
RAN), and User Equipment (UE).

Each entity provides different functions. AMF provides
functions like access control, registration, and mobility man-
agement. Session management functions, like establishing,
modifying, and releasing sessions, are provided by SMF.
Along with that, SMF also provides the support of IP address
allocation to the UE and configures routing decisions at UPF
to facilitate traffic routing to proper destinations. UPF is simi-
lar to the gateways (SGW and PGW) in the LTE network, and
it provides the functionality of packet inspection, routing and
forwarding. It can also support the quality of service (QoS)
requirements for the user plane. Another important function-
ality of UPF is that it connects to the data network, and the
UPF connected to the data network is known as Protocol
Data Unit (PDU) Session Anchor [11]. PCF provides a policy
framework to direct network behavior, while UDM provides
user identification functionality and generates authentication
credentials. UDM also supports SMS and subscription man-
agement. AUSF supports authentication functions, whereas
NSSF selects the network slice that will serve the UE. NSSF
is generally a part of AMF. More details on these network
functions are available in the 3GPP standard and literature
[10], [12].

B. SOFTWARE-DEFINED NETWORK
Software-defined networking (SDN) is a paradigm that
enables the separation of control and data plane in a network.
SDN does that by extracting the control plane functions from
the forwarding devices, like switches and routers, and cen-
tralizing these functions on an SDN controller. In traditional
network entities, like switches and routers, the control plane is
tightly coupled within each entity, along with the data plane.
The benefits of centralizing the control plane in one entity
includes simplifying network management and introducing
programmability in the network [13]. It also helps network
administrators to easily upgrade the services provided by the
network from a centralized source [14], as compared to the
traditional network where each device has to be configured
manually [15].

In the SDN network, the controller is responsible to decide
which actions should be performed on the packets, like for-
warding or dropping, and install these rules in the forwarding
elements, e.g., switches. These rules are termed as flow rules
and each forwarding element maintains these rules in a table
known as flow table. This flow table dictates the operation of
a forwarding device. SDN controller communicates with the
forwarding devices on the southbound interface and the com-
munication protocol used is known as OpenFlow protocol
[8]. The OpenFlow protocol is standardized by the Open Net-
working Foundation (ONF) [16], and its major benefit is that
it allows interoperability between devices in a multi-vendor
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FIGURE 2. Simple SDN architecture.

network environment. On the other hand, different network
applications run on the northbound interface of the controller
[17]. This is depicted in Fig. 2.

III. RELATED WORK
In this section, the most relevant work is presented that
implements SDN concepts in mobile core network in order to
move towards the next generation or 5G network. Most of the
research work present in literature tries to incorporate SDN
concepts in LTE architecture and extend it to propose a new
5G architecture. Whereas some articles propose a clean slate
architecture, and some integrate SDN with the standardized
5G architecture. An example of a work that provides a clean
slate architecture is SoftNet [18], while examples of works
that extend LTE architecture to propose a 5G architecture
are presented in [19]–[24]. Finally, samples of the research
work that use the standardized 5G architecture are presented
in [25]–[27].

SoftNet [18] completely re-designs the core network using
SDN. It consists of a core network and a unified radio access
network (RAN). The access points in the RAN are connected
to servers that are placed at the edge of the core network.
Several control plane network functions are supported includ-
ing, centralized network control and Quality of Service (QoS)
control, etc. SoftNet is claimed to be adaptable, efficient,
scalable, and simple in design. SoftNet has two different
types of network control, decentralized and centralized. The
decentralized control is used on a system level to improve
scalability and flexibility, while the centralized control is used
on a component level to improve efficient resource utilization.
The authors provide performance evaluation to compare the
signaling cost of SoftNet and LTE networks, and the results
of simulations shows that the signaling overhead is reduced
in SoftNet compared to the LTE network.

Sama et al. [19] proposed an architecture to introduce
programmability and flexibility in the LTE core network
using SDN. In order to achieve their desired goal, the authors
implemented MME and the control plane of SGW (SGW-C)
as applications on top of the SDN controller. Whereas the
data plane of SGW (SGW-D) is implemented as an Open-
Flow switch and forwards the traffic based on flows installed
by the controller. The authors kept PGW the same as the

traditional LTE core network. The radio functions of eNB
are kept unchanged, while they added the support of Open-
Flow protocol for data plane management. Using OpenFlow
protocol, the controller periodically receives load status of
switches and then performs load balancing on the switches.
The authors provide analytical modeling of their proposed
architecture and quantify the signaling load of the proposed
architecture and the traditional LTE architecture and pro-
vide their numerical results. From the results, the authors
claimed that introducing SDN in the core network reduces
the signaling load in the network. Similar architecture is used
by Pagé and Dricot in [23], and from qualitative analysis
the authors claimed that the end-to-end delay is reduced by
using lightweight OpenFlow messages. However, the work
did not provide any analytical model or implementation and
performance evaluation of the proposed solution.

The study in [20], [21] by Nguyen and Kim, extends the
work in [19] by separating the control plane and data plane
of PGW and moving the control plane (PGW-C) on top of
the SDN controller, named as the mobile controller (MC).
Whereas the rest of the architecture is reused from [19].
However, the single controller does not solve the problem
of scalability in the network. The analytical modeling of this
work is provided by the authors, where they investigate the
signaling load of three architectures, including traditional
LTE architecture, architecture proposed by Sama [19] and
OEPC architecture proposed by the authors. They also carried
out experiments to find the numerical results of the provided
analytical model and concluded from the results that their
proposed architecture reduces the signaling load compared to
the traditional LTE architecture and the architecture proposed
by Sama [19]. Similarly, the research work done by Jain et al.
[22] uses the architecture that is presented in [21]. The main
goal of the authors is to compare the performance of the
core network with SDN and NFV in terms of throughput and
latency. From their results, the authors claimed that the SDN
based core network is suitable for data plane traffic, while it
is not suitable for signaling traffic.

The authors in [24] utilize LTE network entities to propose
a new cloud based 5G core architecture. The architecture con-
tains two level of cloud network hierarchy, namely the edge
cloud and the central cloud. As the name suggest, the edge
cloud is closer to the user (UE) and it provides latency sen-
sitive services to the UE. Whereas the central cloud manages
the service and network resources in a centralized manner
using SDN and NFV technologies. The authors provide an
analytical model that selects the appropriate cloud with the
aim tomaximize resource and network utilization while mini-
mizing resource cost and network load. The numerical results
show that there is a tradeoff between resource cost and net-
work cost when the number of deployed clouds is increased
in the network. However, the authors did not provide any sim-
ulation or prototype-based performance evaluation of their
architecture. Tadros et al. [28] study different control plane
architectures in 5G networks and compare them in terms of
throughput and latency. The three architectures presented in
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this work are centralized, distributed, and locally centralized-
physically distributed (LC-PD) control plane architectures.
These architectures are implemented in Mininet-WiFi emu-
lator [29] and from the results the authors claimed that LC-
PD architecture provide lower latency and higher throughput
compared to other two architectures. However, the proposed
architecture is not based on the standard 3GPP 5G architec-
ture.

The study in [26] by Eichhorn et al. proposed an SDN
based architecture for a sliced 5G core. Network slice is a
customized logical network on top of physical architecture
that provides specific network features and capabilities [30].
The proposed architecture decouples the control plane from
data plane components. The authors integrate the SDN con-
troller between SMF andUPF, where the UPF is implemented
as an SDN switch. The controller is connected to the SMF
on its northbound interface and the UPF (the SDN switch) is
connected to its southbound interface. Thus, decoupling the
control plane from the data plane. The proposed architecture
is based on 3GPP’s 5G service-based architecture. However,
the authors did not provide any analytical model or perfor-
mance evaluation of their architecture.

Nayak et al. [27] proposed a centralized SDN architec-
ture in 3GPP’s 5G architecture. The control plane functions
of RAN are moved to the core network, which made the
gNB a simple data plane entity. All control plane functions
are controlled by a single control plane entity in the core
network. The control plane functions of RAN are merged
with AMF in the core network, the new AMF is known as
evolved AMF (eAMF). The authors provide the signaling
costs of registration and handover procedures in 5G and the
proposed architecture. It has been claimed that the proposed
architecture helps in the reduction of signals between the
RAN and the core network. The authors also implemented
both architectures in the NS-3 simulator [31] and showed that
the proposed architecture outperformed 5G architecture.

Most of the work done in the literature uses the LTE
architecture in order to propose a 5G architecture based on
SDN. Furthermore, most of the previous research works have
not provided an extensive performance evaluation of the work
done. So, in this work, 3GPP’s standard 5G core architecture
is used to propose a new 5G core architecture based on SDN
and provide the performance evaluation of the architecture in
terms of end-to-end delay, throughput at the controller and
resource utilization.

IV. PROPOSED ARCHITECTURE
A new 5G core architecture is proposed based on the SDN
concepts. The proposed architecture is shown in Fig. 3.

In this architecture, all the control plane network functions,
like AMF, SMF etc., are moved on top of the SDN controller.
All these network functions are realized as applications and
they communicate with the SDN controller on its northbound
interface. Whereas the data plane of the 5G network, i.e.,
the UPF, is implemented as an SDN switch. The UPF com-
municates with the controller on its southbound interface

FIGURE 3. The proposed architecture.

using the OpenFlow protocol. The access network is kept
unchanged, however, in order to make the gNBs OpenFlow
compatible, it is assumed that each gNB is connected with
an SDN switch that can communicate with the SDN con-
troller. The SDN controller is responsible to manage the data
plane and to install the flow rules in the data plane switches,
including UPF and gNB’s switches. The benefit of using this
architecture is that it makes the user plane easy to manage
and flexible as it is managed by a centralized controller [26].
On the other hand, centralizing the control plane operations
in one entity leads to an increase in the resources required at
the controller, and decreasing the resources needed at the data
plane nodes. However, the controller is generally located in
the data centers where the resources are not a major concern.
Another drawback of using a single controller is the issue of
scalability in the network. However, for the purpose of this
study, we are dealing with one logical controller and we are
not tackling the issue of scalability. More implementation-
related details for the proposed architecture are presented in
section 6.

Incorporating the changes mentioned above in 5G archi-
tecture will lead to a change in the sequence of messages
exchanged during different control plane procedures. In this
work, we will focus on registration procedure and Xn based
intra and inter UPF handover procedures. Xn is an interface
between different RAN (NG-RAN) nodes [32]. In the subse-
quent sections, we will explain these procedures and provide
their call flows.

V. PROCEDURES IN PROPOSED ARCHITECTURE
A. INITIAL ATTACHMENT (REGISTRATION) PROCEDURE
The initial attachment procedure in our proposed architecture
is shown in Fig. 5. Initially, theUE sends a registration request
to the (R)AN, which is forwarded to the appropriate AMF
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FIGURE 4. Xn based handover without UPF re-allocation in proposed architecture.

FIGURE 5. Initial Attachment procedure in the proposed architecture.

after its selection from the (R)AN. In this case the AMF
is running as an application on the controller, so (R)AN
sends the registration request to the controller which is then
forwarded to the AMF application. If the SUbscription Per-
manent Identifier (SUPI) is not provided by the UE, the AMF
application then sends an Identity request message to UE to
retrieve its SUbscription Concealed Identifier (SUCI). The
UE then replies with Identity response which includes the
SUCI. The AMF will select AUSF which will initiate UE
authentication. After that, the AMF selects the UDM and
PCF of the UE. Once the registration procedure is completed,

the AMF assigns a Globally Unique Temporary Identity (5G-
GUTI) to the UE and sends it to the UE through registra-
tion accept message. The UE then acknowledges the recep-
tion of 5G-GUTI using Registration complete message. It is
important to mention that the messages exchanged between
the (R)AN and the SDN controller are embedded in Open-
Flow packets. Also, the messages that will be exchanged
between different control plane entities (i.e., the applications
on SDN controller) will be handled within the SDN controller
and are not shown in the Fig. 5.

B. HANDOVER PROCEDURE
1) Xn BASED HANDOVER WITHOUT UPF RE-ALLOCATION
(INTRA-UPF)
The handover procedure without UPF re-allocation is shown
in Fig. 4. In this procedure the target and source gNBs are
attached to a common UPF, i.e., the UPF is shared by the
gNBs. Initially, the Target Next Generation Radio Access
Network (T-NG-RAN) will send a path switch request to the
AMF (application on SDN controller) indicating that the UE
has moved to a new target cell and a handover is required.
It will also include the information regarding Packet Data
Unit (PDU) sessions that are needed to be switched. After
that, SMF will send a session modification request to UPF
in order to switch the PDU sessions requested by the T-
NG-RAN. Once the PDU sessions are switched, the UPF
will respond with the session modification response message.
After switching the path, the UPF will send an end marker
to the Source NG-RAN (S-NG-RAN) notifying it about the
change in the path and then UPF will start sending downlink
traffic to T-NG-RAN. Once this process is done, the AMF
will send path switch request acknowledgment (ACK) to the
T-NG-RAN, which in turn will send amessage to S-NG-RAN
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FIGURE 6. Xn based handover with UPF re-allocation in proposed architecture.

to release its resources and confirming the completion of the
handover procedure.

2) Xn BASED HANDOVER WITH UPF RE-ALLOCATION
(INTER-UPF)
The handover procedure when the UPF will be re-allocated
is shown in Fig. 6. Unlike the previous procedure, in this
scenario both the target and source gNBs are connected to
different UPFs. Similar to the previous handover procedure,
the T-NG-RAN will send path switch request to the AMF.
However, in this case, the UE has moved out of the serving
area of the UPF connected to the S-NG-RAN, so the SMF
has to select a target UPF (Intermediate-UPF) connected to
the T-NG-RAN and then sending a session establishment
request to the selected UPF (I-UPF). I-UPF then responds
with a session establishment response message. After that,
SMF will exchange session modification messages with the
PDU session anchor in order to switch the PDU sessions. The
End marker will be sent by the PDU session anchor on the
old path indicating that a new downlink is established, and the
downlink traffic will be forwarded on the new path. The AMF
will then send a path switch request ACK to the T-NG-RAN,
similar to the previous handover procedure. T-NG-RAN will
inform S-NG-RAN to release its resources once the handover
procedure is complete.

VI. MODELING AND IMPLEMENTATION OF THE
PROPOSED ARCHITECTURE
This section provides a detailed explanation of implementing
the proposed architecture in the network simulator.

The visual implementation of the proposed architecture is
shown in Fig. 7. The radio access network consists of 5G base
stations (gNBs) that are connected to the UEs using radio
links. As mentioned in section 4 that the base stations are
connected with OpenFlow enabled switches that are termed
as gNB-switch and they enable the base stations to communi-
cate with the SDN controller usingOpenFlow protocol. These
gNB-switches are deployed in the edge network to benefit
from traffic offloading and enforce QoS [33], [34]. The core
network consists of the SDN controller and several UPFs
which facilitate UE traffic routing between the radio access
network and data network. The UPF connected to the data
network (DN) is known as the PDU session anchor. The SDN
controller is responsible to control all data plane switches,
including UPFs and gNB-switches.

In order to evaluate the performance of SDN based 5G core
network, we developed a Python [35] based discrete event
simulator. First, we develop an event graph of our network
and then translate it into a simulation model. An event graph
represents a discrete event system visually and provides an
easy way to translate it into a simulation model [36]. The
event graph shows the events that occur in the network and
how different events can take place based on several condi-
tions. A simplified event graph of the proposed architecture
is shown in Fig. 8. The event graph consists of three network
elements, namely the base station, OpenFlow (OF) switch
and the SDN controller. At the start, all state variables of
queues (Q) and servers (S) are initialized to zero (0). Each
entity is modeled as an M/M/1 node with a single server,
single queue, where the requests arrive at the base station
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FIGURE 7. Implementation of the proposed network architecture.

based on Poisson distribution and the service times of the
nodes follow an exponential distribution. The arrival event
on each node will increment the queue state variable of the
respective node. If the server of that node is free (indicated
by 0), the service will start, and the state variable of the
queue will be decremented, and the server will be set to busy
(represented by 1). After some service time, the departure
event will be scheduled, and the request will leave the node.
After departure, if the queue of that node contains other
requests, the service will start for the request at the head
of the queue (based on FIFO). Similar events will occur in
each node. However, the arrival at the base station is triggered
based on different arrival rates from the UE or upon receiving
a response from the switch. In the case of OpenFlow switch,
the requests arrive from both, the base station and the SDN
controller. Whereas, in the SDN controller the requests only
arrive from the datapath switches.

A. SIMULATOR VALIDATION
We validate our simulation model using the Mininet emulator
[37] and the analytical model, and the details of each are
presented in the following subsections.

1) MININET EMULATION
Wefirst validate our simulator with mininet emulation, we set
up a network environment shown in Fig. 7. In this network,
Open vSwitch [38] provides the implementation of all data
plane switches whereas the Ryu controller [39] is used as
the SDN controller. Ryu is a python based SDN controller
and all network applications running on top of the controller
are written in python programming language. The requests
arrive at one of the gNB’s based on several arrival rates, and
then each request follows a specific route in the network
based on their type as shown in the call flows in section 5.
We calculated the end-to-end delay for each type of request
against various request arrival rates and then compared the
results from our simulator with a mininet emulated network.
The results obtained are discussed in the next section.

2) ANALYTICAL MODEL BASED ON JACKSON NETWORK
In order to verify our simulator, we refer to the model pre-
sented in [40]. The system is modeled using Jackson net-
work [41] so the following assumptions are made. The first

FIGURE 8. Event graph for the proposed architecture.

assumption is that the network has a steady-state, and the
evaluation will be independent of time. The second assump-
tion is that the arrivals and the service times at different
network nodes are independent from each other. While,
the arrival and service processes are considered as Poisson
processes, which is the third assumption. This let us model
each network node, including the base station, OpenFlow
switch and SDN controller, as M/M/1 queuing system and
to find the total arrival rate at each node separately.

In the system shown in Fig. 9, there is only one base
station, one controller and one switch. The initial arrival
rate at the base station is λ. The probability that a packet
arrived at the base station will be forwarded to the switch is
qbs. The probability that the switch will forward the packet
to the controller is given by qsw, while the probability that
the controller will send the traffic back to the switch is qc.
Where the service rates of the base station, the switch and the
controller are represented by µbs, µsw, and µc, respectively.

First, we will find the analytical model for registration
requests. The total arrival rate at the base station is given as:

τbs = initial arrival + arrival from switch

τbs = λ+ ((1− qsw)× λsw)) (1)

The total arrival intensity at the switch is given as

τsw = arrival from BS + arrival from conroller

τsw = qbs × (λ+ ((1− qsw)× λsw))+ qc × (qsw × (λsw))

(2)

While the total arrival intensity at the controller is given as

τc = arrival from switch
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FIGURE 9. Queueing model of proposed architecture.

τc = qsw × λsw (3)

In order to get the probabilities, we refer to the call flow for
a registration request, as shown in Fig. 5. The probabilities
are,

qsw =
3
5
= 0.6; qc =

2
3
= 0.6667; qbs = 1

where, the arrival at the switch can be found from the call
flow of registration procedure in Fig. 5, so λsw is,

λsw = 5λ

Putting these values in (1), (2), and (3) we get,

τbs = λ+ ((1− 0.6)× 5λ)) = 3λ (4)

τsw = 1× (λ+ ((1− 0.6)× 5λ))+ 0.6667× (0.6× (5λ))

= 3λ+ 2λ = 5λ (5)

τc = 0.6× 5λ = 3λ (6)

By referring to (4), (5), and (6) and Fig. 5, it can be noticed
that the total arrival intensity at each node is equal to the
number of messages it receives during a single registration
request, multiplied by the initial arrival rate at the base station.

Since each node is an M/M/1 queue locally, the load for
each node is given by,

ρ =
τ

µ

In order to find the total time for a packet (delay) in the
network for a registration request, we use Little’s formula
[42].

E [DTOT ] =
1
λ
(
ρbs

1− ρbs
+

ρsw

1− ρsw
+

ρc

1− ρc
) (7)

For intra-UPF handover requests, we can simply get the
total arrival intensities on all the nodes from the Fig. 4, and
the values are:

τt_bs = 3λ τupf = λ

τt_sw = 4λ τc = 3λ

τs_bs = λ

where τt_bs is the arrival intensity at the target base station
(or g-NB) and τs_bs is the arrival intensity at the source base
station. While τt_sw and τupf represent the arrival intensities
at the target gNB switch and the UPF, respectively.

The total delay for a packet in the network is,

E [DTOT ] =
1
λ
(
ρt_bs

1− ρt_bs
+

ρt_sw

1− ρt_sw
+

ρs_bs

1− ρs_bs

+
ρupf

1− ρupf
+

ρc

1− ρc
) (8)

Similarly, we can obtain the arrival rates for inter-UPF
handover from the Fig. 6.

τt_bs = 3λ τs_bs = λ τpdu = λ

τt_sw = 3λ τs_sw = 2λ τc = 4λ

τt_upf = λ τs_upf = λ

where, τt_upf and τs_upf represent the arrival rates at target
and source gNB UPFs respectively, and τpdu shows the total
arrivals at the PDU session anchor.

The total delay for a packet is given by,

E [DTOT ] =
1
λ
(
ρt_bs

1− ρt_bs
+

ρt_sw

1− ρt_sw
+

ρt_upf

1− ρt_upf

+
ρs_bs

1− ρs_bs
+

ρs_sw

1− ρs_sw
+

ρs_upf

1− ρs_upf

+
ρpdu

1− ρpdu
+

ρc

1− ρc
) (9)

VII. RESULTS AND DISCUSSION
A. SIMULATION PARAMETERS
In order to carry out simulations, we explore different factors
that are important in cellular networks and find their levels.
The important factors are processing times of nodes and
the propagation time of packets. The subsequent paragraphs
explain different factors and their levels.

First, we look at the processing times of different network
nodes, including the SDN controller, OpenFlow switch and
base station, reported in the literature. For the SDN controller,
the processing time is less than 0.5 ms as reported in [43].
While the study done by Metter et al. [44] reports the pro-
cessing time of 0.1 ms for the OpenDaylight controller [45]
and 0.2 ms for the Ryu controller [39]. The processing time
for OpenFlow switches reported in the literature is 10µs for a
hardware-based switch [46], and for a software-based switch
it can go up to 140µs as reported in [47]. Other research work
like Sattar et al. [48] also reports the processing time of 10
µs, 25 µs and 40 µs. While the processing time of 75 µs is
also reported in the literature [49]. The packet processing time
on the 5G base station, also known as gNB (next-generation
NodeB) [50], is reported in [51], [52] to be around 1 ms,
whereas, the processing time of 0.6 ms is mentioned in [53],
[54].

The next important factor in the simulation is the propa-
gation delay in the network. The distance between the radio
access network and the core network can go up to hundreds of
kilometers [55]. The transmission delay in a 200 km optical
fiber is nearly 1 ms [56]. While for a link length of 100 km
and 20 km, the transmission delays are 0.5 ms and 0.1 ms
respectively [57]. In our simulation, the links between the
radio access network and the edge are configured with a delay
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TABLE 1. Simulation parameters and their values.

of 0.1 ms. While the link between the core and the edge are
configured with 0.5 ms and 1 ms, depending on the different
simulation scenarios. All links are considered as 10 Gbps
links. Table 1 provides a summary of different simulation
parameters and their values present in the literature.

B. SIMULATOR VALIDATION
In this section, we will provide the results for simulator
validation. First, we will validate the simulator against the
Mininet emulation tool. And then we will validate our sim-
ulator with the analytical model explained in the previous
section.

1) MININET EMULATION
The values of service rate of the base station, OpenFlow
switch and SDN controller are obtained by running a sim-
ulation in Mininet emulator [37] and monitoring the service
time per packet in all three network entities. Table 2 provides
the values of the parameters used in this simulation.

The results from mininet emulator and our simulator are
shown in Fig. 10 a, b, and c. Fig. 10a shows the result for
the registration procedure, and the delay for smaller values of
arrival rate is around 6 ms. When the request arrival intensity
is increased, the delay also starts to increase. This is expected
because when the number of packets in the network increases,
the packets must wait longer in the queues which results in
higher overall end-to-end delay. However, when the arrival
rate crosses 500 requests per second, the number of packets in
the network increases to the extent that the network becomes
unstable and the delay increases exponentially.

The intra and inter UPF handover results are given
in Fig. 10 b and c, respectively. At lower arrival rates,
the delay to complete a single handover is around 10 ms in
mininet emulator. However, it can be noticed that the mininet
results are not very close to the simulator results. The reason
for this lies in the Python module that was used in mininet
for sending packets from the base station. The module used
was scapy [58], and at lower arrival rates the module takes
more time to send a packet. While at higher arrival rates,

TABLE 2. Mininet simulation parameters.

the values were much stable. Another issue with the mininet
emulator is that it is very processor dependent. It can be seen
in all the graphs that the mininet results fluctuate and the
curve is not stable. However, we can see from the graphs that
our simulator shows similar behavior to the mininet network
emulation and the working of our simulator can be validated.
Next, we will try to verify our simulator using the analytical
model.

2) ANALYTICAL MODEL BASED ON JACKSON NETWORK
In order to verify our simulator, we refer to the equations
derived in section 6 for the average delay of packets in the
network. To obtain the results, we plug in the values of the
initial arrival rate (λ) and the service rate (µ) of each node in
(7), (8) and (9). The values of the service rate for each node
are obtained from table 2.

The result of the registration procedure is shown
in Fig. 11a. For handover procedures, Fig. 11b shows the
delay for intra-UPF handover and Fig. 11c gives the delay
for inter-UPF handover. For the registration procedure, the
values of the initial arrival rate at the base station are varied
from 0.5 to 550 requests per second, and the delay from the
simulation and analytical model is plotted. From Fig. 11a, we
can see that the results obtained from the analytical model
and the simulator are almost identical and both curves follow
similar trends.

In case of handover, the arrival rate is varied from 0.5 to
700 requests per second. At lower arrival rates, the result of
the analytical model and the simulator is almost the same in
Fig. 11 b and c. At higher arrival rates, around 500 requests
per second, the values of the analytical model become slightly
higher as compared to the delay from the simulator. However,
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FIGURE 10. Simulation vs Mininet emulation. delay in requests
(a) Registration (b) Intra-UPF handover (c) Inter-UPF Handover.

the overall trend of the result from the analytical model is still
similar to the simulator. So, it can be observed from all the
graphs that the analytical model follows a similar behavior
as the results from our simulator. Hence, we can verify our
simulator.

FIGURE 11. Simulation vs Model. Delay in Requests (a) Registration
(b) Intra-UPF handover (c) Inter-UPF Handover.

C. RESULTS OF NETWORK SIMULATOR
In order to do extensive simulations and find the bottlenecks
in the network, we create four simulation scenarios based on
different levels for each factor. For each scenario, we find the
end-to-end delay for the requests, average throughput, and
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TABLE 3. Simulation scenarios.

utilization of resources at the SDN controller, for all proce-
dures in the 5G network. The simulation runs for 10 minutes,
and the results are obtained over the average of 30 replica-
tions. The four scenarios are given in table 3 below:

1) END-TO-END DELAY FOR ALL SCENARIOS
End-to-end delay for a procedure is the time that the request
takes to complete. So, end-to-end delay is obtained by sub-
tracting the time when the request is finished with the time
when it started.

end to end delay = end time− start time

The final value of the end-to-end delay is the mean of delays
for all the requests that arrived in the network.

a: REGISTRATION REQUEST
The result of the average delay in the registration request
is shown in Fig. 12. The arrival rate for scenarios 1 and
2 is varied from 0.5 to 325 requests per second. While
for scenarios 3 and 4 it is varied from 0.5 to 545 requests
per second. For scenario 1, the delay starts at around 6.7 ms
for low arrival rates, while for scenario 2 the delay at low
arrival rate is around 9.2 ms as we see in Fig. 12a. However,
in both scenarios the delay increases drastically after 300
requests/sec. On the other hand, for scenarios 3 and 4 the
delay starts from 5.4 ms and 7.9 ms respectively, which is
shown in Fig. 12b. Whereas, in this case the delay increases
after 500 requests/sec.

The reason behind this is that for the first two scenar-
ios the value of base station processing is 0.1 ms, which
roughly translates to the processing capacity of 1K packets
per second. And since the base station handles 3 packets for
each request from the UE, so after 300 requests per second
the base station starts handling packets close to 1000, and

FIGURE 12. Delay for Registration Requests (a) Scenario 1 & 2 (b)
Scenario 3 & 4.

hence, the delay increases significantly. Similarly, for scenar-
ios 3 and 4, the processing time is 0.6 ms which translates into
1.6K packets per second. So, after 500 arrivals per second,
the number of packets at the base stations reaches around
1500 and causes the delay to increase.

b: Xn BASED HANDOVER WITHOUT UPF RE-ALLOCATION
The results for Intra-UPF handover requests end-to-end delay
are shown in Fig. 13. The arrival rate for scenarios 1 and
2 is similar to the registration procedure, but for scenarios
3 and 4 the arrival rate is varied from 0.5 to 550 requests per
second. For scenarios 1 and 2, shown in Fig. 13a, the delay
starts from 6.2 ms and 7.9 ms respectively, at lower arrival
rates. While for scenarios 3 and 4, the average delay at a
small number of arrivals is 4.7 ms and 6.7 ms respectively,
as shown in Fig. 13b. We can also observe similar behavior
to registration results, in terms of the threshold after which
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FIGURE 13. Delay for Intra-UPF Handover Requests (a) Scenario 1 & 2 (b)
Scenario 3 & 4.

the results start to become unstable. Because in intra-UPF
handover, the base station also processes 3 packets for each
request, similar to the registration procedure, which results in
having a similar value of the threshold.

It is also important to mention that the delays for scenarios
2 and 4 are higher as compared to scenarios 1 and 3, respec-
tively. The reason for this is that the packet propagation delay
between the edge and the core network is higher in scenarios
2 and 4 as compared to their counterparts, which results in
higher overall delay to complete a single request.

c: Xn BASED HANDOVER WITH UPF RE-ALLOCATION
Average delay results for an inter-UPF handover request is
given in Fig. 14. The arrival rates for inter-UPF handover is
similar to the one used in intra-UPF handover. At low arrival

FIGURE 14. Delay for Inter-UPF Handover Requests (a) Scenario 1 & 2 (b)
Scenario 3 & 4.

rates, the delay for scenarios 1 and 2 is 6.4 ms and 8.2 ms
respectively, as shown in Fig. 14a. On the other hand, the
delay of 5 ms and 7 ms is observed for scenarios 3 and 4,
respectively. Looking closely at the results, we observe that
the delay for scenario 3 is lower than scenario 1, because in
scenario 3 the processing time of the base station is lower
as compared to scenario 1, which results in reducing overall
delay. A similar analogy can also be applied to scenarios 2 and
4. Like previous results, we see similar trends in these results
too.

2) AVERAGE THROUGHPUT AT CONTROLLER FOR ALL
SCENARIOS
Throughput measures the number of packets handled by the
controller in one-unit time. To find the throughput at the
controller, we find the total number of packets processed by
the SDN controller and divide it by the total simulation time.
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FIGURE 15. Throughput at SDN controller for registration request (a)
Scenario 1 & 2 (b) Scenario 3 & 4.

The average throughput is obtained by taking the mean of
throughput across all simulation replications.

Throughput =
Packet sprocessed

clock

a: REGISTRATION REQUEST
Fig. 15 shows the throughput at the controller during the
registration procedure. We can see from Fig. 15a that when
the arrival rate increases, the throughput at the controller also
increases linearly, which is as expected. The throughput keeps
increasing until it reaches the threshold, which is around
330 requests/sec for scenarios 1 and 2. In these scenarios,
the processing time of the base station was set to 1 ms, which
translates into 1K requests per second, as mentioned earlier.
So, after the arrival rate crosses the threshold, the throughput
starts to stabilize at 1000 packets/sec.

For scenarios 3 and 4, we can see in Fig. 15b that the
threshold, in this case, is around 550 requests/sec. Since in
these scenarios the processing time of the base station was
reduced from 1 ms to 0.6 ms, and hence the capacity of

FIGURE 16. Throughput at SDN controller for Intra-UPF Handover request
(a) Scenario 1 & 2 (b) Scenario 3 & 4.

the base station increases to 1666 packets/sec. Which is also
clear from the result that the throughput becomes stable at
1666 packets/sec after the threshold.

b: Xn BASED HANDOVER WITHOUT UPF RE-ALLOCATION
The throughput at the controller for intra-UPF handover pro-
cedure, shown in Fig. 16, is very similar to the registration
procedure because in both procedures the controller handles
three packets for a single request. So, the threshold and the
value at which the throughput stabilizes are similar in both
cases.

c: Xn BASED HANDOVER WITH UPF RE-ALLOCATION
Fig. 17 shows the average throughput at the SDN controller
during the inter-UPF handover procedures. The results for
inter-UPF handover are slightly different than the previous
two procedures. The reason behind this is that during inter-
UPF handover, the controller processes a total of four packets
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FIGURE 17. Throughput at SDN Controller for Inter-UPF handover request
(a) Scenario 1 & 2 (b) Scenario 3 & 4.

for a single handover request, which results in higher through-
put.

We can see from Fig. 17a and 17b that the threshold after
which the throughput becomes stable is still the same. This
is because the processing time for the base station does not
change as compared to the previous two procedures. But the
only difference is that the throughput stabilizes at 1333 pack-
ets/sec for scenarios 1 and 2. Whereas, in scenarios 3 and
4, the maximum throughput achieved is 2222 packets/sec,
which is four times the threshold at which the values start
to stabilize.

3) RESOURCE UTILIZATION AT CONTROLLER FOR ALL
SCENARIOS
Resource utilization shows the proportion of simulation time
during which the controller was busy. To find the utilization
of the controller, the throughput at the controller is divided

FIGURE 18. Resource utilization at SDN controller.

with its capacity.

Utilization of Controller =
Throughput at Controller
Capacity of Controller

In order to find the percentage utilization, multiply the
above equation with 100. Fig. 18 shows the percentage of
resource utilization of the SDN controller for different pro-
cedures in all scenarios. The processing time of the SDN
controller was fixed at 0.2 ms in all scenarios as given in
table 3. This processing time translates into the capacity of 5K
requests per second. For scenarios 1 and 2, the resource
utilization during registration and intra-UPF handover pro-
cedures is 19.98%. Whereas 26.67% of resources are utilized
during inter-UPF handover. On the other hand, the utilization
is increased for scenarios 3 and 4 because the processing time
of the base station is reduced to 0.6 ms in these scenarios.
In the case of registration and intra-UPF handover, 33% of
utilization is recorded. While for inter-UPF handover, only
44.44% of controller resources are utilized.

From this analysis, we can deduce that the bottleneck in
the architecture is the base station. Since the processing time
of the base station is higher than the rest of the nodes. And
because of this, the maximum controller resource utilization
achieved is only 44%.

D. COMPARISON WITH TRADITIONAL 5G ARCHITECTURE
This section provides the results for the proposed architecture
and the traditional 5G architecture for all possible combina-
tions of different factors, that are selected, and their levels.
Also, a full factorial design of these results is performed to
analyze the factors that have a higher impact on the results.
A full factorial design considers all possible combinations of
all levels across all factors. The result of such design, called
Analysis of Variance (ANOVA), identifies the significance of
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TABLE 4. Simulation factors and their levels.

each factor on the output (or response) variable, along with
the effect of interactions of different factors [59].

The response variable selected for full factorial design is
end-to-end delay, and the comparison between the traditional
5G architecture and the proposed SDN based 5G architecture
is provided. Different factors are selected, and their levels are
obtained from table 1. The first three factors are controller
(CONT), switch (SW) and the base station (BS) processing
times, and the fourth factor is the propagation delay (PROP)
between the edge and the core network. For the traditional 5G
architecture, we use processing times of network functions
(NF) and UPF, instead of the controller and switch process-
ing time, respectively. The propagational delay between 5G
network functions (NF) is 1 ms [60], [61]. With four factors
and each factor having two levels, a total of 16 simulation
runs are required for each procedure. The simulation ran
for 3600 seconds and the arrival rate was fixed at 1 request
per second, in order to get the results having the minimal
effect of the external factors, like queueing delays, etc. The
selected factors and their levels are given in table 4, along
with some simulation parameters:

1) REGISTRATION REQUEST
Table 5 provides the end-to-end delay results for the regis-
tration procedure in the SDN based 5G architecture. From
the table, we can see that the delay ranges from 5.15 ms
to 9.81 ms. The effect of controller processing (CONT) is
very slight on the end-to-end delay, with the difference of
0.3 ms between its two levels. Switch processing (SW), on
the other hand, has a higher impact on the results, with a

TABLE 5. End-to-end delay (ms) for Registration request in the proposed
architecture.

difference of 0.65 ms between its levels. Base station (BS)
processing shows a much higher influence and the difference
in its two levels is around 1.2 ms. Whereas the highest impact
on the delay is recorded from the propagation delay (PROP),
and the effect of changing its level from PROP-2 to PROP-
1 introduces a delay of 2.5 ms in results. However, all the
differences are constant across all the simulations, which
means that the factors are not interacting in this case.

We perform similar simulations on the traditional 5G
network, and the delay is significantly higher compared to
the proposed SDN based 5G network. The average delay
in the traditional 5G network is 15.82 ms, with the lowest
and the highest being 13.41 ms and 18.23 ms, respectively.
Table 6 provides the percentage of improvement in the end-
to-end delay for our proposed SDN based 5G architecture.
On average, the SDN based 5G architecture shows 53% less
delay in completing a registration procedure. The highest
improvement of 62.37% is obtained when all the factors
are at their second level except for SW/UPF factor which
is at the first level. On the other hand, the lowest improve-
ment recorded is 44.39%. The reason behind this significant
improvement is the number of messages required in the reg-
istration request. The proposed architecture requires fewer
messages as compared to the traditional 5G architecture,
as shown in the call flow of registration.

Applying ANOVA on the results in table 5, we quantify
the main factors that impact the end-to-end delay the most.
Only the main factors contribute to results, and all order
of interactions between the factors is 0%. Out of the main
effects, the PROP factor has a major effect on the results with
a 76% variation. After that, BS shows the variation of 17.75%
on the delay results. SW and CONT comes next, with a con-
tribution of 5% and 1% to overall results. For the traditional
5G architecture, the PROP factor has the highest impact on
the delay results with 70.30%. BS and NF come next with
16.20% and 13.50% variation on results, respectively. While
UPF does not affect the results as expected.

2) Xn BASED HANDOVER WITHOUT UPF RE-ALLOCATION
The results for intra-UPF handover in the proposed architec-
ture is given in table 7. The delay ranges from 4.56 ms to
8.62 ms. We can see similar results, in terms of impact on the
delay. CONT has the least impact, with a constant difference
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TABLE 6. Percentage (%) improvement in registration E2ED results in the
proposed architecture.

TABLE 7. End-to-end delay (ms) for Intra-UPF handover request in the
proposed architecture.

of 0.2 ms between its levels. SW has a slightly higher effect,
with the difference of 0.65 ms between SW-1 and SW-2.
However, the results for BS and PROP factors are slightly
different than the registration procedure. When propagation
delay is set to PROP-1, the increase in delay from BS-2 to
BS-1 is 1.31 ms, but when the propagation delay is fixed at
PROP-2, this increase is 1.44 ms. Similar behavior is shown
by propagation delay. When the BS is set on the first level,
the PROP causes an increase of 1.81 ms in delay. But, when
the BS is fixed on the second level, the PROP results in the
increases of 1.94 ms. This behavior shows that there is some
interaction between the PROP and the BS in the case of intra-
UPF handover, this will be evident from ANOVA analysis.

The highest delay to perform an intra-UPF handover in
the traditional 5G network is around 11 ms. The lowest
delay observed is 6.84 ms and the average delay required to
complete an intra-UPF handover is 8.9 ms. PROP factor has
the highest impact on the results with an increase of 2ms from
PROP-2 to PROP-1. BS factor comes after that with the dif-
ference of 1.6ms between its two levels. NF andUPF have the
least impact with the difference of 0.4ms and 0.13ms, respec-
tively. Table 8 gives the percentage of improvement in the
proposed architecture. The proposed SDN based 5G architec-
ture provides 20.25% to 34.39% less end-to-end delay during
intra-UPF handover compared to traditional 5G architecture.

TABLE 8. Percentage (%) Improvement in Intra-UPF handover E2ED
results in the proposed architecture.

On average, the proposed architecture provides 26% better
performance than the traditional 5G architecture.

Applying ANOVA analysis, it is evident that the main
effects contribute 99.93% of the variation in the end-to-end
delay results. CONT has the least contribution with 0.6%.
While PROP has the highest impact with 60.28% of variation.
SW and BS contribute 6.94% and 32.1% of end-to-end delay
variation. The first order interaction, and specifically the
interaction between the BS and the PROP, explains 0.07%
of the variation in the end-to-end delay results. This is not
very significant; however, it explains why the increase in table
7was not constant in the case of BS and PROP. Traditional 5G
architecture shows similar trends to the registration request
ANOVA results, with the PROP factor having most of the
impact on the results with 59.24%. BS explains 38.15% of
the variation in the results. The effect of NF is reduced to
2.37%, compared to the registration procedure, because in
intra-UPF handover the number of messages exchanged with
NF is less compared to the registration procedure. While the
contribution of UPF on the results is 0.23%. We can also see
that in the traditional 5G architecture there are no interactions
between any factors.

3) Xn BASED HANDOVER WITH UPF RE-ALLOCATION
End-to-end delay results for inter-UPF handover procedure
in the proposed architecture is given in table 9. CONT shows
similar behavior, with the least effect on the results, with
an increase of 0.3 ms from CONT-1 to CONT-2. SW factor
shows a higher impact compared to previous procedures,
from SW-1 to SW-2, the induced delay is around 1.02 ms.
However, CONT and SW factors are still constant across all
the simulation runs. The other two factors, BS and PROP,
show exactly similar behavior to intra-UPF handover results.
When the BS level is changed fromBS-2 to BS-1, the increase
of 1.3 ms and 1.4 ms is observed with PROP-1 and PROP-
2, respectively. While PROP shows an increase of 1.83 and
1.94 ms, with BS-1 and BS-2, respectively.

In the traditional 5G network, the average delay to com-
plete a request is 9.2 ms. While the highest and the lowest
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TABLE 9. End-to-end delay (ms) for Inter-UPF handover request in the
proposed architecture.

TABLE 10. Percentage (%) improvement in Inter-UPF handover E2ED
results in the proposed architecture.

delay recorded are 11.48 ms and 6.98 ms, respectively. The
effect of PROP and BS factors on the results is similar to
intra-UPF handover. However, the impact of NF and UPF
on the results is increased, compared to intra-UPF handover,
with the difference of 0.5 ms and 0.4 ms, respectively. The
percentage of improvement for different combinations in
the proposed architecture is given in table 10. On average,
the proposed architecture shows 24% better results than
the traditional 5G architecture. For different combinations,
the performance of the proposed architecture is 18.29% to
33.16% better when compared to the traditional 5G architec-
ture.

From ANOVA analysis, the main effects explain most of
the variation in the end-to-end delay, with 99.95%. CONT
contributes 1.3% of variations in the results. PROP has the
most significant impact on the variation of results with 54.4%.
SW contributes 16.15%, and BS is responsible for 28.1% of
variations in the results. In this procedure also, the interac-
tion between PROP and BS explains 0.05% of variations in
results, which is also evident from table 9. The ANOVA in
the case of traditional 5G architecture shows a similar trend
to intra-UPF handover results, with PROP and BS factors
explainingmost of the variation in the results. But in this case,
the effect of NF and UPF is increased to 3.58% and 2.26%.
Also, there are no interactions between any factors, similar to
previous procedures.

TABLE 11. Delay comparison for registration procedure.

E. COMPARISON WITH PREVIOUS WORKS
In this sectionwe provide a performance comparison between
our proposed architecture and previous research works
present in the literature. We compare the end-to-end delay
observed while performing registration and handover pro-
cedures in these architectures. We only consider delay for
low traffic load scenario; in this way we reduce the delays
introduced by external factors, like queueing delays etc.

Table 11 compares the end-to-end delay for registration
procedure. From this table, the average delay to complete a
registration request in our proposed architecture is 7.48 ms.
Based on simulation results, Jia [62] reported a delay of 23ms
during network attachment process in their architecture.
However, the author did not provide sufficient information
regarding the simulator used and the simulation environment.
Furthermore, the performance of the network against various
traffic loads is not investigated. An et al. [63] proposed a
network architecture based on SDN and NFV principles. The
authors carried out simulations to measure the delay required
for attachment procedure. In their simulation, the processing
time of network nodes was varied from 0 to 3 ms depending
on the traffic load. While the message propagation time was
set to 1 ms. From the results, the average delay reported is
50 ms during low load scenario. Figure 7 in [63] illustrates
the trend in the delay against the number of devices. From
the graph, the delay increases with the increase in the number
of devices, which is the similar trend we observe from our
results. Authors in [64] proposed a load balancingmechanism
in order to tackle the issue of scalability in 5G networks.
The authors used Open5GCore [65] platform to conduct their
simulations. Figure 6 in [64] demonstrates the average regis-
tration delay versus the request arrival rate. When the request
rate increases, the delay also increases until it reaches around
1 second at 450 requests per second. While at low arrival
rates, the average delay to complete a registration request is
around 100 ms.

The comparison of delay for handover procedure is shown
in table 12. We only consider intra-UPF handover procedure
since it is the most widely reported in the literature. The aver-
age delay to complete a handover in our proposed architecture
is 6.61 ms. Prados-Garzon et al. [66] suggested an OpenFlow
based handover procedure in SDN based 5G architecture. The
authors simulated the proposed architecture in ns-3 simulator
[31] and reported the time of 8.31 ms to execute a handover
procedure. We can observe that their reported delay is very
close to our results, and the reason behind this is that the
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TABLE 12. Delay comparison for handover procedure.

values of simulation parameters, like processing times and
propagation delay, used in their work are very similar to what
we have used in our simulation. Figure 4 of [66] compares
the delay for handover with the data rate per UE, and as
expected, the delay increases exponentially when data rate
exceeds 1 Gbps.

Contreras et al. [67] proposed an SDN based mobility
management solution for 5G networks. The authors evalu-
ated the performance by implementing a prototype of their
architecture. The testbed comprises of a single Ryu SDN
controller, along with several data plane switches that run
Open vSwitch and one hundred emulated users. Table 1 of
[67] reports the delay to complete a handover request against
several arrival rates. As the arrival rate increases, the conges-
tion rises in the network which causes the delay to increase.
At low arrival rate, the average delay to complete a handover
request is 45 ms as reported by the authors. An SDN based
mobility management approach in ultra-dense 5G networks is
proposed in [68]. The performance of the proposed scheme is
evaluated using simulation inMATLAB-Simulink [69]. From
their results, the average time to execute a handover request is
around 150 ms. This delay starts to increase as the simulation
time increases, as shown in figure 6 of [68].

From this comparison, it is evident that our proposed archi-
tecture provides less end-to-end delay during registration and
handover procedures compared to other architectures present
in the literature. In general, we observe similar trends is delay
between our work and previous studies.

VIII. CONCLUSION AND FUTURE WORK
In this paper, we explain the basic operation of the standard
5G core architecture and propose a software-defined net-
working (SDN) based 5G core architecture. We also explain
two very basic procedures in cellular networks, namely initial
attachment and handover. A comparison of these procedures
in the 5G architecture and the proposed SDN based 5G archi-
tecture is provided.

A network simulator is developed in Python to evaluate
the performance of the proposed SDN based 5G architecture
and the traditional 5G architecture. The simulator was veri-
fied with the mininet emulator and queueing model. Differ-
ent simulations were conducted considering different factors
to evaluate the performance in terms of end-to-end delay,
throughput at controller and resource utilization of controller,
and to identify the potential bottlenecks.

The factors included in the simulations are, the controller
(CONT) and network function (NF) processing times, switch
(SW) and UPF processing times, base station (BS) processing
time and propagation delay (PROP). The results show that the
major bottleneck in the architecture is the base station. The
performance comparison between the proposed architecture
and the traditional 5G architecture shows that the proposed
architecture achieved less end-to-end delay while performing
registration and handover operations. On average, the pro-
posed architecture provides 53% less delay in case of registra-
tion request. While for handover scenarios, our architecture
outperforms traditional 5G architecture with 26% reduced
delay for intra-UPF handover. In case of inter-UPF handover,
the average reduction in the delay is 24% compared to the tra-
ditional 5G architecture. Also, a full factorial design is made
to analyze the major factors impacting the results, and the
results show that the PROP factor was responsible for most of
the variations in the end-to-end delay results. A performance
comparison between our proposed architecture and previous
research works is also presented. From this comparison, our
proposed architecture shows similar trend in delay results
while providing less end-to-end delay during registration and
handover procedures.

Several research directions are possible for future work.
First, analysis of the proposed architecture under different
data plane traffic loads. Second, investigating the load bal-
ancing and scalability of SDN controllers is also an important
topic. Another direction is implementing the techniques that
can enforce some quality of service (QoS), for example,
efficient traffic routing of some delay-sensitive applications
and introducing load balancing on the forwarding devices.
A real test-bed implementation of the proposed architecture
and its performance evaluation is another important research
direction.
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