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ABSTRACT Active contour models (ACMs) are the most widely used method for image segmentation.
However, global fitting ACMs cannot effectively segment inhomogeneous images and local fitting ACMs
suffer from noise and the initial position of the contour. To overcome these shortcomings, we propose a novel
ACM that consists mainly of a local fitting term, an edge-based term and an external force term. The Jensen-
Shannon divergence (JSD) based local fitting term is implemented to address intensity inhomogeneity. The
edge-based term is formulated on Caputo-Fabrizio (CF) based fractional-order Gaussian derivatives and
applied to compute the weighted area of the region inside the contour. The patch-based external force is
designed to improve the robustness of the developed ACM to noise and the initial position of the contour.
To further improve the robustness of the proposed model to noise, the input image is first replaced with its
local robust statistics. Experimental results demonstrate that the developed model is not only robust to noise
and the initial contour but also effective in dealing with intensity inhomogeneity.

INDEX TERMS Active contour, image segmentation, Jensen-Shannon divergence, fractional-order Gaus-
sian derivatives, patch-based external force.

I. INTRODUCTION
Noise and intensity inhomogeneity make image segmenta-
tion a challenging task [1], [2]. To date, a large number of
methods have been put forward to cope with these problems.
Among these methods, the ACM is the most influential one.
The basic idea of ACMs is that a predefined energy func-
tional combining various image information is constructed
andminimized to obtain the corresponding partial differential
equation, which is utilized to drive the evolving curve towards
the desired object boundaries [3], [4]. The most desirable
advantage of ACMs is that sub-pixel accuracy of the target
boundaries and a closed contour can be obtained [2], [5].
However, explicit ACMs have difficulty in dealing with the
topological changes of the evolving curve [6].
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The main advantage of implicit ACMs over explicit meth-
ods is the ability to automatically change the topology [5].
Therefore, this paper focuses mainly on implicit ACMs,
namely, ACMs in the level set framework. In these ACMs,
the evolving curve is implicitly represented as the zero level
set of a high-dimensional function, which is called the level
set function (LSF), and then the LSF is deformed accord-
ing to the evolution equation [3], [4], which is obtained
via a variational level set method. Generally, most of the
existing ACMs can be classified into two classes: edge-
based models [7]–[10] and region-based models [11]–[16].
The edge information of an image (e.g., the image gradi-
ent) is typically used by edge-based models to guide the
evolving curve towards the desired boundaries of the tar-
get objects. In practice, these models are not only struggle
to detect weak boundaries but also are highly sensitive to
noise.

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 8771

https://orcid.org/0000-0003-3346-5878
https://orcid.org/0000-0003-3835-1079


H. Lv et al.: Robust ACM Using Patch-Based Signed Pressure Force and Optimized Fractional-Order Edge

Region-based models use a certain region descriptor
defined by image statistical information to guide the curve
evolution. In general, the performance of region-based mod-
els is superior to that of edge-based models because of their
antinoise property and ability to process weak boundaries.
Among the region-based ACMs, one of the most popular
global fitting methods is the Chan-Vese (CV) model [12],
which replaces the piecewise smooth function of the well-
known Mumford-Shan (MS) model [11] with the piecewise
constant. The CV model has good performance on images
with two homogeneous regions, but it fails to segment images
with intensity inhomogeneity, because it relies only on global
image information. The selective binary and Gaussian filter-
ing regularized level set (SBGFRLS) model [13] uses the
defined signed pressure force (SPF), which is formulated
as the difference between the input image and the average
of two global centers originating from the CV model. The
SPF can be seen as an adaptive edge stopping function,
which encourages the evolving curve to move towards the
boundaries of the target objects. To reduce the influence of
the interference regions, Han and Wu [14] propose a global
median image fitting method with adaptive weight defined
by the within-cluster absolute difference. To tackle the local
minimization problem, a convex fuzzy ACM [15] integrated
with a membership function is proposed. Based on [15],
an improved global fuzzy ACM that uses the kernel metric
is proposed. Similar to the CV model, these global fitting
ACMs can effectively cope with homogeneous images, but
they are not suitable for processing images with intensity
inhomogeneity.

Based on local intensity information, many efficient local
fitting models have been proposed to overcome the draw-
backs of the global fitting methods. A popular one is the
local binary fitting (LBF) model [17], [18], where a Gaussian
kernel function is utilized for capturing the local information.
In addition, Zhang et al. propose a local image fitting LIF)
model [19], which assumes that the original image can bewell
approximated by the corresponding local fitted image (LFI)
defined as the weighted average of two local fitting functions.
A local region-based Chan-Vese model [20] that replaces the
two global centers in the CV model with the corresponding
local approximation functions in the LBF model is proposed.
In [21]–[23], Kullback-Leibler divergence (KLD) is utilized
to measure the difference between the original image and its
LFI. Generally, local region-based methods perform well on
inhomogeneous images when the initial contour is placed in
an appropriate position. However, they suffer from noise and
the initial position of the contour, which affect the quality of
the final segmentation results.

To cope with intensity inhomogeneity and enhance the
robustness of the model to noise and the initial contour, many
hybrid ACMs have been proposed in the literature. Ali et
al. [24] propose a hybrid ACM based on multiplicative and
difference images. In [25], the global fitted image is applied
to improve the performance of the LIF model. In [26]–[31],
local and global SPFs are integrated into the methods through

a adaptive weighting factor. Fang et al. [32] propose a hybrid
ACM for medical image segmentation by synthesizing the
global information and the local information. In the local CV
model [33], the global term originates from the CV model,
and the local term is constructed on the difference image,
which is defined as the difference between the original image
and the Gaussian smooth version. In [34], the global image
characteristic is learned by self-organising maps and used
to define the local fitting term. Sun et al. [35] propose a
global fitting image based SPF to improve the robustness
of the LIF model. By characterizing the fitting of global
and local Gaussian distributions, Zhou et al. [36] propose a
hybrid fitting energy framework. In these hybrid ACMs, the
global and local fitting energy terms play different roles in
image segmentation. The former can effectively improve the
robustness of the model to the initial contour and noise. The
latter is the key to dealing with inhomogeneous images.

To effectively segment noisy and inhomogeneous images,
this paper presents a novel ACM, which is driven by the
patch-based SPF, edge-based energy and JSD-based local
fitting energy. First, local robust statistics are utilized to
smooth the input image and reduce the effect of noise.
Second, CF-based fractional-order Gaussian derivatives are
used to extract the underlying edges of the target objects.
To further suppress artifacts in the background, an energy
functional is minimized to obtain the optimized fractional-
order edge (FoE). The edge-based energy term is constructed
to compute the weighted area of the region inside the contour.
Third, we use image patches to define two global centers
of image intensity and further define a novel SPF, which is
used as the external force term. The newly proposed SPF
can enhance the robustness of the model to noise and the
initial contour to some extent. Finally, the local fitting energy
term is formulated on the JSD, which is used to measure the
difference between the smoothed image and its LFI. Exper-
imental results on real and synthetic images demonstrate
that the developed model can not only efficiently segment
noisy and inhomogeneous images, but also accurately extract
the boundaries of the objects of interest with more flexible
initialization.

In summary, the main contributions of the paper are
three-fold:

• The optimized FoE can extract the underlying bound-
aries of the objects of inerest and suppress artifacts in
the background.

• We use image patches to define the external force term,
which allows the proposed model to initialize the evolu-
tion curve in a more flexible way.

• The JSD is used to measure the difference between the
smoothed image and its LFI. The proposed local fitting
energy term enables the proposed model to segment
inhomogeneous images.

The remainder of this paper is organized as follows.
In Section II, we briefly review several related work on
image segmentation and indicate their limitations. The model
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proposed in this paper is introduced in detail in Section III.
Section IV presents the experimental results to demonstrate
the effectiveness of the proposed model. In SectionV, we dis-
cuss the proposedmodel. Finally, brief conclusions are drawn
in Section VI.

II. RELATED WORK
A. THE CV MODEL
Based on the famous Munford-Shah model [11], Chan and
Vese [12] propose a classic global fitting ACM with the
assumption that the input image is formed by two regions of
approximately piecewise constant intensities. The CV model
can be expressed as the minimization of the following energy
functional

ECV (φ(x), c1, c2)=µ ·
∫
�

δε(φ(x))|∇φ(x)|dx

+ λ1

∫
�

|I (x)− c1|2M1(φ(x))dx

+ λ2

∫
�

|I (x)− c2|2M2(φ(x))dx (1)

where µ, λ1 and λ2 are positive constants. I (x) is the inten-
sity of the variable x, which presents a point in the image
domain �. ∇ is the gradient operator. M1(φ(x)) = Hε(φ(x)),
M2(φ(x)) = 1 − Hε(φ(x)), and the smoothed Heaviside
function Hε(·) is given by

Hε(z) =
1
2

(
1+

2
π
arctan

( z
ε

))
, z ∈ R. (2)

δε(z) is the Dirac function and the corresponding derivative
of Hε(z). ε is a small fixed positive parameter. The LSF φ(x)
can be expressed by

φ(x) = 0, x ∈ �
φ(x) < 0, x ∈ inside(C)
φ(x) > 0, x ∈ outside(C)

(3)

Keeping the LSF φ(x) fixed and minimizing the energy
functional (1) with respect to c1 and c2, we have

ci =

∫
�
I (x)Mi(φ(x))dx∫
�
Mi(φ(x))dx

, i = 1, 2 (4)

From (4), we can find that the constants c1 and c2 can be seen
as approximations of the image intensities outside and inside
the contour C , respectively. The CV model performs well on
images with weak boundaries or noise and does not suffer
from the problem of initialization. However, c1 and c2 are
related to the global properties of the image intensity, which
makes the CV model suitable only for homogeneous images.
For inhomogeneous images, c1 and c2 will not be accurate.
Therefore, the CV model will obtain incorrect segmentation
results on images with intensity inhomogeneity.

B. THE LBF MODEL
The LBF model [17], [18] is a local fitting ACM. A Gaussian
kernel function is used to capture the local information of the

image, which is utilized to address intensity inhomogeneity
and embedded in the variational level set framework, that is,
ELBF (φ(x), f1(x), f2(x))

= λ1

∫
�

[∫
�

Kσ (x − y)|I (y)− f1(x)|2M1(φ(y))dy
]
dx

+ λ2

∫
�

[∫
�

Kσ (x − y)|I (y)− f2(x)|2M2(φ(y))dy
]
dx

(5)

where λ1 and λ2 are fixed positive constants. Kσ is the
Gaussian kernel function with standard deviation σ . f1(x) and
f2(x) are two smooth functions.
Keeping φ(x) fixed and minimizing the energy func-

tional (5) with respect to f1(x) and f2(x), we can obtain the
following equations

fi(x) =

∫
�
Kσ (x − y)I (y)Mi(φ(y))dy∫
�
Kσ (x − y)Mi(φ(y))dy

, i = 1, 2 (6)

Obviously, f1(x) and f2(x) are computed in a local window and
represent the local weighted averages of the image intensity.
In this way, the LBF model can effectively deal with inten-
sity inhomogeneity and generally obtains desirable results.
However, the main drawback of the LBF model is that an
appropriate position of the initial contour cannot be easily
obtained.

C. THE LIF MODEL
In [19], Zhang et al. propose a local image fitted energy
functional, which aims to minimize the difference between
the LFI and the input image. The energy functional is given by

ELIF (φ(x)) =
1
2

∫
�

|I (x)− ILFI (x)|2dx (7)

and the LFI is defined by

ILFI (x) = M1(φ(x))f1(x)+M2(φ(x))f2(x) (8)

where f1(x) and f2(x) are the local intensity means inside and
outside the contour.

The LIF model can effectively handle images with inho-
mogeneity. However, it is still sensitive to the initial contour.
However, the Gaussian filtering based regularization method
makes the computing cost less than that of the LBF model.

D. THE SBGFRLS MODEL
Zhang et al. [13] present the SBGFRLS model, which takes
advantages of the region-based model [12] and the edge-
based model [10]. Specifically, the edge stopping function in
[10] is substituted by an SPF function, which is defined as

spf (I (x)) =
I (x)− c1+c2

2

max
(∣∣I (x)− c1+c2

2

∣∣) (9)

where ci(i = 1, 2) as defined in (4). The level set evolution
equation is written as follows

∂φ

∂t
= spf (I (x))

(
div(
∇φ(x)
|∇φ(x)|

+ α

)
|∇φ(x)|

+∇spf (I (x)) · ∇φ(x) (10)
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where α is a constant velocity term, which is used to con-
trol the propagation speed of the LSF. To avoid the time-
consuming re-initialization of the traditional methods, the
SBGFRLS model uses the Gaussian filtering method to
smooth the LSF after each iteration. Ignoring unnecessary
terms, (10) can be simplified as

∂φ

∂t
= spf (I (x))α|∇φ(x)| (11)

It can be seen that spf (I (x)) defined in (9) depends on
the difference between the input image and the average of
two global centers inside and outside the contour. Thus, the
SBGFRLS model can deal with homogeneous images well.
However, it is not ideal for segmenting images with intensity
inhomogeneity.

III. PROPOSED MODEL
As discussed before, global fitting ACMs cannot effectively
segment inhomogeneous images, and local fitting ACMs
suffer from noise and the initial position of the contour. To
overcome these shortcomings, in this subsection, we present a
novel ACM in detail. Specifically, we first give the definition
of the local robust statistics. Then, we present the FoE, which
is optimized by an energy functional. Next, we define a novel
patch-based SPF. Finally, the local statistical information of
the input image is utilized to define the proposed local fitting
term.

A. LOCAL ROBUST STATISTICS
As pointed out in [37], the local robust statistics, which
consist of intensity median (MED), local interquartile range
(IQR) and local mean absolute deviation (MAD), are insensi-
tive to noise. Therefore, the local robust statistics of the input
image are first computed to enhance the robustness of the
developed model to noise. More explicitly, let Nx be a square
window centered on x and x1, x2, · · · , xm be an ascending
intensities array inNx , thenMED(x) is defined as the intensity
median in the square window Nx , as shown

MED(x) =


x (i+ 1)

2

, if i is odd

1
2
(x i

2
+ x( i2+1)

), if i is even

(12)

The distance between the first quartile and the third quartile
is denoted as IQR(x), which is expressed by

IQR(x) = Q3(x)− Q1(x) (13)

where Qi(x)(i = 1, 3) represents the ith quartile of x1, x2,
· · · , xm, respectively. The mean absolute deviation MAD(x)
is given as follows

MAD(x) =

∑m
i=1 |xi − x̄|

m
(14)

wherem is the number of pixels in the local window Nx and x̄
is the mean of x1, x2, · · · , xm. By integrating the above three

features, we can define the local robust statistics of the input
image as follows

ILRS (x) = MED(x)+ τ1IQR(x)+ τ2MAD(x) (15)

Numerically, the size of window Nx is fixed at 5×5, τ1, τ2 ∈
[0, 1]. The values of τ1 and τ2 should be selected according
to the level of noise and intensity inhomogeneity. Generally,
if the original image is homogeneous or corrupted by little
noise, τ1 and τ2 should be set to low values, otherwise,
they should be set to high values. In this paper, we set
τ1 = τ2 = 0.1, which work well on all test images.

B. OPTIMIZED FRACTIONAL-ORDER EDGE
One of the famous second-order differentiation based edge
detection operator is the Laplacian of Gaussian (LoG). How-
ever, the existence of the second-order derivative makes the
LoG amplify all high-frequency components. Therefore, the
LoG is sensitive to noise and inhomogeneous textures, and
will introduce artifacts or false edges. Inspired by [5], [38],
[39], we use the fractional-order Gaussian derivatives, which
have closed-form solution according to the definition of CF
derivative [40], to obtain the image edges.

The specific CF fractional-order derivative definition with
the zero initial condition can be expressed as

CFD(v)
t f (t) =

1
1− v

∫ t

0
exp(−

v
1− v

(t − τ ))∂t f (t)|t=τdτ

(16)

where v ∈ [0, 1). As suggested in [40], the generalized
higher-order derivative, i.e., the (n + v)-order CF fractional
derivative can be obtained easily via integration by parts as
follows

CFD(n+v)
t f (t) =

1
1− v

n∑
k=1

[(
−

v
1− v

)n−k
∂kt f (t)

]

+

(
−

v
1− v

)n CF
D(v)
t f (t) (17)

where n is an integer and v ∈ [0, 1).
For the normalized Gaussian function with mean µ and

variance σ

Gµ,σ (t) =
1

√
2πσ

exp
(
−
(t − µ)2

2σ 2

)
(18)

its first derivative can be written as

∂tGµ,σ (t) =
(t − µ)
√
2πσ 3

Gµ,σ (t) (19)

By using the CF definition (16) and the method of integra-
tion by parts, we can obtain the following v-order fractional
derivative of the Gaussian function in the left part

CF D
−→

v
tGµ,σ (t)

=
1

1− v

∫ t

0
exp

(
−

v
1− v

(t − τ )
)
∂tGµ,σ (τ )dτ

=
1+ γv
√
2πσ 3

exp
(
−γv

(
t − µ−

σ 2

2
γv

))
ζµ,σ,v(t) (20)
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where γv = v/(1− v) and

ζµ,σ,v(t)

=

∫ t

0
(µ− τ )exp

(
−
(τ − (µ+ γvσ 2))2

2σ 2

)
dτ

=

√
2πσ 3γv

2

[
erf

(
−
ξµ,σ,v
√
2σ

)
− erf

(
−
ξµ,σ,v − t
√
2σ

)]
+ σ 2

[
exp

(
−
(t−ξµ,σ,v)2

2σ 2

)
−exp

(
−
ξ2µ,σ,v

2σ 2

)]
(21)

where erf (·) is the error function and ξµ,σ,v = µ+ γvσ 2.
Analogously, the v-order fractional derivative of the Gaus-

sian function in the right part can be obtained as follows

CF D
←−

v
tGµ,σ (t) =

1
1− v

∫
∞

t
exp

(
−
v(t − τ )
1− v

)
∂tGµ,σ (τ )dτ

=
γv + 1
√
2

exp

(
−
µ2
− ξ2µ,σ,v + 2γvσ 2t

2σ 2

)

×

− γv
√
2

(
erf

(
ξµ,σ,v − t
√
2σ

)
+ 1

)

−

exp
(
−

(ξµ,σ,v−t)2

2σ 2

)
√
πσ

 (22)

According to (17), the (n+ v)-order CF fractional derivative
of the Gaussian function can be expressed by

CF D
−→

n+v
t Gµ,σ (t)

= (−γv)n
[
CF D
−→

v
tGµ,σ (t)

]
+ (γv + 1)

[
n∑

k=1

(−γv)n−k∂kt Gµ,σ (t)

]
(23)

and

CF D
←−

n+v
t Gµ,σ (t)

= (−γv)n
[
CF D
←−

v
tGµ,σ (t)

]
+ (γv + 1)

[
n∑

k=1

(−γv)n−k∂kt Gµ,σ (t)

]
(24)

The principle of the LoG is that the Gaussian filter is first
used to smooth the image I and then the Laplacian operator
is used to obtain the edge of the smoothed image. The LoG is
written mathematically as

∇
2(Gµ,σ (x, y) ∗ I (x, y)) = ∇2Gµ,σ (x, y) ∗ I (x, y) (25)

where ∗ denotes the convolution operator and ∇ is the gra-
dient operator. Similar to the definition of the LoG, the pro-
posed FoE can be obtain, as shown,

FoE(x) = CF
∇
n+v
x,y (Gµ,σ (x, y) ∗ I (x, y))

=
CF
∇
n+v
x,y Gµ,σ (x, y) ∗ I (x, y) (26)

FIGURE 1. Effectiveness of the optimized FoE. (a) Original image, (b) LoG,
(c) FoE, (d) Optimized FoE.

and the 1D convolution masks in the x and y directions are
given as follows [36]

CF
∇
n+v
x Gµ,σ (x) = CF D

−→

n+v
t Gµ,σ (x)−CF D

←−

n+v
t Gµ,σ (x)

(27)
CF
∇
n+v
y Gµ,σ (y) = CF D

−→

n+v
t Gµ,σ (y)−CF D

←−

n+v
t Gµ,σ (y)

(28)

Inspired by [5], the optimized FoE is used to extract
the object edges and suppress artifacts in the background.
The optimized FoE is obtained by minimizing the following
energy functional

E(F(x)) =
∫
�

[g(|∇I (x)|)(F(x)− 0)2

+ (1− g(|∇I (x)|))(F(x)− FoE(x)]dx (29)

where 1 is the Laplace operator, g(|∇I |) = exp(−k|∇Gσ ∗
I |), k is a positive constant and F(x) denotes the optimized
FoE of the original image. In the homogeneous regions,
g(|∇I |) has a large value, which makes F(x) close to 0.
Moreover, the values of g(|∇I |) are small at the locations near
the boundaries of the objects of interest, which drives F(x)
towards FoE(x). As shown in Fig. 1, the proposed optimized
FoE can suppress artifacts in the background and provide
more reliable results of the object boundaries compared with
the LoG and FoE.

C. PATCH-BASED SPF
Based on the SPF proposed in [13], many improved versions
[4], [26]–[31], [41], [42] have been proposed by using dif-
ferent strategies. However, they may have low robustness to
noise because the spatial information of pixels is not con-
sidered. Inspired by [43], a patch-based SPF is defined to
improve the robustness of the proposed model. Let Nx be the
5× 5 neighborhood of pixel x and P(x) be the corresponding
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FIGURE 2. Robustness of the proposed pspf (I(x)). (a) Results of original
image, (b)-(d) Results of images corrupted by Gaussian noise with levels
of 0.01,0.03,0.05, respectively. Row 1: Results of the SBGFRLS model [13].
Row 2: Results of the proposed model (35).

image patch centered on x,Pr (x) denotes the intensity of pixel
r ∈ Nx , and Vri(i = 1, 2) denotes the intensity of pixel r in
the i-th patch-based center Vi(i = 1, 2), as shown

Vri =

∫
�
Mi(φ(x))wr (x)Pr (x)dx∫
�
Mi(φ(x))wr (x)dx

, i = 1, 2 (30)

where wr (x) is the weight associated with Pr (x), which is
given by

wr (x) =
ξr (x)∑
r∈Nx ξr (x)

(31)

Here,

ξr (x) = exp
[
−

(
ρr (x)−

∑
r∈Nx ρr (x)

25

)]
(32)

and

ρr (x) =

[∑
r ′∈Nx\{r}(Pr ′ (x)− Pr (x))

2

24

]1/2
(33)

where ρr (x) denotes the mean-square deviation of Pr (x).
Then, the proposed patch-based SPF is given by

pspf (I (x)) =
mean

(
P(x)− V1+V2

2

)
max

(∣∣∣mean (P(x)− V1+V2
2

)∣∣∣) (34)

Obviously, the proposed SPF uses the information of the
image patches to replace the intensity of pixels in the tra-
ditional SPFs. The weighting scheme assigns anisotropic
weights to the pixels in each image patch. Therefore, the
proposed pspf (I (x)) is more robust to noise. To demonstrate
this, we use the following evolution equation to segment an
image with different levels of Gaussian noise.

∂φ

∂t
= pspf (I (x))|∇φ(x)| (35)

It is worth noting that (35) is obtained only by replac-
ing spf (I (x)) in the SBGFRLS model with the proposed
pspf (I (x)). As shown in Fig. 2, the performance of the pro-
posed model is much better than that of the SBGFRLS model
in the case of severe noise.

Compared with other pixel-based SPFs [13], [26]–[31],
[41], [42], the proposed pspf (I (x)) mainly has the following
differences:

• The proposed pspf (I (x)) is defined by using the infor-
mation of the image patches. Moreover, pixels in each
image patch have anisotropic weights, which emphasize
the degrees of their contribution to the patch-based cen-
ters. Therefore, the proposed pspf (I (x)) is more robust
to noise.

• The purpose of most SPFs [13], [26]–[31], [41], [42] is
to control the evolution speed of the curve. However, the
proposed psfp(I (x)) can be seen as an external force term
and is designed to tackle noise and the problem of the
initial contour.

• Although the existing global-based SPFs are robust
to noise and the initial contour to some extent,
the level set evolution of the proposed model
integrating the proposed pspf (I (x)) can start with
a constant function, which is demonstrated in
Section IV.

Notably, the ability of the proposed pspf (I (x)) to segment
inhomogeneous images compared with local-based SPFs
[26]–[28], [42] is still limited. To successfully segment
images with intensity inhomogeneity, the local image char-
acteristics must be considered.

D. LOCAL FITTING TERM
Taking the local image characteristics into consideration is
the key to successfully segmenting inhomogeneous images.
Similar to most models [17], [19], we assume that inho-
mogeneous images are local homogeneity and can be well
approximated by their LFIs. As mentioned above, models
[21]–[23] use the KLD to measure the difference between
the original image and its LFIs. However, the KLD does
not satisfy the properties of a distance and is an asymmetric
measure. In [44], the KLD is replaced by its symmetriza-
tion version, i.e., the Jeffreys divergence (JD). However,
the JD and KLD are not upper bounded, while the JSD is
symmetrical and always bounded. In addition, the square
root of the JSD is a metric distance satisfying the triangular
inequality [45]. Therefore, the JSD is chosen to construct
the proposed local fitting term, which can be expressed
as

EL(φ(x)) =
1
2

∫
�

[
ILRS (x)log

(
ILRS (x)
M (x)

)
+M (x)log

(
M (x)
ILRS (x)

)]
dx (36)

and

M (x) =
ILRS (x)+ ILFI (x)

2
(37)

where ILRS (x) is defined in (15) and ILFI (x) is the LFI of
ILRS (x).
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E. EVOLUTION EQUATION OF THE PROPOSED MODEL
Incorporating the edge-based term and the length regularizing
term into (36), we can obtain the following energy functional

E(φ(x)) = λEL(φ(x))+ µ(EE (φ(x))+ ELR(φ(x))) (38)

with

EE (φ(x)) =
∫
�

F(x)Hε(−φ(x))dx (39)

and

ELR(φ(x)) =
∫
�

δε(φ(x))|∇φ(x)|dx (40)

where λ and µ are fixed positive constants. EE (φ(x)) is
and edge-based term that computes the weighted area of the
region {x ∈ �,φ(x) < 0}, and ELR(φ(x)) is the length
regularizing term, which can constrain the perimeter of the
contour.

Keeping other variables fixed and minimizing the energy
functional (38) with respect to the LSF φ, the following
evolution equation can be obtained

∂φ

∂t
= λe(x)+ µδε(φ)

[
F(x)+ div

(
∇φ

|∇φ|

)]
(41)

and

e(x)=
1
4
(f1(x)−f2(x))

[
ILRS (x)
M (x)

−1− log
(

M (x)
ILRS (x)

)]
(42)

The JSD-based local fitting term can effectively deal with
intensity inhomogeneity, however, it still suffers from curve
initialization and noise. By contrast, the patch-based SPF
is not sensitive to the initial position of the contour, but
it fails to segment inhomogeneous images. Therefore, it is
necessary to incorporate them into one evolution equation.
Thus, we obtain the following evolution equation

∂φ

∂t
= λe(x)+µδε(φ)

[
F(x)+div

(
∇φ

|∇φ|

)]
+νpspf (I (x))

(43)

where λ > 0, µ > 0 and ν > 0 are weighting parameters,
which are used to adjust the effects of each term of the
proposed model. It is worth noting that psfp(I (x)) in (43) is
used as an adaptive external force. This is different from other
models [13], [26]–[28], [38], [39], the SPFs of which are used
to control the evolution speed of the curve. The external force
psfp(I (x)) makes the proposed model more robust to noise
and the initial contour, but also makes the level set evolution
of the proposed model start with a constant value function.

F. ALGORITHM IMPLEMENTATION
To solve the (43), a finite differencemethod is used. LetA(φk )
be the right side of (43) after the k-th iteration, then the (k+1)-
th iteration of the LSF φ can be obtained by

φk+1 = φk +1t · A(φk ) (44)

After each iteration, we use the Gaussian filter to regularize
the LSF as follows

φk+1 = Gς ∗ φk+1 (45)

where ς is the standard deviation of the Gaussian kernel
function and fixed to 0.3 in all experiments. In addition,
if the condition err = ||φk+1 − φk ||F/||φk ||F ≤ tol or
the number of iterations reaches the maximum number of
iterations Itermax , then the iteration process conducted by (44)
is terminated. In this paper, tol and Itermax are experimentally
set as 0.001 and 2000, respectively. The main steps of the
proposed model are organized in Algorithm 1.

Algorithm 1 Algorithm Steps of the Proposed Model
Input: σ , 1t , λ, µ, ν, Itermax , tol
Output: φ
Initialize the LSF by (3);
Compute ILRS by (15);
Compute F(x) by (29);
while k ≤ Itermax do

Computer Vi(i = 1, 2)) by (30);
Computer pspf (x) by (34);
Computer fi(i = 1, 2)) by (6);
Update φ by (44);
Regularize the LSF by (45);
If err ≤ tol

break;
end

end

IV. EXPERIMENTAL RESULTS
In this section, the proposed model is tested on both synthetic
and real images, and it is implemented in MATLAB R2019b
on a 2.6GHz Intel (R) Core (TM) i7 personal computer.
The parameters of the proposed model are chosen based on
experience or experiment and fixed as λ = 4, ν = 0.05,
σ = 3 (the standard deviation of the Gaussian kernel in (7)
used to control the size of the local window) and 1t = 1
for all the experiments in this section. However, µ is set
according to the image intensity property. The segmentation
results of the proposed model are compared with those of
global fitting models ( CV [12] and SBGFRLS [13] ), local
fitting models ( LBF [17] and LIF [19] ), and hybrid models (
GLSEPF [28], ALGR [29], FRAGL [30] and HLFRA [31] ).
The parameters of the compared methods are set as the values
described in the original papers.

To evaluate the results, the segmentation accuracy of dif-
ferent models is quantitatively assessed by using the Dice
similarity coefficient (DSC) [13], as shown

DSC(G,T ) =
2× |G

⋂
T |

|G| + |T |
(46)

where G is the ground-truth segmentation. T denotes the
corresponding segmentation results of different methods.
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FIGURE 3. Contribution of edge-based term. (a)-(d): Results after 10, 50,
150, 300 iterations. Row 1: edge-based term is removed. Row 2:
edge-based term is reserved.

FIGURE 4. Contribution of the external force term pspf (I(x)). (a)-(e):
Segmentation results by setting parameter µ as 1,3,5,7,9, respectively.
Row 1: pspf (I(x)) is removed. Row 2: pspf (I(x)) is reserved.

| · | represents the pixel number of the regions G, T or
G
⋂
T . Obviously, DSC ∈ [0, 1], where a the larger

value of the DSC means that a better segmentation result is
obtained.

A. RESULTS OF THE PROPOSED MODEL
In this subsection, some experiments are performed to show
the effectiveness of the proposed model. We first demonstrate
the contribution of the edge-based term, which is used to
compute the weighted area of the contour. Rows 1 and 2 of
Fig. 3 show the process of the level set evolution without the
edge-based term and with the edge-based term, respectively.
As shown in Fig. 3, the edge-based term can accelerate the
convergence speed of the level set evolution and helps in
obtaining the correct segmentation results. Therefore, the
edge-based term is reserved in the following experiments.

As mentioned above, the proposed patch-based SPF
pspf (I (x)) is used as an external term, which can enhance
the robustness of the proposed model to noise. To show
this, Gaussian noise is added to a skin lesion image, the
variance of which is set as 0.05 by the MATLAB function
imnoise. Row 1 of Fig. 4 shows the segmentation results
of the proposed model without the external term by setting
the parameter µ as 1, 3, 5, 7, and 9. We can find that the
segmentation results are not ideal. In fact, no matter how we
adjust the parameter µ, correct segmentation results cannot
be obtained in this case. By contrast, reserving the external
term can yield desirable results, as shown in row 2 of Fig. 4.
Therefore, the patch-based external term is necessary for the
developed model to successfully segment noisy images.

FIGURE 5. Effectiveness of the level set evolution starting with constant
function. (a)-(f): Results after 10,50,100,150,200,250 iterations,
respectively.

Local fitting ACMs always suffer from the position of the
initial contour. An improper location will lead to incorrect
segmentation results. To enhance the robustness of the pro-
posedmodel to the initialization of the contour, a novel patch-
based SPF is defined that can make the level set evolution
of the proposed model start with a constant function. In the
following experiment, the LSF is set as {φ(x) = 1, x ∈
�} and four images are tested to assess the effectiveness
of the constant value initialization method. Specifically, the
images shown in row 2 are corrupted by severe intensity
inhomogeneity. From row 1 to row 4, the parameter µ is
set as 0.6, 0.01, 0.3 and 0.25, respectively. Fig. 5(a)-(f)
show the segmentation results after 10, 50, 100, 150, 200
and 250 iterations, respectively. From the process of the level
set evolution, we can find that the obtained segmentation
results are becoming increasingly more accurate. The final
segmentation results are shown in Fig. 5(f). This experiment
shows that desirable results can be obtained when the LSF is
initialized to a constant function.

B. COMPARISONS WITH POPULAR ACMs
In the following experiments, two widely used vessel images
with intensity inhomogeneity are used to evaluate the robust-
ness of the developed model and several other methods. The
parameter µ of the proposed model is set as 0.3. Figs. 6(a)
and 7(a) show original images with different initial con-
tours. In (b)-(j) of Figs. 6 and 7, the segmentation results
of the CV, SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF,
GLSEPF and proposed model are shown, respectively. We
can observe that the global fitting based CV and SBGFRLS
methods cannot obtain desirable segmentation results for
inhomogeneous images. The main reason is that their energy
functional integrates only the global information of each
image, which cannot effectively represent the local feature
of inhomogeneous images. Moreover, the positions of the
initial contour are different, but the CV and SBGFRLS meth-
ods yield similar segmentation results. Therefore, we can
conclude that they are insensitive to the initial contour to
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FIGURE 6. Segmentation results with different initial contours. (a) Original image with different initial contours, (b)-(j) Results of
CV, SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF, GLSEPF and the proposed model, respectively.

FIGURE 7. Segmentation results with different initial contours. (a) Original image with different initial contours, (b)-(j) Results of
CV, SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF, GLSEPF and the proposed model, respectively.

some extent. Local fitting based LBF and LIF can achieve
desirable performances, as shown in rows 1 and 2 of Fig. 6
and row 1 of Fig. 7. However, their performances are worse
in other situations. This demonstrates that local fitting based
ACMs can cope with intensity inhomogeneity, but they are

sensitive to the position of the initial contour. Even though
the ALGR, FRAGL and HLFRA methods integrate local
information based SPF into the models, they fail to deal
with intensity inhomogeneity. By contrast, GLSEPF and our
model perform better, as shown in Fig. 6. However, compared
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FIGURE 8. Segmentation results of the image with different levels of Gaussian noise. (a) Images with initial contour, (b)-(j) Results
of CV, SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF, GLSEPF and the proposed model, respectively. Rows 1 to 6: Images with noise
level 0, 0.0005, 0.001, 0.002, 0.003, 0.004.

FIGURE 9. Segmentation results of the image with different levels of salt and pepper noise. (a) Images with initial contour, (b)-(j)
Results of CV, SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF, GLSEPF and the proposed model, respectively. Rows 1 to 6: Images with
noise level 0, 0.05, 0.1, 0.2, 0.3, 0.4.

with GLSEF, the proposed model is more robust to the initial
contour, as shown in Fig. 7.

In practice, noise and intensity inhomogeneity will degrade
the quality of an image. Therefore, the following experiments
are used to validate the robustness of our model to Gaussian
noise and salt and pepper noise, as shown in Figs. 8 and 9.
The two images are corrupted by intensity inhomogeneity.
Different levels of Gaussian noise with the intensity mean
of 0 and the variance of 0, 0.0005, 0.001, 0.002, 0.003 and

0.004, respectively, are added to the first T-shape image. The
corresponding segmentation results of the different methods
are shown in Fig. 8. Salt and pepper noise is added to the
second image, the density of which is respectively set as
0, 0.05, 0.1, 0.2, 0.3 and 0.4. The segmentation results are
shown in Fig. 9. We can find that the CV, SBGFRLS, ALGR,
FRAGL and HLFRA methods fail to obtain desirable seg-
mentation results. As shown in Figs. 8 and 9, LBF and LIF
can correctly segment inhomogeneous images with Gaussian
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FIGURE 10. The final evolving curve for the breast ultrasound images. (a) Images with initial contour. (b)-(j) Results of CV,
SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF, GLSEPF and the proposed model, respectively.

FIGURE 11. Segmentation results of the breast ultrasound images shown in Figure 10. (a) Ground truth, (b)-(j) Results of CV,
SBGFRLS, ALGR, FRAGL, HLFRA, LBF, LIF, GLSEPF and the proposed model, respectively.

noise to some extent. However, they are sensitive to salt and
pepper noise. By contrast, our model and GLSEPF perform
better. However, our model is more robust to salt and pepper
noise than GLSEPF, as shown in Fig. 9. The DSCs of all
methods corresponding to Figs. 8 and 9 are listed in Table 1.

To further assess the developed model, breast ultrasound
is used in the following experiment. Breast cancer is one
of the most common causes of death among women world-
wide [46]. The quality of the segmentation results of breast
ultrasound images affects subsequent automated process-
ing, e.g., computer-aided medical image analysis. However,
breast ultrasound images usually suffer from speckle noise
and intensity inhomogeneity, which make the segmentation
of the traditional ACMs of these image still challenging and
difficult. The segmentation results of all methods are shown
in Figs. 10 and 11. It can be seen that GLSEPF and our
model obtain better segmentation results than global fitting
based ACMs (e.g., CV and SBGFRLS) and local fitting

based ACMs (e.g., LBF and LIF). Moreover, the segmen-
tation results of the ALGR, FRAGL and HLFRA methods
are similar to those of the CV and SBGFRLS methods. The
main reason may be that local information captured by these
methods is insufficient to segment imageswith intensity inho-
mogeneity. The DSC values of the proposed model and other
compared methods for the breast ultrasound images [43] are
listed in Table 2. As can be observed, our model and GLSEPF
obtain larger DSC values than those obtained by the other
methods, and the DSC values of our model are slightly larger
than those of the GLSEPF method. Moreover, the images
in Fig. 10 are used to verify the computational times of the
proposed method, the results of which are listed in Table 3.
As can be seen, the proposed method requires more CPU
time than required by the CV, SBGFRLS, ALGR, FRAGL,
HLFRA methods. However, the runtime of our method is
similar to that of the GLSEPF method and lower than that of
LBF and LIF. The main reason is the that global fitting term
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TABLE 1. The values of DSC of different methods for images shown in Figs. 8 and Fig. 9.

TABLE 2. The values of DSC of different methods for breast ultrasound images shown in Fig. 10.

FIGURE 12. (a) Segmentation results of two binary images.
(b) Corresponding pspf (I(x)).

TABLE 3. Iteration and computation time (s) of the images in Fig. 10.

in our model and that in the GLSEPF method can accelerate
the convergence of the algorithm.

V. DISCUSSION
As shown in Fig. 5, the level set evolution of the proposed
model can start with a constant function. The main reason

FIGURE 13. Level set evolution starts with a constant function.
Segmentation results of two breast ultrasound images. (b) Segmentation
results of two images cropped from (a).

is that the patch-based psfp(I (x)) has the following prop-
erty: it has opposite signs inside and outside the object. To
demonstrate this property, the LSF is initialized as a constant
function, and the following equation is used to segment two
binary images

∂φ

∂t
= pspf (I (x)) (47)

Fig. 12(a) shows the final segmentation results. From the
corresponding psfp(I (x)) shown in Fig. 12(b), we can easily
find that the property mentioned above is satisfied. Moreover,
if pspf (I (x)) > 0, then ∂φ/∂φ > 0, and (47) will make φ
increase; if pspf (I (x)) < 0, then ∂φ/∂φ < 0, and (47) will
make φ decrease. Therefore, pspf (I (x)) can drive the LSF φ
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FIGURE 14. Limitation of the proposed model. Row 1: original images with initial contours. Row 2: Segmentation results of the
proposed model.

FIGURE 15. The effect of the parameter ν. (a) Original images, (b)-(e) Segmentation results by setting ν as 0, 0.05, 0.75,0.1,
respectively.

tomake adaptive changes, and a constant function can be used
as the initialization of the contour.

Is the constant value initialization method valid for all
images? To answer this question, we conduct the following
experiment, as shown in Fig. 13, where the LSF is initialized
as a constant function. From Fig. 13(a), we find that the
segmentation results are not ideal. From rows 1 and 2 in
Fig. 10(d), however, we find that the proposed model obtains
desirable results when the LSFs are placed in the same image
locations as those shown in rows 1 and 2 in Fig. 10(a).
Moreover, the segmentation results of the images, which are a
part of the original images, are as desired. Therefore, we draw
the following conclusions. The developed method has greatly
improved the robustness of our model to the initial contour
compared with the traditional ACMs. However, the contour
cannot be initialized as a constant function for all images.
In addition, the proposed model dose not work well on all
types of images. For example, when the intensity of the target
region is similar to that of most of the background region or
the boundary of the target object is very blurred, the proposed
model fails to obtain desirable segmentation results, as shown
in Fig. 14.

In our model, the constant parameter ν is used to control
the influence of the patch-based external force term. As
shown in Fig. 15, our model is utilized to segment two ultra-
sound images by setting different values of the parameter ν.
Fig. 15(a) shows the original images, and Figs. 15(b)-(e) show
the segmentation results of the proposedmodel for values ν of
0, 0.05, 0.075 and 0.1, respectively. When we set ν = 0, the
local fitting energy term is the main force driving the evolv-
ing curve, and incorrect segmentation results are obtained
as shown in the second column. This demonstrates that the
local fitting energy term easily becomes trapped in the local
minimum. Therefore, the patch-based external force term is
necessary for our model. However, when we set ν = 0.075
or 0.1, our model fails to segment these ultrasound images,
because the patch-based external force term will control the
evolution of the curve and less information is captured. In
fact, we should set the value of ν according to the level of
the intensity inhomogeneity. Generally, if images suffer from
severe intensity inhomogeneity, the parameter ν should be set
to a small value, otherwise, it should be set to a large value.
In this paper, we set ν = 0.05, which is appropriate for all
images.
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VI. CONCLUSION
In this work, a novel active contour model is presented to
segment images with noise and intensity inhomogeneity. The
optimized FoE can suppress artifacts in the background and
indicate the desirable edges of objects of interest. In addi-
tion, the patch-based SPF and local robust statistics make
the proposed model more robust to noise and the position
of the initial contour. Moreover, the JSD-based local fitting
energy term can capture more information of the local robust
statistics of the input image, improving the ability of the
proposed model to deal with intensity inhomogeneity. The
experimental results demonstrate the advantages of the pro-
posed model over several state-of-the-art methods in terms of
accuracy.
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