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ABSTRACT Providing a quantitative assessment of tumour nuclei would improve decision objectivity and
overcome inter and intra-observer variation. In this study, we show that the summary statistics for the whole
slide image of nuclear pleomorphism can provide such quantification. We characterise the heterogeneity of
lung adenocarcinoma (LUAD) using morphometric features of tumour nuclei. The Cox proportional hazard
regression model is employed on a dataset of 78 patients to find the top discriminative features such that there
is a strong correlation with patient survival. We find that global nuclear morphometric features, characterised
by heatmap statistics, have a significant correlation with overall survival in LUAD (p < 0.0003).

INDEX TERMS Digital pathology, deep learning, lung adenocarcinoma, whole slide image.

I. INTRODUCTION
Lung cancer, which accounts for nearly 11% of cancer cases,
is among the most prevalent types of cancer worldwide.
It is the leading cause of cancer-related deaths at 18%, fol-
lowed by female breast cancer [1]–[3]. According to the US
2018 cancer statistics, nearly 50% of both male and female
lung cancer patients might die because of the disease com-
plications [4]. It has the lowest five-year survival rate, pri-
marily because most of the cases are diagnosed at advanced
stages [5], [6].

There are two major categories of lung cancer: non-
small cell lung cancer (NSCLC), and small-cell lung cancer
(SCLC), comprising 80-85% and 15-20% of lung cancer
cases in the UK, respectively [7]. NSCLC has three main
subtypes: adenocarcinoma, squamous cell carcinoma and
large cell carcinoma. Adenocarcinoma is considered the most
prevalent type of NSCLC [8] and has a low five-year survival
rate (15%) [9].

Tumour nuclei constitute one of the key tissue components
for tumour assessment [8]. Several studies have shown that
tumour nuclear morphology is correlated with patient sur-
vival. For instance, Nakazato et al. [10] find that nuclear size
is a significant predictor for lung adenocarcinoma prognosis.
Barletta et al. [11] and von der Thüsen et al. [12] report that
nuclear atypia is correlated with adenocarcinoma survival.
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Kadota et al. [13], [14] show that nuclear diameter is an inde-
pendent factor for poor prognosis in squamous lung cancer.

Generally, studies of tumour nuclear morphology are lim-
ited to a number of features such as nuclear size. Findings
of these studies are difficult to replicate for comparison and
validation purposes due to several reasons. First, the assess-
ment of nuclear morphology requires time and effort. For
example, pathologists inspect a small number of visual fields
(i.e. regions of interest or ROIs) to assess nuclear features
which are then estimated using reference nuclei such as lym-
phocytes [15]. Second, inter- and intra-observer variability is
a common issue in pathology, especially during the assess-
ment of tumour nuclei [16]–[18]. Third, three to four high
power fields (HPFs) with distinctive tumour morphology
are normally selected for nuclear features evaluation [10].
However, other HPFs may affect the overall distribution of
nuclear features. Chalkley counting is another approach for
evaluating the volume of a certain histological component
relative to the tissue section. In Chalkley counting, a grid is
placed on the tissue and then the hot spots areas where there
is a high density of the histology component is subjectively
chosen from the tumor section [19], [20].

Employing automatic tools to analyse tumour nuclei on
whole slide image (WSI) can potentially address the issues
above. It can overcome the variability of the assessment by
providing an objective method based on the qualitative mea-
sures. It can also handle the scalability of data by employing
an automatic processing of the whole slide images.
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Several automatic nuclear morphological assessment tools
have been proposed. For instance, Yu et al. [21] report that
textural and morphological features extracted from tumour
nuclei and tumour cytoplasm could predict patient survival in
LUAD and squamous cell carcinoma. A set of lung cancer
cases from The Cancer Genome Atlas (TCGA) [22] and
Tissue Microarrays (TMAs) datasets are used. Nuclei are
segmented using Otsu threshold [23], and then quantitative
features are calculated using CellProfiler 1. Wang et al. [24]
perform non-small cell lung adenocarcinoma (NSCLC) sub-
type classification and survival analysis on TCGA lung can-
cer dataset. They compute nuclear features such as geometry,
intensity statistics and texture to classify lung cancer cases
into adenocarcinoma or squamous cell carcinoma and to pre-
dict patient survival. Similarly, Wang et al. [25] use nuclear
orientation, texture, shape and tumour architecture to predict
recurrence in NSCLC patients using scanned TMAs. Graph,
shape and texture features are shown to be correlated with
disease recurrence. Vaidy et al. [26] combine radiology and
nuclear features extracted from a set of randomly selected
visual fields to predict recurrence in early-stage lung cancer.
Similar studies are conducted in other types of cancer such as
breast cancer [27]–[29], prostate [30], [31], melanoma [32]
and others [33], [34].

Most of the proposed automatic nuclear metamorphism
scoring models have some of the following limitations. First,
using cases from TCGA or TMA databases which might
cause a bias towards images where the morphological pat-
terns of lung cancer are definitive. Generally, pathologists
review the slides and only identify the most representative
regions for the TMAs [21]. Second, analysis of nuclear
features might be restricted to a number of ROIs which
are selected manually by the expert pathologists.The pro-
cess of selecting regions of interest is entirely dependent on
what looks diagnostically relevant for the pathologist which
varies from one pathologist to another [35]. Third, the vari-
ation in the morphological abnormality of different types
of tumour cells have to be taken into consideration when
extracting nuclear features because the morphological abnor-
mality varies for different kinds of cells. For instance,the
abnormality in the epithelial tumour cells is characterised as
large and irregular size nuclei. However, other type of cells
(such as lymphocytes, necrotic, apoptotic etc.) have different
morphological characterisation. Hence, comparing statistics
between two groups of different types of nuclei might not be
valid.

In this study, we aim to overcome the limitations men-
tioned above. First, we use tissue slides similar to what
pathologists encounter in their daily clinical routine. Second,
we extract nuclear features from the tumour in WSIs through
an automatic parallel processingmethod at high power (40×).
Third, computation of nuclear feature statistics are limited to
epithelial tumour nuclei only.

1http://cellprofiler.org/

TABLE 1. Summary of clinical and pathological features of the LUAD
cohort.

Therefore, the main contributions in this paper are three-
fold: first, to the best of our knowledge, this work is the first
to use nuclear features extracted solely from tumour nuclei
in haematoxylin and eosin (H&E) WSIs of LUAD. Second,
a comprehensive framework is proposed to calculate tumour
nuclei features and provide a heatmap for each feature over
the WSI. Third, the proposed model assesses the potential
correlation between tumour nuclei features and patient sur-
vival in LUAD.

II. MATERIALS AND METHODS
Ethics Statement: The dataset included in this study is

lung cancer tissue slides which are anonymously collected
from the University Hospitals Coventry and Warwickshire
(UHCW) NHS Trust in Coventry, UK. The ethics approval
for a larger digital pathology study associated with this one
is obtained from the National Research Ethics Service North
West (REC reference 15/NW/0843).

The dataset includes whole slide images for 78 LUAD
patients collected between 2006 and 2014. The slides are
H&E stained tissue sections. Clinicopathological variables
of patients are extracted from clinical records and pathology
reports. Tumour sections are stained with H&E and digitally
scanned at 40× using a VL120 Scanner (Omnyx, LLC).
All WSIs are reviewed by the pulmonary pathologist (DS).
Clinical characteristics of patients are shown in Table 1.
In this cohort, the patients are in their 60s, and the majority
of patients (52%) are in the early stage of LUAD. Half of the
cohort has vascular invasion (50%), and the cohort average
overall survival is 51 months. A total of 35% of the patients
in our cohort died during the time between 2006 and 2014.

III. THE PROPOSED ANALYSIS FRAMEWORK
The proposed algorithm (See Fig 1) consists of three mod-
ules: extracting nuclei, calculating nuclear features, and
building the survival model. Broadly, we extract malignant
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FIGURE 1. Overview of the proposed WSI tumour nuclei analysis framework. (a) Basic WSI processing to allow parallel processing of tiles. Tumour
nuclei are detected and segmented. The local morphometric statistics are calculated for each patch to build the final heatmap. (b) Heatmap of each
nuclear feature is quantised into discrete intervals. Mean and area for each interval are calculated and added to the final feature list. Finally,
features that attain high classification accuracy are selected to build the final survival model.

nuclei by combining nuclei detection and segmentation
algorithms. Then, we calculate nuclear features including
morphological, textural, and spatial-distribution features.
Finally, nuclear feature statistics are computed for the whole
slide image and used to find the LUAD overall survival
model.

A. FIRST: NUCLEI EXTRACTION
Nuclei extraction method involves tumour nuclei detection
and segmentation. For nuclei detection, we train the Spa-
tially Constrained Convolution Neural Network (SC-CNN) to
locate centers of tumour nuclei in theWSI. The SC-CNN uses
the Gaussian distribution to model the intensity of tumour
nuclei where the peak of the Gaussian is the center of the
nuclei.

For nuclear segmentation, we utilise the marker-based
watershed segmentation algorithm [36]. The details of
ground truth generation and nuclear detection and seg-
mentation accuracy are provided in the Supplementary
Materials - Section 1

B. SECOND: CALCULATING NUCLEAR
MORPHOMETRIC FEATURES
We calculated three types of nuclear features: nuclear texture
which characterises features such as chromatin distribution

and stain colour intensity, nuclear morphology which char-
acterises nuclear size and shape, and nuclear spatial distribu-
tion which characterises nuclear arrangement within different
areas of the tumour.

The total number of the calculated nuclear features at this
stage of the analysis is 115 features. A brief list of the calcu-
lated features is given in Table 2. The full list with a detailed
description for each feature is given in the Supplementary
Materials - Section 2

Let ni ∈ {n1, . . . ., nN } be the indices for all the detected
nuclei in one sub-image, and pi in {p1, p2, ..pP} be the indices
for all sub-images in the whole slide image. For each detected
nucleus ni, we calculate the nuclear feature fni (fni could be
any of the features explained in Table 2). Then, we find the
average nuclear feature for the entire sub-image as follow:
fi = (fn1+ . . .+ fnN )/N . fi is then assigned to the correspond-
ing location in the heatmap of the WSI.

Fig2 (a) shows the final heatmap of the tumour cell area,
where local standard deviations of the tumour cell area are
used to generate the final heatmap. Hotspots are the regions
where there is a high variance of the tumour cell area. Fig 2 (b)
shows a heatmap for the average distance between tumour
cells, where local means of distances between tumour cells
are used to generate the final heatmap. The figure shows one
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FIGURE 2. (a) Heat map for the standard deviation (SD) of tumour nuclear area. Low value of the heat map (c) represents relatively small variance of
the tumour nuclei area; whereas large value of the heat map(d) represents the higher variance of the tumour nuclear area. (b) Heat map for the average
distance between tumour nuclei. High value of the heat map represents poorly-differentiated tumour. (e) Low value represents well-differentiated
tumour. (e) Glands preserve their overall shape, and nuclei are aligned in relatively uniform spatial distribution. (f) Glands gradually lose their shape,
and the distance between tumour nuclei decreases.

hotspot region where glands lose their shape and tumour cells
begin to merge.

NUCLEAR FEATURES FOR TUMOUR GRADING
The aim of this section is to reduce the number of calculated
features, while keeping the ones that are mostly effective.
We train the machine learning algorithm to classify tumour
regions into low, intermediate, and high grade, based on
nuclear features.

The pathologist (DS) marked regions of interest in eight
WSIs and assigned tumour grade (low, intermediate, and
high) to each region. The tumour grade is assigned accord-
ing to the nuclear atypia, which includes nuclear size, tex-
ture, and spatial distribution. Then, tumour nuclear features
are automatically computed for the selected regions as dis-
cussed in the previous section. Next, we train a machine
learning algorithm (support vector machine-SVM) using the
extracted nuclear features. The SVM is trained to classify
tumour regions into low, intermediate, and high grade. More
details on this experiment are given in the Supplemen-
tary Material - Section 3. Last, we selected nuclear features
where the classification algorithm achieves high accuracy.

The set of the selected nuclear features that achieve high
classification accuracy is given below:

• Nuclear spatial distribution features: average number
of links in nuclear clusters and mean inconsistency of
nuclear clusters.

• Textural features: kurtosis of nuclear OD image, entropy
of the wavelet decomposition of the image, and eight
GLCM features [39], [42] namely: auto-correlation,
contrast, cluster prominence, dissimilarity, sum of
squares, variance, sum variance, and difference of
variance.

C. THIRD: BUILD LUAD OVERALL SURVIVAL PREDICTION
MODEL USING NUCLEAR FEATURES
Fig 3 shows heatmaps of the same feature for two cases.
The figure shows that, for each heatmap, there are distinct
levels of intensity, each of which has an average value and
area. We use these values to characterise the heatmap of
nuclear features as follows: given the heatmap as a 2D
matrix where values are normalised in [0, 1], we quantise the
heatmap into four levels: minimum (Min) [0, 0.25], above-
minimum (Min+) [0.25, 0.5], below-maximum (Max-)
[0.5, 0.75], and maximum (Max) [0.75, 1]. We characterised
each quantisation level by its mean value and size (the
size of the region in pixels divided by the size of the
tissue).
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TABLE 2. Quantitative nuclear morphometric features.

Thus, each heatmap is characterised by 10 values: mean
and variance of the intensity levels in the whole slide image,
mean value and size per quantisation level ( i.e mean value
and size for the regions Min,Min+, Max- and Max). There-
fore, each case in our cohort has a feature vector of 1,150
entries (10 global features for each of the 115 tumour nuclei
features).

After removing the correlated features, the number of
features is reduced to 683. We then analyse the relation-
ship between the final list of the calculated features and
patient survival using the Cox proportional hazard model.
The glment package, which is implemented in R, fits a Cox
regression model with elastic net penalty by exploring all
predictors.

Let x be an n× p matrix where n is the number of patients
and p is the number of predictors (features in this case).
Patient survival data are in the form of (y1, δ1)..(yn, δn), where
y is the survival time in months at the last follow up (if δ
equals 0, or at the time of death if δ equals 1), and β is
the estimated coefficients for each predictor in the model.
For simplicity, suppose m is the events of death which are
ordered according to the time of occurrence, and denoted by
t1 < t2 < . . . tm. Let Ri is the set of individuals who are at
risk at time ti (i.e. those with survival time yi ≥ ti), and ji is
the index of patients who died at time ti. Then, the inference
is based on the partial likelihood for a fixed length vector β
of size p.

L(β) =
m∏
i=1

ex
T
j(i)β∑

j∈Ri
exjT β

(1)

The Cox model is recommended for regression problems
where the number of predictors is greater than the number of
observations [43]. Elastic net penalty factor α bridges the gap
between the two regularisation paths (lasso and grid). We set
α to 0.5 to mix properties of lasso and grid in the predictors
selection model [44]. Finally, we selected a feature set that
minimises the cross-validation error.

IV. RESULTS AND DISCUSSION
Following the experiment in the previous section, the nuclear
features which are best predictors for LUAD survival in our
cohort are as follows:
• Max- region of the average number of links in nuclear
clusters,Min- region of mean cluster inconsistency, and
Max- of the SD of nuclear boundary intensity.

• Mean value of the wavelet coefficient at the second level
of the decomposition.

By examining the selected features above, we notice that
three out of five of those features are for the quantised regions
of the heatmp. This indicates that statistics summarising the
heterogeneity of the whole slide nuclear feasters are signifi-
cant for predicting overall survival in our cohort.

Fig 6 shows the quantised heatmaps using three of the top
selected features: the inconsistency of hierarchical clustering,
the SD of intensity inside the nuclear boundary, and the
average number of links in nuclear clusters. Cases are for
long-term survival (first row) and short-term survival (second
row). The insets provide an illustration of the nuclear features
in both low and high levels of the feature.

Fig 6 (a,b) show the mean inconsistency of nuclear hier-
archical clusters. This feature measures the connectivity
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FIGURE 3. Images in (a,c) show the heat maps of the average number of links in nuclear clusters for the well and poorly-differentiated
tumours. Small squares in (a,c) are shown with higher magnification (b,d). Images in (b,d) show that the distribution of the feature (i.e.
number of links in the nuclear clusters) is variable from one tumour differentiation to another. Notice that the two hotspots in the well and
poorly-differentiated tumours have a significant difference in the nuclear spatial distribution.

TABLE 3. Prognostic value of the clinicopathological features and the automatic scoring model according to the univariate Cox proportional hazard
regression analysis. HR: hazard ratio, CI: confidence interval.

TABLE 4. Prognostic value of the clinical features and the automatic scoring model according to the multivariate Cox proportional hazard regression
analysis. HR: hazard ratio, CI: confidence interval.

between two objects in relation to the actual distance between
them. Therefore, clusters under one level tend to have lower

inconsistency if the distance between them is close to the
distance between clusters at lower levels. The bottom insets
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FIGURE 4. Kaplan-Meier survival plots for the clinicopathological factors. x-axis is time in months, y-axis is
the survival probability. (a) Vascular invasion (with and without vascular invasion), (b) tumour stage (Stage I,
Stage II, and Stage III), (c) age at diagnosis (age < 68 vs. age ≥ 68) and (d) tumour grade (well-differentiated
tumour, intermediate-differentiated tumour, and poorly-differentiated tumour).

FIGURE 5. Kaplan-Meier survival analysis for autoamtic scoring model. (a) Shows the training set and (b) shows the testing set. x-axis is the
time in months, y-axis is the survival probability. In both sets, the good prognosis group had statistically significant improvement in the overall
survival.

(in the first column) show that nuclear clusters short-term
survival cases are closer to each other than the nuclear clusters
of the long-term survival cases (top insert). In the long-term

survival cases, the nuclei are grouped into a distinct glandular
structure. TheMin+ region is larger in the long-term survival
group compared to the short-term survival group.
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FIGURE 6. Quantised heatmaps using the top selected features, which are correlated with patient survival. The features are as follows (left to
right): inconsistency of hierarchical clustering, SD of intensity inside the nuclear boundary, and average number of links in nuclear clusters.
Each colour in the heatmap represents one region, and regions are labelled as minimum (Min), above-minimum (Min+), below-maximum
(Max-), and maximum Max, as shown in the colour bar at the bottom. Images in the first column (from left) show the mean inconsistency of
the nuclear clusters. Images in the second column show the SD of intensity inside the nuclear boundary. Images in the third column show the
average number of links in the nuclear clusters.

Fig 6 (c,d) shows the SD of intensity inside the nuclear
boundary, which tends to be higher in short-term survival
cases than in the long-term survival ones. The Max- region
is larger in the long-term survival case than in the short-
term survival case. The corresponding insets (in the second
column) illustrate the variation in intensity within the nuclear
boundary at the high value of the feature (bottom inset)
compared to the low value of the feature (top inset).

Fig 6 (e,f) shows the average number of links in nuclear
clusters. Short-term survival cases tend to have a high value of
this feature, as the tissue begins to lose its structure and nuclei
are randomly grouped during the destruction of the tissue.
The Max- region is relatively large in the short-term survival
cases compared to the long-term survival cases. The corre-
sponding insets (the third column) show that in the low value
of the feature (top inset), nuclei are uniformly distributed
and grouped into distinct clusters. This creates more distance
between the nuclei and hence fewer links between them. The
high value of this feature corresponds to the compact distance
between tumour cells (bottom inset).

The Cox model estimates patient survival using the func-
tion predict implemented in the R package. We split the data
into two groups. The first group contains 75% of the data,
and the second group contains 25%. The first group is used
to find the best generalisation parameter λ and lock the Cox
object. The Cox object is then used to predict patient survival
and to find the threshold that could split the first group into

good and bad prognosis. The selected threshold is then tested
by predicting patient survival in the second group.

Tables 3 and 4 demonstrate the statistical significance
for the clinicopathological factors and the automatic scor-
ing model in predicting patient survival. Table 3 shows the
univariate analysis, which examines the association of each
independent predictor on patient survival. The automatic
scoringmodel is significantly associated with overall survival
(p-value = 0.0003). Notably, the standard tumour grading
criteria obtained by routine pathological assessment is not
strongly associated with patient survival (p-value = 0.36).
This might be due to the subjective nature of the grading
process, which depends on a rough estimation of tumour
aggressiveness [45]. Tumour stage on the other hand is one
of the significant parameters to predict patient survival. How-
ever, due to the small sample size per stage, the model could
not find an association between tumour stage and patient
survival [46]. However, the Kaplan-Meier survival plots in
Fig 4 (b) show that the survival for stage III patients has a
considerable decline after 50 months (almost 4 years) of the
first diagnosis while stage II has moderate survival and stage
I has better survival.

The multivariate analysis in Table 4 demonstrates the
impact of the automatic scoringmodel on the overall survival.
The HR for the model is 5.9, which indicates a significant
increase (p-value = 0.0001) in the hazard after accounting
for the other histological factors.
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Fig 4 shows that vascular invasion and patient age are
significant factors for stratifying the study cohort into a high
and low probability of overall survival. The Kaplan-Meier
survival plots show that patients without vascular invasion
have a higher probability of long overall survival compared to
those with vascular invasion. Additionally, younger patients
(i.e. age < 68) have a higher probability of longer survival
compared to older patients (i.e. age ≥ 68).
Next, we examine the association between the predic-

tions from our model and the actual survival in the cohort
using Kaplan-Meier survival plots, Fig 5. The p-values
reported in both plots demonstrate the significance of the
split between the two groups (good and poor prognoses).
Therefore, the lower p-value indicates a higher difference
between the survival curves. Thus, cases who are scored as
good prognoses by on the nuclear-feature based prediction
model might have longer survival and vice versa.

This study has the following limitations: first, the size of
the cohort is rather small. Therefore, the automatic scoring
model must be validated on a larger number of cases. Second,
because of the small cohort, the study is applied to cases from
all three stages of LUAD. However, stage plays an important
role in predicting survival in LUAD. Therefore, restricting the
study to the earlier stages of LUAD (stages I and II) will help
to validate the usefulness of WSI tumour nuclear features to
predict patient survival.

V. CONCLUSION
Tumour nuclear features are significant indicators of prog-
nosis in LUAD. This study has demonstrated the ability of
image-based features extracted from WSIs to stratify LUAD
patients with regrade to the overall survival probability.
Although nuclear features are well utilised in clinical studies
and in the image-based models for other types of cancer, this
study is the first that investigated features of tumour nuclei
exclusive of other types of nuclei, using the whole tissue
section. We show through statistical analysis and Kaplan-
Meier survival plots that the tumour nuclear features extracted
from the whole tumour are able to predict patient survival in
LUAD.
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