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ABSTRACT Imaging devices capable of capturing 360◦ images were recently released into the market. The
spherical images acquired by imaging devices, such as 360◦ cameras and multiple camera smartphones, are
projected onto the 2D image plane to allow the use of the existing image coding standard. The 360◦ image
market is currently dominated by the equirectangular projection format coded by the JPEG image coding
standard. Spherical images are characterized by their large size, and they are typically viewed by displaying
a default viewport of the entire image first, followed by navigation by the user. Therefore, progressive
image coding capable of transmitting the default viewport first is in high demand. However, the progressive
image coding methods proposed thus far, such as quality-based and resolution-based progressive coding,
do not support the spatial region-based progressiveness necessary to first display the default viewport. This
paper proposes a center-to-edge progressive mode for the JPEG image coding standard, which enables
transmittance of the discrete cosine transform blocks including the default viewport first by reordering the
blocks’ scanning path. This progressive mode was designed to maintain all other encoding structures of
the JPEG standard, such that use of the already established toolchain of the JPEG is maintained. Results
of the test performed with our proposed mode using eleven 360◦ images in the equirectangular projection
format and six objective image quality parameters show that transmission of default viewports is notably
faster than existing JPEG modes and negligible effects on JPEG image coding efficiency.

INDEX TERMS 360◦ image, JPEG image coding, equirectangular projection, center-to-edge progression.

I. INTRODUCTION
The enhanced availability of multiple image sensor devices,
such as 360◦ cameras and dual camera smartphones to con-
sumers led to the recent widespread use of 360◦ images
in various applications, such as 3D street or scenery view-
ing services [1]–[4]. Presently, 360◦ images are typically
obtained by capturing multiple images of a scene surrounding
a point of view and subsequently stitching them to form a
spherical image. The spherical image is then projected to a
2D image plane to enable application of the existing image
coding standard. The equirectangular projection (ERP) for-
mat [5], [6] coded by the conventional JPEG image coding
standard (ISO/IEC 10918–1), denoted as ERP-JPEG in this
paper, currently dominates the 360◦ image market [7] and has
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been recently standardized by the JPEGworking group under
the name of JPEG 360 (ISO/IEC 19566–6).

The main differences between these ERP-JPEG images
and conventional 2D JPEG (C-JPEG) images are as follows:

1) The size of ERP-JPEG images is typically significantly
larger. 4K- (3840×2160 pixels) and even 8K- (7680×
3840 pixels) sized images are already popular in the
commercial field.

2) Whereas the typical aspect ratios of C-JPEG images
are 4:3, 3:2, and recently 16:9, ERP-JPEG images are
generally in a ratio of 2:1.

3) Whereas the entire image is displayed at once in
C-JPEG image services, only a part of the ERP-JPEG
image is typically unfolded and rendered since the
human visual system does not cover the entire 360◦

field of view. The rendered region is called a viewport,
and the default viewport is the region that has to be
rendered first.
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FIGURE 1. Sample ERP-JPEG images: (a) ERP 4K (3840 × 1920), (b) ERP 6K (5760 × 2880), and (c) ERP 8K (7680 × 3840).

FIGURE 2. Basic encoding structure of JPEG image coding [8].

4) Whereas the sampling intervals in pixels of the C-JPEG
image are equally spaced, those of ERP-JPEG are not.
Fig. 1 shows sample ERP-JPEG images. The ERPmaps
latitudes and longitudes to the vertical and horizontal
axis, respectively, by spacing them equally on the 2D
plane [5], [6]. Therefore, the resulting image is neither
equal-area nor conformal. It contains redundant pixels
and exhibits horizontal stretching near the pole area.

New coding methods for ERP images, which are more
effective than the JPEG image coding, have been recently
researched due to these differences [9]. However, JPEG
image coding still dominates the ERP image coding market,
and it cannot be replaced by another image coding method in
the near future, as the JPEG standard has been predominantly
used over a long time and established a matured toolchain in
the digital imaging industry.

The basic encoding structure of JPEG image coding is
shown in Fig. 2. The input image is converted to the YCbCr
color coordinate system. Chroma components, Cb and Cr,
are optionally downsampled to the 4:2:2 or 4:2:0 type [8].
Each of the Y, Cb, and Cr color components are divided into
non-overlapping 8 × 8 blocks. All the blocks are ordered in
a left-to-right and top-to-bottom (LRTB) scanning path. The
8×8 discrete cosine transform (DCT) is applied to each color
component and then quantized. Whereas the AC coefficients
of each block are losslessly entropy-coded independently,
the DC coefficients are encoded first using a differential
pulse code modulation (DPCM) method to reduce the redun-
dancy between DC coefficients of consecutive blocks, after
which they are entropy-coded. The DC coefficient of a block
reflects the averaged pixels on a block-by-block basis, and the
redundancy exists in consecutive blocks since adjacent blocks
are highly correlated. Lossy compression is performed by a
quantizer whose compression rate is controlled by a so-called
quality factor denoted as q in Fig. 2.

In this study, we note that the LRTB block scanning path
employed in the existing JPEG image coding standard is
inconvenient for displaying ERP-JPEG images. When a large
ERP-JPEG image transmitted through a band-limited channel
is displayed, we must wait until the codestream correspond-
ing to all the blocks covering the default viewport region
arrives. We mitigate this inconvenience by providing a pro-
gressive mode, which enables transmission of the default
viewport region first, using a center-to-edge block scanning
path.

This paper is organized as follows: Sect. II describes the
proposed progressive mode; Sect. III presents the experimen-
tal results showing the JPEG image coding gain influenced
by the proposed mode; and Sect. IV presents the conclusions.

II. PROPOSED PROGRESSIVE IMAGE CODING MODE
We propose a center-to-edge progressive mode to improve
the C-JPEG standard for ERP-JPEG images. Fig. 3 illustrates
the comparison between typical progressive image coding
modes and the proposed one. The box in each image denotes
the default viewport of each progressive mode displayed
as time passes through t0, t1, and t2. The non-progressive
mode is the default C-JPEG mode using the LRTB block
scanning path. C-JPEGprovides the quality progressivemode
optionally, by either encoding low-to-high frequency DCT
coefficients or employing a coarse-to-fine quantizer [8].
The resolution progressive mode is typically provided by
wavelet-based or pyramid-structured image coding methods,
such as the JPEG2000 image coding standard (ISO/IEC
15444). The proposed center-to-edge progressive mode is the
mode first encoding the default viewport and extending the
encoding region to the edge. Compare to the quality-based
and the resolution-based progressive mode, the benefit of
the proposed mode is that it provides the full-quality default
viewport at t0, whereas all other modes achieve this at t2.
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FIGURE 3. Proposed progressive mode compared to existing modes. The box in each image denotes the default viewport. The green box denotes the
time at which the full-quality default viewport is displayed in each mode.

FIGURE 4. Proposed encoding structure of JPEG image coding.

FIGURE 5. Proposed block scanning path compared to LRTB scanning path: (a) LRTB scanning path and (b) proposed scanning path.

We propose a simple reordering method only modifying
the LRTB block scanning path used in C-JPEG, as shown
in Fig. 4. We keep all other encoding structures of C-JPEG.
Thereby, we may guard the merit of C-JPEG, namely
the usage of the already established toolchain of C-JPEG.

Fig. 5 illustrates our proposed block scanning path compared
to the LRTB scanning path. (In this study, we consistently
assume that the default viewport is centered, and the block
most to the right and bottom corner is the last block in the
proposed scanning path. When the default viewport is not
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centered, a pre-processing may be applied to the ERP-JPEG
image for centering the viewport in the image before the
proposed reordering. We may use a method centering the
viewport in the image by applying a simple block shifting.)
An example of a pseudocode that reorders C-JPEG blocks
into the proposed order is listed in the Appendix.

In JPEG image coding, the AC coefficients of each block
are encoded independently. Therefore, changing the block
scanning path has a negligible effect on the coding per-
formance. However, DC coefficients are DPCM encoded.
Therefore, modifying the block scanning path may change
the redundancy between consecutiveDC coefficients and thus
affect coding performance.

In Fig. 6, we compare the redundancy between consecutive
DC coefficients of the proposed scanning path to those of the
LRTB path. Denoting the DC coefficient of the i-th block
by Xi, Fig. 6 exemplifies the scatterplot of Xi and Xi+1 of
Fig. 1(a) for each of Y, Cb, and Cr color component at
two typically employed subsampling modes: 4:4:4 and 4:2:0.
Notably, the Y component of 4:4:4 subsampling is same as
that of 4:2:0 subsampling in JPEG image coding, hence we
only depict the scatterplot in the case of 4:4:4 subsampling.
The difference in the scatterplots between two scanning paths
is negligible for all cases. Therefore, we may conclude that
the redundancy between consecutive DC coefficients of the
proposed scanning path is comparable to that of the LRTB
scanning path.

Fig. 6 also compares the correlation coefficients (denoted
by r) of consecutive DC values of two scanning paths for
the ERP-JPEG image. Notably, the LRTB scanning path has
only one direction, namely left-to-right, and illustrates the
discontinuity between end points: the last block in one line,
and the first block in the following line, as shown in Fig. 5(a).
In contrast, the proposed scanning path has four directions:
left-to-right, right-to-left, up, and down directions, and it
has no discontinuous blocks, as shown in Fig. 5(b). There-
fore, it is expected that the proposed scanning path would
exhibit relatively less redundancy between consecutive DC
coefficients than the LRTB path for horizontally correlated
images andmore redundancy for vertically correlated images.
(Fig. 1(a) depicts the case of a more horizontally correlated
image.) Nevertheless, we may conclude that the differences
in the correlations of consecutive DC coefficients between
proposed and LRTB scanning paths are almost negligible.
Therefore, the coding performance difference between two
scanning paths is likewise expected to be almost negligible.

III. EXPERIMENTAL RESULTS
A. INFLUENCE OF PROPOSED PROGRESSIVE MODE ON
JPEG IMAGE CODING PERFORMANCE
We compare the JPEG image coding performance using
the proposed progressive mode with that obtained with the
C-JPEG coding. Eleven sample images were chosen for our
test, three of which are shown in Fig. 1. The remaining
eight images are shown in Fig. 7. They were captured by

FIGURE 6. DC Scatterplot: 4:4:4 subsampling of (a) LRTB Y,
(b) proposed Y, (c) LRTB Cb, (d) proposed Cb, (e) LRTB Cr, and (f) proposed
Cr, and 4:2:0 subsampling of (g) LRTB Cb, (h) proposed Cb, (i) LRTB Cr, and
(j) proposed Cr.

authors and chosen to represent ERP images of various size,
brightness, colorfulness, and amount of detail.
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FIGURE 7. Eight out of eleven sample images selected for our test. The first three images are shown in Fig.1.

We perform the comparison using objective image qual-
ity metrics that measure the distortion between the original
and coded images. We selected six metrics, which include
mostly adopted metrics in the field of image coding research
and additional metrics recently recommended by the JPEG
working group [10], [11]. These comprise the following:
1) PSNR [12] calculated for color images [13]; 2) structural
similarity index metric (SSIM) [14] focusing on the struc-
tural image difference; 3) multi-scale SSIM (MS-SSIM) [15]
computing the SSIM over different resolutions to represent
the quality at different resolutions and viewing conditions;
4) feature-similarity indexmetric (FSIM) [16] using the phase
congruency and gradient magnitude to assess local image
quality; 5) visual information fidelity (VIF) [17] using natural
image statistics exploiting characteristics of the human visual
system; and 6) CIEDE2000 [18] calculating the difference
between two colors in the CIELab color space.

Our test results are shown in Fig. 8. We performed our
test for the JPEG image coding quality factors of 90, 85,
80, 75, 70, and 65. Notably, PSNR and CIEDE2000 metrics
count chroma components for their measurement, whereas
SSIM, MS-SSIM, FSIM, and VIF metrics use only the
luminance component for their measurement. Therefore,
we provided two chroma subsampling cases only for PSNR
and CIEDE2000 metrics in Fig. 8. The results shown in
Fig. 8 indicate that the differences in the coding performance
of LRTB and proposed scanning path are negligible for
all cases of sample images, employed metrics, subsampling
types, and JPEG quality factors. Furthermore, we also per-
formed the pre-processing for centering the default viewport
before encoding and inversely converted it to the original ERP
image after decoding, and then measured the coding perfor-
mance. We found that the influence of the pre-processing is
also negligible.

B. COMPARISON TO JPEG PROGRESSIVE MODE
In order to quantify the improvement of the proposed scan-
ning mode compared to existing JPEG non-progressive and
progressive modes, we established a simple HTTP server

TABLE 1. Delay times for displaying full-quality default viewports. (Units
are given in seconds).

providing image services whose client is the web browser
displaying 360-degree images. The client requests down-
loading JPEG images over an emulated 15Mbps network
corresponding to typical 4G service speed, decodes the down-
loaded codestream block by block, and displays each block
immediately when it becomes available on the client side.
Wemeasured the delay time to display the full-quality default
viewport thoroughly. The viewport was set to 75◦ × 75◦

whose corresponding sizes in pixels are 1816×1816, 1336×
1336, and 856 × 856 for 8K, 6K, and 4K sample images,
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FIGURE 8. Comparison of coding performances of LRTB and proposed scanning path: (a) PSNR with 4:4:4 subsampling, (b) PSNR with
4:2:0 subsampling, (c) SSIM Y, (d) MS-SSIM Y, (e) FSIM Y, (f) VIF Y, (g) CIEDE2000 with 4:4:4 subsampling, and (h) CIEDE2000 with 4:2:0 subsampling.
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FIGURE 9. Average delay times for displaying full-quality default
viewports.

respectively [19]. It is noted that, in our experiments, both
the time for signaling between the server and the client and
the time due to the client’s processing time for displaying are
negligibly short compared to the delay time to transmit the
image.

The results compared to JPEG non-progressive and pro-
gressive modes are given in Table 1 and Figs. 9 and 10.
Table 1 shows the delay times for displaying full-quality
default viewports in each mode when the original image is
JPEG encoded with variable quality factors. Fig. 9 shows
the delay times averaged over sample images. Fig. 10 illus-
trates an example of viewport images displayed over time.
It is noted that we measured the delay time for displaying
the full-quality default viewport, whereas JPEG progressive
mode provides quality progressiveness. Therefore, the JPEG
progressive mode delay in Table 1 is longer than JPEG
non-progressive mode, whereas the low-quality viewport
of JPEG progressive mode is displayed earlier than JPEG
non-progressive mode in Fig. 10.

We may conclude that the proposed mode is about two
times faster than existing JPEG modes for transmitting full-
quality 75◦×75◦-sized default viewports and it will be faster
for the smaller-sized default viewports.

Finally, we also evaluate the computational complexity
of block reordering for the proposed scanning path. The
execution times of reordering were calculated on a plat-
form powered by quad-core 3.6-GHz CPU and 20-GB RAM.
Table 2 lists the execution times for our sample ERP images

FIGURE 10. Example of viewport images displayed over time: JPEG non-progressive mode, JPEG progressive mode, and proposed mode captured at
0.56s, 2.13s, and 2.35s, respectively, for the ERP5 sample image encoded with quality factor 95. A part of the viewport is displayed for showing
visual differences.
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TABLE 2. Execution times for reordering by proposed scanning path.
(Units are given in seconds).

with two chroma subsampling types: 4:4:4 and 4:2:0. The
computing time is highly dependent on the size of the image
and increases with an increase in the input image size.

IV. CONCLUSION
A new progressive mode for the JPEG image coding is
proposed, in particular for ERP-JPEG images. ERP-JPEG
images are characterized in that a default viewport as part
of the image is displayed first as they are serviced, whereas
C-JPEG image services typically display the entire image at
once. The proposed mode encodes the default viewport first
employing center-to-edge reordering of blocks. This mode
maintains all other encoding structures of C-JPEG, such that
the already established toolchain of C-JPEG may be used.
We performed the test to determine whether our proposed

Procedure Rearranging(C-JPEG_DCT_blocks)
Input: C-JPEG_DCT_blocks
Output: Rearranged_DCT_blocks

1: N ← number of blocks in width
2: M ← number of blocks in height
3: if N < M
4: Rotate C-JPEG_DCT_blocks 90◦ clockwise

// Set the position of starting block
5: ifM is even then
6: Ns← N− (M/2)
7: Ms← (M/2)− 1
8: else
9: Ns← Ms← (M− 1)/2
// Ns is the horizontal position of starting block
// Ms is the vertical position of starting block

10: Call procedure MakeLUT(LUTN, LUTM, Ns, Ms)
// LUTN contains horizontal index of rearranged blocks
// LUTM contains vertical index of rearranged blocks

11: idx ← 0 // index of LUTM and LUTN
12: for i← 0 . . . (M − 1) do
13: for j← 0 . . . (N − 1) do
14: Rearranged_DCT_blocks (i, j)←

C-JPEG_DCT_blocks (LUTN[idx], LUTM[idx])
15: idx ← idx + 1
End of Rearranging

where

Procedure MakeLUT(LUTN, LUTM, Ns, Ms)
1: diffNM ← (N −M )
2: LUTN [0]← Ns
3: LUTM [0]← Ms
4: num← 1 // number of runs
5: idx ← 0 // index of LUTM and LUTN

6: for i← 0 . . . (M − 1) do
7: Nh← num+ diffNM
8: Nv← num

// Nh is the number of horizontal runs
// Nv is the number of vertical runs
9: for j← 0 . . . (Nh − 1) do
10: ifM is even then
11: if num is odd then
12: LUTN [idx + 1]← LUTN [idx]− 1
13: else
14: LUTN [idx + 1]← LUTN [idx]+ 1
15: else
16: if num is odd then
17: LUTN [idx + 1]← LUTN [idx]+ 1
18: else
19: LUTN [idx + 1]← LUTN [idx]− 1
20: LUTM [idx + 1]← LUTM [idx]
21: idx ← idx + 1
22: for j← 0 . . . (Nv − 1) do
23: LUTN [idx + 1]← LUTN [idx]
24: if M is even then
25: if num is odd then
26: LUTM [idx + 1]← LUTM [idx]+ 1
27: else
28: LUTM [idx + 1]← LUTM [idx]− 1
29: else
30: if num is odd then
31: LUTM [idx + 1]← LUTM [idx]− 1
32: else
33: LUTM [idx + 1]← LUTM [idx]+ 1
34: idx ← idx + 1
35: num← num+ 1
End of MakeLUT

mode degrades the coding efficiency of C-JPEG and conclude
that the influence of the proposed mode on C-JPEG image
coding efficiency is negligible.

In summary, the progressive mode proposed in this study
was accepted as a part of the methods improving the cur-
rent JPEG 360 standard in the JPEG working group, and
the amendment of JPEG 360 based on the proposed mode
is being processed [20]. We further note that the proposed
progressive mode is accepted for the next-generation JPEG
image coding standard, JPEG XL, which is being standard-
ized for general images and thus not restricted to 360◦

images [21], [22].
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APPENDIX
This appendix introduces an example of a pseudo code
reordering C-JPEG blocks into the proposed order.
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