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ABSTRACT Natural language processing (NLP) task has achieved excellent performance in many fields,
including semantic understanding, automatic summarization, image recognition and so on. However, most
of the neural network models for NLP extract the text in a fine-grained way, which is not conducive to
grasp the meaning of the text from a global perspective. To alleviate the problem, the combination of the
traditional statistical method and deep learning model as well as a novel model based on multi model
nonlinear fusion are proposed in this paper. The model uses the Jaccard coefficient based on part of speech,
Term Frequency-Inverse Document Frequency (TF-IDF) and word2vec-CNN algorithm to measure the
similarity of sentences respectively. According to the calculation accuracy of each model, the normalized
weight coefficient is obtained and the calculation results are compared. The weighted vector is input into
the fully connected neural network to give the final classification results. As a result, the statistical sentence
similarity evaluation algorithm reduces the granularity of feature extraction, so it can grasp the sentence
features globally. Experimental results show that the matching of sentence similarity calculation method
based on multi model nonlinear fusion is 84%, and the F1 value of the model is 75%.

INDEX TERMS Coarse grained, convolution neural network, attention mechanism, statistical method, multi
model fusion.

I. INTRODUCTION

It is undeniable that feature extraction techniques have been
widely used in many fields, most of which are based on
deep learning, including image processing, NLP and so on.
Different from image processing, the basic semantic unit of
NLP [1]-[8] is sememe, it has such characters as independent,
decentralized, diversification. These features determine that
the model needs to grasp the meaning of the text from the
coarse-grained aspect. Researchers apply attention mecha-
nism to NLP tasks, hoping that the model can focus on text
feature extraction in a more holistic way. Zhang et al. [9] pro-
pose a novel text similarity calculation model. In this model,
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the semantic information and location information of words
in the text are taken into account. The semantic similarity
between the corresponding words is calculate respectively
for the sentences after word segmentation. If the similarity
of words exceeds the set threshold, the location information
will be compared. Finally, the weight vector is multiplied with
the word vector mapping file to get the final feature matrix of
the sentence. In this feature matrix, the initial coarse-grained
extraction of sentence features is realized, but the influence
of high-dimensional word vector weight on sentence feature
matrix is too mild. The literature of [10] uses self attention
mechanism to encode sentences, which completes the task
of extracting and enlarging the main features in the process
of generating sentence feature matrix. This self attention
mechanism makes the addition of weight more accurate, but
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it is also feature weighting based on co-occurrence words and
semantics. Pinheiro et al. [11] propose a sentence similarity
calculation model based on the fusion of deep learning model
and statistical method. The model calculates TF-IDF vector
through co-occurrence words and other information, and pre-
processes sentences twice before calculation.

In this paper, a sentence similarity calculation model based
on multi model nonlinear fusion is proposed. The model com-
bines the traditional sentence similarity calculation method
based on statistics, and completes the coarse-grained extrac-
tion of sentence. This calculation method realizes the overall
grasp of text features from the coarse-grained aspect. The
extraction of sentence feature matrix based on neural net-
work belongs to fine-grained extraction of sentence features,
while feature extraction based on statistical method belongs
to coarse-grained extraction. Therefore, the proposed model
can achieve the fusion of coarse-grained and fine-grained at
the same time. The main contributions and innovations of this
article are summarized as follows:

1. A concept of text extraction based on granularity is
proposed. The feature extraction based on statistical method
is defined as coarse-grained feature extraction. We combine
the coarse-grained features with the fine-grained features
through the fusion of various computational methods, so as to
grasp the semantics of sentences from a global perspective.

2. An improved Jaccard coefficient calculation method is
proposed in this paper. The traditional Jaccard coefficient
only calculates the amount of words in the intersection of
sentence and word segmentation results, which ignores the
influence of part of speech on sentence semantics. Never-
theless for complex parts of speech, the number of words
in the intersection set cannot accurately reflect the degree of
semantic similarity. Therefore, improve the Jaccard algorithm
by adding weighting the part of speech.

3. Compared with the traditional deep learning model,
a multi feature weighting mechanism is added to the
word2vec-CNN model based on multiple features. We weight
the initial feature matrix by measuring the semantic similarity
between words. Compared with the direct extraction of sen-
tence feature matrix, this weighting mechanism can highlight
the key points of extraction.

Il. RELATED WORKS

As a basic task of NLP, the performance of sentence recog-
nition model directly determines the performance of many
related tasks, such as machine translation [12]-[16], auto-
matic text summarization [17]-[23] and text generation
[24]-[28]. Most of the traditional models are based on statisti-
cal methods. In this way, the number of co-occurrence words
is used to measure the similarity of sentences. However, there
exists a problem that the similarity evaluation models based
on statistics only stay at the digital level and do not involve
the deep level of similarity evaluation. The application of
deep learning model in NLP tasks has greatly improved the
accuracy of sentence recognition analysis tasks. The pre-
trained high-dimensional word vector is used to express the
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features of the sentence, which contains not only the semantic
information of the sentence, but also the context information
of the sentence. However, the word vector increases the time
complexity of the algorithm, which is caused by the dimen-
sion of the vector. Compared with the traditional statistical
methods, word vectors generate more computing tasks. In
addition, the sentence feature extraction methods based on
word vector extract the sentence from a more detailed per-
spective, which is not conducive to grasp the features of the
sentence as a whole. Researchers introduce attention mech-
anism into the task of sentence recognition analysis, which
enables the model to focus on the extraction of sentence
features from a holistic perspective.

In this paper, a sentence similarity calculation method
based on multi model nonlinear fusion is proposed, combin-
ing with statistical method, deep learning model and attention
mechanism. In addition, the model improves the algorithm
based on the previous researches. In the following section,
we introduce the sentence similarity computation based on
statistical method, sentence similarity computation based on
neural network and based on attention mechanism.

A. SENTENCE SIMILARITY COMPUTATION BASED ON
STATISTICAL METHOD

Sentence similarity calculation based on statistics is realized
by counting the common features between sentence pairs. In
literature [29], Yang et al. conduct a comparative study of
supervised feature selection methods in statistical learning
of text categorization. These methods mainly include four
features: document frequency (DF), information gains (IG),
mutual information (MI),and term strength (TS). Through
horizontal comparison experiment, it is finally determined
that IG and MI has the greatest influence and are most
effective among those four features. Their methods make
combination of traditional statistical methods and supervised
learning, which can inspect the accuracy of text classification
in case of stem segmentation.

Yang et al. [30] propose two algorithms, Sentence Ele-
ment Extraction algorithm (SEE) and Candidate Feature Set
Extraction algorithm (CFSE), which are proposed according
to the statistical idea. The basic idea of SEE is to extract
features and embed them in the grammar layer. It is based
on the idea that sentence components effectively express
most of the meaning of the document. SEE is provided to
extract sentence elements from dependency relations. Most
sentence elements of words can be gained directly from their
dependency relationship in the sentence. And the algorithm
will be used in CFSE to get the sentence element of each term.
Thus, the extraction methods based on statistical methods
have gained extensive applications, especially in the field of
sentence classification. However, the sentences are generally
have different length, more new words, less repetitive ele-
ments etc. Sentence classification methods based on statisti-
cal learning ideas often require a lot of energy according to the
characteristics of the sentences in the specific classification
task for feature extraction and selection. At the same time
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for the new classification scene, characteristics need to be
rebuilt. The methods often have poor universality. These
shortcomings limit the application of this method in sentence
classification to some extent.

B. SENTENCE SIMILARITY COMPUTATION AND WORD
VECTOR GENERATION BASED ON NEURAL NETWORK
With the development of deep learning model, researchers
use neural network model to learn sentence features and
generate word vectors. Such as word2vec, ELMo (Embed-
dings from Language Models), and BERT. Mikolov et al.
[31] propose a neural network with input layer, hidden layer
and output layer to generate word vectors. The input of the
model is one-hot encoding of words in sentences, which
can be divided into CBOW and skip-gram according to dif-
ferent training methods. However, the word vector trained
in this way lacks the context information in the sentence.
Peters et al. [32] solve the context problem of word vector,
and generated word vector by BiLSTM neural network. The
input of the model is obtained by char level CNN. However,
this model has a large number of parameters and slow train-
ing. Another model with better performance is BERT. The
model proposed by Devlin et al. [33] realizes unsupervised
training, which makes it possible to train a large number
of unlabeled texts. Then, based on the pre-trained high-
dimensional word vector, the researchers use neural network
model to extract the word vector and reduce the dimension
to calculate the similarity of sentence pairs. Lang et al. [34]
propose two simple and effective methods by fully combining
information both applied statistics and CNN with the aim to
get better performance with less time cost on classification.
The two methods combine statistical features and CNN based
probabilistic features to build feature vectors. They choose
the Naive Bayes log-count ratios as the statistical features,
and improve them to adapt to multi-class tasks. Then the
vectors are used into CNN to train the logistic regression
classifiers. As a result, these methods combine the advantages
of neural networks with statistical methods and achieve better
performance than many other complex CNN models with less
time cost.

Although the CNN used for sentence extraction can extract
local features in sentences with good performance. But there
still remain many issues that are overlooked. For instance,
the word vector representation of each word is limited by
the single word vector training method, which affects the
final extracted sentence features for the next step of clas-
sification. Jian er al. [35] propose a sentence classifica-
tion model of convolutional cyclic neural network based on
enhanced semantic feature extraction. First, the convolution
kernel with semantic features is constructed by selecting the
important word sequences in different categories. This step
strengthens the semantic feature extraction of the important
word sequences in the sentence. Then the local features of
sentences are extracted and the sequence of sentences is
preserved by convolution and local pooling of word vector
matrix. The local features are used as the input of the cyclic
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neural network to obtain the long distance dependent infor-
mation. The model enhances the ability of semantic feature
extraction and combines the advantages of CNN and cyclic
neural network. The model is effective in different catego-
rization tasks, such as sentence level emotion classification
and problem classification.

C. SENTENCE SIMILARITY COMPUTATION BASED ON
ATTENTION MECHANISM

Even though sentence similarity computation technology has
developed relatively mature. Many methods ignore that under
specific scenes, different words in a sentence have different
effects on the result of classification. There is often correla-
tion information between words in different parts, and that
information is often inevitable for the next step in classifi-
cation or recognition tasks. In this sense, feature extraction
methods based on attention mechanism can solve his problem
to a large extent. Li et al. [36] propose an architecture of
CNN with attention mechanism for chemical-induced dis-
ease extraction. It works for extracting relationships between
chemicals and diseases from unstructured literature, which is
of great significant to many biomedical applications such as
pharmacovigilance and drug repositioning. The novel archi-
tecture for Chemical-induced disease (CID) extraction which
integrates CNN, domain knowledge, the attention mecha-
nism and piecewise strategy together. The attention mecha-
nism is applied in pooling layer in the CNN to measure the
importance features, which has shown outstanding extraction
performance. In literature [37], the Self-Attention mecha-
nism participates in the feature extraction process of numer-
ous cybersecurity data existing in textual sources. With the
combination of CNN and BiLSTM-CRF model, the authors
propose a self-attention based neural network model for the
named entity recognition in cybersecurity. First, the CNN
model extracts character feature of each word in the sen-
tence. Then the concatenation of the word embedding and
the character embedding is input to the proposed model. It
is worth noticing that the self-attention mechanism is added
between Bi-LSTM layer and CRF layer, which can better
obtain context representation of the current word and obtain
more information on the current word. The authors creatively
add the self-attention mechanism to capture more related
feature information for the current word from the sentence
itself. And experiments have fully illustrated the performance
improvement because of the self-attention mechanism.

Ill. THE PROPOSED MODEL

In this section, the multi model nonlinear fusion algorithm is
described. The proposed model combines the sentence simi-
larity calculation model based on statistics and the sentence
similarity calculation model based on deep learning. Among
them, statistical based algorithms include IF-IDF algorithm
and Jaccard similarity evaluation mechanism based on part of
speech. In the deep learning model, CNN is used to extract the
weighted feature matrix. In the following section, the model
is introduced in detail.
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A. THREE SENTENCE SIMILARITY COMPUTING MODELS

1) SENTENCE SIMILARITY CALCULATION BASED ON TF-IDF

Term Frequency (TF) and Inverse Document Frequency
(IDF) are indicators to measure words in text. TF represents
the number of times a word appears in the text, which reflects
the importance of the word to the file. However, although
many common words are frequently used, they do not have
specific meaning or direction, so they cannot reflect the
theme of the article. So the concept of IDF is introduced.
The IDF represents the frequency of words appearing in a
single document. The influence of common words on text
theme evaluation is filtered out by taking the document as
the basic unit. The combination of TF and IDF can be used
to eliminate the influence of common words on semantic
evaluation and evaluate the document theme better. In this
paper, the sentence is used as the basic unit to calculate the
IDF of words, and calculate the TF based on the number of
times the word appears in the sentence pair. Then, use TF
and IDF to construct TF-IDF vector of sentence pair, and
calculate the similarity between sentence pairs by calculating
the cosine distance between TF-IDF vectors. The calculation
of the TF-IDF vector of the sentence is shown in Formula (1).

trem(w;) |T|
TF —IDF (w;)= x log( ),
Num(Sens U Senp) 1+wi:w; CT

ey

where, trem(w;) is the number of times the word w; appears
in the sentence, Num(Sens U Senp) is the number of words
shared by Seny and Senp, |T| is the total number of sentences
in the dataset, 1 +w; : w; C T is the number of sentence pairs
containing the word w;.

2) JACCARD SIMILARITY COEFFICIENT BASED ON SENTENCE
COMPONENTS

Jaccard similarity coefficient is used to measure the similarity
and difference between two samples, and the coefficient value
serves as the similarity measurement result. In the task of
sentence pair similarity evaluation, Jaccard similarity coef-
ficient gives the result of sentence similarity by measuring
the number of words in the intersection and union of sen-
tence pair segmentation results. This traditional method only
considers the number of co-occurrence words in the sentence
pair, ignoring the influence of part of speech on sentence
semantics.

In this paper, the Jaccard coefficient is weighted based
on the word components. After word segmentation analysis,
a sentence tree is obtained. Different sentence components
have different effects on sentence semantics. We mainly con-
sider the subject, predicate, object, attribute, adverbial and
complement to measure semantic similarity. If the result set
after the participle contains the subject, predicate, object,
attribute, adverbial and complement in the sentence, the
Jacacrd similarity coefficient will be weighted. The specific

calculation formula is shown in Formula (2).
o(Seny N Senp)

Jaccard_Sim = ———, 2)
Senyg U Seng
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where, Sens represents the segmentation result set of
Sentencey, and Senp represents the segmentation result set
of Sentencep. a is the weight coefficient given according to
the part of speech of overlapping words in the intersection set,
and the value of « is given by experiment.

In order to express it more clearly, the calculation formula
of Jaccard coefficient is proposed based on part of speech.
Algorithm 1 is to further describe it. Where, Com,yorg rEp-

Algorithm 1 Calculation of Jaccard Similarity Coefficient
Based on Part of Speech

1: Input: Sentence pairs to be evaluated, Seny Senp;
Output: Jaccard similarity
Sena, Seng, Simjgccard, CoOMypord, &
The word segmentation, part of speech tagging and sen-
tence component analysis are carried out to obtain the
segmentation result set with part of speech
5: fori € Seny do
6: forj € Senp do
7: if i == j then
8
9

Eeal i

Comyyorg .add (i)
: end if
10:  end for
11: end for
12: for k € Com,,prqg do
13:  if K satisfies the grammatical condition then

14: Use Algorithm 2 to calculate the o
15:  endif
16: end for

17: Simjgecara = @ X Comyorg /(Seny U Senp)
18: return Simjgccard

resents the common word in Seny and Senp. o represents
the weighted coefficient given according to the grammatical
relations in co-occurrence words.

It is worth noticing that the weight coefficient is added in
Formula (2) to adjust the influence of co-occurrence words on
sentence similarity from the grammatical level. This effec-
tively solves the problem that the traditional Jaccard coef-
ficient only considers the co-occurrence of words without
considering the effect of sentence components on seman-
tics. After getting the co-occurrence words of the sentence
pairs, the syntax based Jaccard coefficient calculation model
weights the sentences. Their Jaccard similarity coefficient
are weighted according to the grammatical information of
the co-occurrence words and the sentence components of co-
occurrence words in the corresponding sentences. As for the
sentence components, we mainly consider the influence of
subject, predicate, attribute, adverbial and complement on
sentence meaning. However, these sentence components can
be arranged in a variety of ways. Only when the number
of words in the co-occurrence word set is greater than 3,
will the weighting mechanism be called. In addition, the
effect of co-occurrence words with different components on
semantics is very slight. Therefore, the model only weights
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the co-occurrence words when they are the same component
in the sentence. The calculation method of weight coefficient
is shown in Formula (3). In Algorithm 2, further description
of the weighting mechanism is described.

count + 1
o=——, 3
count
where count represents the number of words with the same
sentence component in the co-occurrence word set of the

sentence pair.

Algorithm 2 Sentence Component Weighting Algorithm

1: Input: Comyyorg;

2: Output: the value of weight

3: count, o

4: if length(Comyyorg) >= 3 then

5. for word; € Com,yprg do

6: word; has the same grammatical component in Sery
and Senp

7: count+ =1

8 end for

9:  if count == 0 then

10: return o = 1

11:  else

12: return o = (count + 1)/count

13:  endif

14: else

15 return o =1

16: end if

3) WORD2VEC-CNN ALGORITHM BASED ON MULTIPLE
FEATURES

Traditional models overlook the mutual information between
text pairs before they are input into the deep learning model,
which makes it impossible for the model to effectively extract
the association information in the text when extracting fea-
tures. Instead, word2vec-CNN algorithm we present takes
multiple features into account, which is a sentence feature
extraction model based on attention mechanism. The model
constructs a multi feature attention matrix based on the
co-occurrence word information, location information and
semantic information between texts to realize the weighting
of the original feature matrix. After the word segmentation
mapping of the sentence, the feature vectors representing
Seng = wi,wa,...,w, and Seng = wi,wy,...,w, are
obtained.

n m
Simwora = Y »_ COS(wi, wj), wi € Sens, w; € Senp, (4)
i
where, n and m represent the length of Seny and Senp respec-
tively. The cosine distance of word vector between sentence

pairs is calculated, and the calculation method is shown
in Formula 4. The word vector matrix of sentence pairs is
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calculated. The calculation method as shown in Formula (5).

n m
w2v_matrix = Z Z COS(wj, w]’-)
i

COS(wi, wy), , COS(w1, w})
COS(w2, wy), , COS(ws, wj’.)

= COS(W37 Wl)s N COS(W3, W}) s
COS(Wiv W’l)v N COS(W,, W})

&)

After getting the weight matrix between sentence pairs, the
weight vector of each unit in Seny relative to Senp is calcu-
lated by summing the row elements of the matrix. The matrix
column elements are summed to calculate the weight vector
of each semantic unit in Senp relative to Seny. Take the word
position into account and generate the position embedded
weight matrix according to the editing distance of the words
in the sentence. Firstly, the co-occurrence words in the sen-
tence are retrieved globally and a set of co-occurrence words
is generated, where k is the number of co-occurrence words
in the text, wi € set(A) N set(B). Then, the position infor-
mation of co-occurrence word w{ in Seny is retrieved from
the sentence pair, which is marked as locs(w}). In the same
way, the position information in Seng is recorded as locg(wy).
Finally, the position information is used as an index to obtain
the words of corresponding positions in the sentence pair, and
the edit distance between them and co-occurrence words is
calculated to generate the position embedding weight matrix
based on the editing distance. The calculation process is
shown in Formula (6).

2 x Editdistance(wy, Wies (WZ))
min {length(A), length(B)}
loca(wy) < length(B)
0, other (6)
2 x Editdistance(wy,,

’

pos_embedding =

Wincg(wi))

min {length(A), length(B)}
locg(wy) < length(A)

The number of words in the sentence and the corresponding
position also affect the semantic changes. Position embed-
ding generates a position embedding weight matrix based on
the edit distance of words in the text. First, the co-occurrence
words in the text are retrieved globally and a co-occurrence
word set is generated sefcomwora = {W§, W5, ..., wi}, where
k represents the number of co-occurrence words in the sen-
tence, wi € set(A) N set(B). Then, the position information
of co-occurrence words w,‘;in sentence, 1s retrieved in the
text pair, which is recorded as loca(w{), and the position
information in sentencep is recorded as locg(wy). Finally, the
position information is used as the index to obtain the words
corresponding to the position of the text pair, and the edit
distance between the words and the co-occurrence words is
calculated to generate the position embedding weight matrix

8437



IEEE Access

P. Zhang et al.: Semantic Similarity Computing Model Based on Multi Model Fine-Grained Nonlinear Fusion

B ; T Characteristic
L | _ RN matrix
Attention_Matrix 1 Attention_Matrix 2
R —
[ Convolutionlayer | '
i | Pooling layer |
g I
' | Convolution layer |
: _ : Convolution
: | Pooling layer | i | neural network
I
( Sim(Senl,Sen2) )

FIGURE 1. The structure of word2vec-cnn.

based on the edit distance. The calculation process is shown
in Formula (6).

After calculating the weight vector based on word2vec
embedding and the position embedding vector based on edit
distance, the row vector and column vector are added respec-
tively. Then, the probability normalization is performed by
softmax function. The generated normalized vector is used to
weight the text matrix to get the input of neural network. See
Formula (7) and Formula (8) for calculation.

Att_Matrixse,, = softmax(row_vec + pos_row)

*[WI,WZ,'”,Wn]v (7)
Att_Matrixsen, = softmax(col_vec + pos_col)
s [wi, why o w7 ®)

among them, Art_Matrixs,,, and Att_Matrixs,,, represent
the multi feature attention sentence matrix after weighting
the mutual information in the sentence. After obtaining the
weighted matrix representation of the sentence pair, the next
step is to input the sentence pairs into the convolution neural
network for sentence feature extraction and obtain their fea-
ture vector representation. The convolution neural network
only includes convolution layer and pooling layer. The overall
structure of the model is shown in FIGURE 2.

B. SENTENCE SIMILARITY COMPUTING MODEL BASED
ON MULTI MODEL NONLINEAR FUSION

In order to give full play to the advantages of the above three
models, a sentence similarity calculation algorithm based on
multi model nonlinear fusion is proposed. In this algorithm,
TF-IDF algorithm, Jaccard coefficient algorithm based on
part of speech and word2vec-CNN algorithm based on multi
feature are used to calculate the sentence similarity scores.
After normalization and weighting, the sentence similarity
scores are input into a shallow neural network to learn the fea-
ture relations in the output results. Then the final calculation
results of sentence similarity are given. The weights used in
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IF-IDF Vector Word Set Features Matrix
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coefficient CNN

[0.25,0.36,0.12,---,0.68,0.97,0.61]

O -0
‘*d’*E“"O”

C Sim(Sen1,Sen2) )

FIGURE 2. The structure of model.

the calculation are obtained from the performance evaluation
parameters of the three models, as shown in Formula (9).

o, B, y]1=sigmoid(Jaccard, word2vec—CNN , IF —IDF).
)]

The overall structure of sentence similarity calculation algo-
rithm based on multi model nonlinear fusion is shown in
FIGURE 2.

IV. EXPERIMENT AND RESULT ANALYSIS

In this section, in order to verify the performance of the
model, we use ant financial NLP competition data set (https://
dc.cloud.alipay.com/index?click_from=MAIL&bdType=aca
fbbbiahdahhadhiih#/topic/intro?id=3) and semantic_textual_
similarity (Ihttp://nlpprogress.com/english/semantic_textual_
similarity.htmll) data set to verify the model respectively.

1) ANT FINANCIAL DATA SET

The ant financial data set comes from the Chinese text sim-
ilarity contest held by Alipay. Its data mainly come from
Alipay’s customer service data. Each pair of sentences is
marked by a unique similarity classification result, where
0 represents the same semantics and 1 represents different
semantics. In addition, the training set contains 100000 pieces
of data, and the test set contains 10000 pieces of data. The
standard format of the dataset is shown in TABLE 1, where,
1*, 2*, 3* represent the translation of Chinese sentences. It is
also in TABLE 4. The ratio of positive and negative samples
is 1:4.

2) SEMANTIC_TEXTUAL_SIMILARITY DATA SET

In order to compare with the related models, seman-
tic_textual_similarity (STS) datasets from 2012 to 2015
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TABLE 1. Dataset format of the input model.

Num Senl Sen2 Sim

1 TEMUE B e TE VA AT I A E 1
1* Ant credit pay is locked after the deadline. ~ Ant credit pay has no repayment and is locked 0
2 T LA R A5 FEMIANBESE T T 0
2% Ant credit pay is limited. Ant credit pay can’t be used. 0
3 TR MU A e TR AN 0
3* The quota of ant credit pay is locked The loan limit of ant credit pay is not enough 0

in the experiment are also used. STS dataset divides data TABLE 2. Comparison of experimental results of three models.

from different fields into different documents, including the

semantic similarity scores of sentence pairs, which range models accuracy  precision  recall I

from O to 5. Compared with the data of ant financial, STS TF-IDF 0.25 0.22 097 036

dataset divides the semantic similarity of sentence pairs more Jaccard 0.79 0.54 011  0.18

Carefully. It is worth noting that we multlply the 31m11ar1ty word2vec-CNN 0.80 0.53 0.82 0.65

between 0 and 1 of the model output by 5 and compare it
with the labels in the dataset. The experimental platform of
this paper is windows 10 operating system, using pycharm
as the development tool. Based on tensorflow 2.0, a deep
learning model is built. The model effect analysis is carried
out by comparing with the experimental results of similar
works. During training, the triples containing sentence pairs
and tags are input into the model. The input data format
is (sentencel, sentence2, 0/1). Suppose that score represents
the sentence pair score. If |score — 0] > |score — 1|,
the sentence pair is considered to be semantically different.
If |score — 0] < |score — 1|, the semantic similarity is
considered. In the experiment, accuracy, precision, recall
and F are used as the evaluation criteria of the model. The
specific calculation formula is as follows:

TP + TN
accuracy = , (10)
TP+ TN + FP+ FN
... TP (a1
precision = TP+ FP
TP
recall = ——, (12)
TP + FN
2 x Precision x Recall
Fy = (13)

Precision 4+ Recall
where TP means that the actual result is positive and the
predicted result is positive, TN means that the actual result
is negative and the predicted result is negative, FP means
that the actual result is negative while the predicted result is
positive, FN means that the actual result is positive and the
predicted result is negative.

A. PERFORMANCE COMPARISON OF MULTIPLE MODELS

The method based on multi model nonlinear fusion consid-
ers TF-IDF algorithm, part of speech based Jaccard coef-
ficient algorithm and word2vec-CNN algorithm. The three
algorithms calculate the similarity of problem pairs from
the perspective of word frequency and context relevance. To
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compare the performance of the three models in calculat-
ing similarity, the accuracy, recall rate and other evaluation
parameters were selected for an intuitive comparison. The
three algorithms are compared on the ant financial train-
ing set. As can be seen from TABLE 2, word2vec-CNN
model has the highest accuracy. This is due to the rich fea-
ture information contained in the training high-dimensional
word vector. Compared with the deep learning model, the
algorithm based on Jaccard coefficient can save computing
resources and achieve an accuracy of 0.79. As illustrated in
the TABLE 2, the accuracy of TF-IDF is the worst, and it
is not significant to calculate the word frequency in a short
sentence pair sequence. A single count of the occurrence
times of words is more suitable for converting the weight to
the weight of the original sentence. Based on the experimental
results in TABLE 2, the output of each model is weighted and
normalized before input to the fully connected neural network
of multi model fusion. (Note that the function of TABLE 2
is to determine the weighting coefficient according to the
experimental data of the three models, not the final output
of the models.)

B. PERFORMANCE COMPARISON OF MODELS WITH
DIFFERENT WEIGHTS

In order to verify the performance index of the model under
different weights, the weighted vectors are constructed by
accuracy, precision, recall and F values, and then multiplied
with the output of each model. After weighting precision,
accuracy and F; value of the multi model nonlinear fusion
algorithm are improved significantly. From the experimental
results in TABLE 2, it can be noted that the accuracy of
the model based on TF-IDF is much lower than that of the
other two models, so an appropriate weighting factor should
be chosen to reduce its influence. After normalization of the
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TABLE 3. Comparison of experimental results of multi feature nonlinear
fusion model with different weighting factor. When the weighting factor
is accuracy, it means that the accuracy of the three models is used to
normalize and calculate the weight vector. The normalization method is
shown in Formula 9.

weighting factor « B ¥ accuracy Fi
- - - - 0.77 0.65
accuracy 038 040 0.22 0.84 0.75
precision 037 036 0.27 0.78 0.65
recall 0.19 038 043 0.79 0.70
F1 026 042 032 0.82 0.79

experimental results of the three models, the reliability of
the calculated results is shown in TABLE 3. Selecting the
accuracy to generate weighting factor can keep the calcu-
lation results of the part of speech based Jaccard algorithm
and word2vec-CNN algorithm to the maximum extent, and
reduce the influence of TF-IDF algorithm on multi model
nonlinear fusion algorithm. The way to generate weighting
factors based on precision and recall has little effect on the
accuracy and F value of the model. However, the calculation
results are still better than the unweighted method. F; value is
an overall evaluation parameter of model performance, which
is slightly less accurate compared with the way of generating
weighting factors with accuracy. But it improves the overall
performance of multi model nonlinear fusion algorithm. The
algorithm based on multi model nonlinear fusion can select
the way to generate weighting factors according to the needs
of different tasks, so as to improve the adaptability of the
model as low as possible according to the characteristics
of the data set. In the next experiment, set the « = 0.38,
B =040,y =0.22.

C. COMPARISON OF RELATED MODELS

In order to explain the performance of the model, In Exper-
iment 1, we used ant financial data set, and compared the
proposed model with three related works, which mainly
used TF-IDF, CNN and so on. The purpose is to verify the
advantages and disadvantages of MMNF by comparing with
similar models. In Experiment 2, STS dataset was used. The
comparison with some state-of-art models like BERT are
finished. The purpose is to prove the significance of the work
by comparing with the mainstream models.

1) EXPERIMENT 1
In Experiment 1, comparisons with the traditional models are
completed.

e TF-IDF: VBS [38] (vector based similarity) is a cal-
culation method of vector representation similarity based on
TF-IDF weight. It was proposed by Mihalcea in 2006. This
method uses TF-IDF to obtain sentence vector, which is a
statistical method to obtain word vector.

e Weighted w2v: Gao et al. [39] proposed a short text
classification method based on word2vec weighting, which
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FIGURE 3. Correlation model comparison.

adopted the same training method of word vector as the model
in this paper.

e w2v-CNN: In literature [39], a CNN model is proposed
to process word vector for text similarity clustering. The
model combines neural network model and document topic
model Latent Dirichlet allocation (LDA) to construct feature
matrix. The matrix model can not only effectively represent
the semantic features of the words but also convey the context
features and enhance the feature expression ability of the
model.

In FIGURE 3, the accuracy of the model is compared and
the experimental results are analyzed. From the data in the
diagram, it can be concluded that the model based on TF-IDF
has poor effect, mainly due to the fact that the model considers
too single factors, only considering the frequency of words
in sentences and only having one single measurement factor
correspondingly. Compared with TF-IDF model, the model
based on word vector has demonstrates its superiority in
accuracy, recall rate and F1-value.

2) EXPERIMENT 2
In Experiment 2, we mainly compare the model based on
BERT.

e BERT[CLS] (Devlin et al. [33]): In the text classifica-
tion task, the BERT model adds a [CLS] token to each input
sentences, where [CLS] represents the meaning of classifi-
cation. In the process of sentence calculation in the BERT
model, since [CLS] does not have any meaning of words, it
will integrate the meanings of each word more evenly. Finally,
the [CLS] vector is the feature vector of the sentence.

e Average BERT (Devlin ef al. [33]): It is different from
[CLS], average BERT model is to average the representations
obtained from the last layer.

e Sentence-BERT (Reimers et al. [40]): BERT model
has set a new state-of-the-art performance in many NLP
tasks. However, it causes a massive time consumption.
Sentence-BERT (SBERT) reduces the time consumption
of semantic similarity calculation task. This model adds
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TABLE 4. Similarity calculation of concrete sentence pairs.

index Seny Sens Jaccard word2vec— CNN TF —IDF MMFC
1 Al LA e g FAEMUAN AT 0.253 0.842 0.451 0.683
1* Can I use ant credit pay. Can’t I use ant credit pay. - - - -
2 TEML iR ARAL A2 2 20 TR AEMU AT AL 2 2 2 0.723 0.366 0.312 0.329
2% What’s the minimum amount of ant credit pay. ~ What is the available quota of my ant credit pay. - - - -
3 AEM 73 i =% MLy i 0.812 0.341 0.491 0.483
3* The ant credit pay are emptied by stages. Ant credit pay query by stages. - - - -
4 FEMIVAR B PEPUATE % P 0.554 0.512 0.135 0.312
4* The quota of ant credit pay is locked. The loan limit of ant credit pay is enough. - - - -

TABLE 5. Experimental result on STS dataset in terms of the Pearson
correlation coefficients (left, *100) and Spearman rank correlation
coefficients (right, *100), where the best result are shown in bold face.

Year Compared methods Our method
BERT [CLS]  Average BERT SBERT MMNF
2012 27517325 46.9/50.1 64.6/63.8 65.2/64.3
2013 22.5/24.0 52.8/529 67.5/69.3 68.3/67.9
2014 25.6/28.5 57.2/54.9 73.2/72.9 69.4/70.2
2015 32.1/355 63.5/634 74.3/75.2 69.1/68.7

siamese and triplet network structures to derive semantically
meaningful sentence embedding on the basis of the BERT
model.

In the experiment, comparison are made with three mod-
els based on BERT. The experimental results are shown in
TABLE 5. From the table, we can see that the BERT [CLS]
model leads to rather poor performances. The Bert model is
a language model based on pre-training and fine-tuning. The
output [CLS] vector is directly used as the output of the whole
sentence in the BERT [CLS] model, which makes it difficult
for the model to be suitable for text classification tasks. The
experimental data of average BERT model is much better than
that of BERT [CLS], which indicates that CLS token can not
extract all the words in sentences well. In the proposed model,
the pre-trained vector is used, and the multi feature mecha-
nism is used for fine-tuning. The structure of the model is
similar to that of the BERT model. The difference is that this
model further enhance the output characteristics of word2vec
model, and improve the effect of the model by multi model
fusion. The experimental results are far better than that of
BERT[CLS] and average BERT. SBERT model has shown
satisfactory results in 2013-2015 experimental data, which
once again demonstrates the advantages of the BERT model
and its pre-training and fine-tuning structure. But in the data
of 2012, the data of our model is better than that of SBERT.
Only relying on the Bert model to extract features may lead
to the loss of features to a certain extent. The superposition
of features based on the Bert model may further improve
the performance of the model. And further strengthening
the features of the pre-training model may further improve
the accuracy of NLP tasks, which will be future research
work.

VOLUME 9, 2021

D. SIMILARITY CALCULATION OF CONCRETE SENTENCE
PAIRS

In the selected data set, sentences with various structures
are included. The computational characteristics of different
models may be suitable for sentence pairs with different
structures. For example, the improved Jaccard algorithm is
suitable for sentence pairs with more co-occurrence words.
However, there remain also cases in which the semantic
meaning of sentences containing many co-occurrence words
is exactly opposite. The multi-model nonlinear fusion algo-
rithm understands the relationship between data from var-
ious calculation results, which enables the model to weigh
different calculation results, so as to achieve the purpose of
generating classification results more in line with the actual
sentence meaning. In TABLE 4, the results of processing
special sentence pairs by different models and the calculation
results of multi model nonlinear fusion algorithm are illus-
trated. Four sentences are chosen for comparison, with the
sentence pair 2, sentence pair 3 and sentence pair 4 containing
more co-occurrence words. The improved Jaccard algorithm
gives higher similarity based on the principle of counting
co-occurrence words. But the semantics of these two pairs
of sentences are different. In contrast, the similarity scores
calculated by word2vec-CNN and TF-IDF are lower. The
multi model nonlinear fusion algorithm realizes the correct
classification of sentence semantics based on the comprehen-
sive evaluation of three models. Sentence pair 1 has the same
meaning, but the number of co-occurrence words in the text is
not large. Therefore, Jaccard algorithm and TF-IDF algorithm
both get low similarity score. But the multi model nonlinear
fusion algorithm based on word2vec-CNN mechanism finally
gives the correct evaluation score. It can be seen that the multi
model nonlinear fusion algorithm proposed in this paper can
realize the trade-off between the calculation results of various
models, and the calculation results are the most accurate.

V. CONCLUSION AND FUTURE WORK

In this paper, a multi model nonlinear fusion algorithm is
proposed for different sentence structure features. The results
of Jaccard algorithm, TF-IDF algorithm and word2vec-CNN
are input into the shallow fully connected neural network to
train the model and give an ideal classification result. The
improved Jaccard algorithm takes the grammatical informa-
tion into account in the calculation process of similarity, so
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that the single feature based on the number of co-occurrence
words is supplemented. TF-IDF algorithm calculates sen-
tence similarity from word frequency and inverse document
frequency. In word2vec-CNN algorithm, sentence feature
matrix is weighted by multi feature attention mechanism.
The algorithm of multi model nonlinear fusion can compre-
hensively judge from the calculation results of each model,
synthesize the superiority of three kinds of models and give a
reasonable calculation result, which improves the calculation
accuracy.

The experimental results show that the proposed sentence
similarity calculation method based on multi feature fusion
can balance the calculation results of multiple models. How-
ever, there is still room for improvement. The word vector
based on word2vec can not express the context of the text. In
different contexts, the same word may have different mean-
ings. The word vector given by word2vec model is static
and cannot describe the dynamic change of semantics. In the
future, we will use other language models to improve our
work, such as ELMo, BERT, etc.
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