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ABSTRACT The amount of traffic in wireless networks is increasing exponentially, and this problem can be
mitigated using device-to-device (D2D) caching technology, which installs a cache on a mobile end device.
Devices can reduce the cell load through self-offloading via content in their own cache and D2D offloading
using content in others’ caches. However, especially in the early stage of D2D caching systems, a limited
number of devices with a small storage might be used, and it is required to develop a caching scheme with
excellent performance despite the small cache size. Regarding content popularity, which is common to most
users, the preference probability values are not concentrated on some pieces of content, making it difficult
to achieve satisfactory performance using a small cache. On the other hand, when considering individual
users, content preferences may contain large values for specific content based on individual characteristics.
In addition, the performance can be improved by considering short-term content preferences that reflect
changes in content preferences over time or newly created content during peak hours. In this article, the hit
ratio is divided into six parts considering self- and D2D offloading, common and individual user preferences,
and little and large temporal changes in content preferences during peak hours. We also conceptually divide
the cache of a helper into six areas in relation to the six parts of the hit ratio, and discuss cache partitioning
and proactive caching strategies according to the environment.

INDEX TERMS D2D caching, wireless caching, mobile caching, content preference, cache partitioning,
data offloading.

I. INTRODUCTION
Due to the increase in content-based services such as video
streaming, the amount of traffic in wireless networks is expo-
nentially growing [1]–[4]. In order to solve the data explosion
in wireless networks, small cell technology, which reduces
the cell size, is being used, in addition to developingmmWave
technology, which utilizes high-frequency carriers with a
wider bandwidth [5]–[7]. As the cells become smaller, the
averaging effect disappears, resulting in significantly differ-
ent data requirements over time and location, and this will
worsen with a further decrease in cell size [8].

As wireless communication technology using high car-
rier frequencies is developed and high-frequency bands are
allocated for cellular communication, wireless bandwidth
is dramatically increasing [5]–[7]. However, high-frequency
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radios have coverage issues, and many areas can remain
in the shadow areas of high frequency carriers. In addition,
the data transmission rate of wireless broadband can exceed
the existing wire transfer rate, which can result in a bottleneck
at the backhaul unless a new backhaul is installed [9]–[13].
Therefore, there may be areas where the backhaul becomes a
bottleneck or where the base station does not fully utilize the
broadband radio allocated to the operator, and the amount of
data supply may vary depending on the region.

Another way to cope with the data explosion in wireless
networks is through caching [14]. To reduce the burden of
core networks, a technology for placing cached versions of
content in multiple geographical locations is being employed,
and evolving into mobile edge caching (MEC) technology,
which installs caches at the edge of the network close to the
user [15]–[19]. As an extreme form of MEC for wireless
networks, femto caching technology, which installs caches in
base stations, or device-to-device (D2D) caching technology,
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which installs caches on mobile end devices, is also being
considered [20]–[24].

Installing caches on end devices has several advantages
over installing caches on base stations or wired networks [16],
[25]–[27]. First, installing a cache on a base station may not
be suitable to solve the data explosion in the cell if the radio
section is a bottleneck, whereas D2D communication can be
executed using bands that are owned by the operator but not
fully utilized by the base station. D2D caching can solve
both wireless bottleneck and backhaul bottleneck problems.
Second, if the number of devices increases in some area,
the overall cache size of the devices increases, making it
easy to cope with the traffic congestion. Third, the tech-
nology and storage capacity of devices can be developed
at a faster rate due to shorter device replacement cycles
and easier installation compared to base stations. Fourth,
each device can more accurately identify and use the con-
tent preferences, traffic characteristics, and mobility tenden-
cies of individual devices, through installation of application
programs on the device. Fifth, cache installation is possi-
ble without depending on the operator, and a device with
a cache can support multiple operators’ devices via D2D
communication. Sixth, the mobility of devices can be used
to solve the imbalance in data demand and supply across
regions. Seventh, self-offloading of a device without a sep-
arate delivery process is possible by storing content for
itself.

On the other hand, mobile end devices may have smaller
cache sizes and narrower coverage than wired networks.
In addition, the neighboring environment of a device may
change rapidly due to the mobility of devices. In network
caching systems, since a large-sized cache can be used for
a large number of users, global content popularity can play
an important role. In D2D caching systems, a small-sized
cache is used for a small number of neighboring users, excel-
lent performance may not be achieved with global content
popularity alone, and it may be necessary for a device to
utilize short-term and local information such as the short-term
mobility pattern of the device or the personalized tendencies
of neighboring devices [28]. This article discusses caching
strategies that can take advantage of the characteristics of
D2D caching.

If all or most of devices can store and supply content with
large caches, then there is a high possibility that excellent
performance can be achieved. However, for general devices,
it is difficult to secure enough storage size and to provide
content to other devices due to selfish behavior and power
consumption problems [29]–[31]. In addition, security, copy-
right and access rights issues may arise from storing and sup-
plying data [32]–[34]. In this article, a certified specialized
device that can serve content to other devices is referred to
as a helper [35]–[37]. Particularly, early in the D2D caching
systems, there may not be many helpers due to the aforemen-
tioned issues and cost implications. Thus, a caching method
that can achieve satisfactory performance with a limited num-
ber of helpers is required.

In this article, we assume that high frequency bands with
sufficiently large bandwidths are allocated to the operator.
When a base station uses a broadband radio but the backhaul
is a bottleneck, a helper utilizes the base station as a relay
to transmit data. If a base station uses a narrowband radio,
a helper in the cell can transmit data using single-hop or
multi-hop D2D communication using the frequency bands
owned by the operator but not used by the base station [23],
[38]–[42]. When a device requests content that is available
from a nearby helper’s cache, the helper can serve the con-
tent; this process is referred to as D2D offloading in this
article [43], [44]. Since a helper has a cache of its own, before
attempting D2D offloading, it first checks its own cache for
content; this process is referred to as self-offloading in this
article [45]–[47]. In order to increase self- or D2D offloading
using a small cache, it is necessary to store content with high
user preferences.

Helpers can proactively store content with high content
preferences before peak hours and supply the content to them-
selves and other users during peak hours. However, global
content preferences that consider all users are unlikely to
obtain sufficient offloading with a small cache size, because
the probability values can be spread over a large number
of pieces of content. On the other hand, if individual users
are considered, preference probability values may be con-
centrated on some specific content depending on individual
characteristics, which presents a possibility of better perfor-
mance [48]–[52]. In this article, global content preferences
common to all users are referred to as common preferences,
and content preferences different based on individual users
are referred to as personal preferences. The devices neigh-
boring a helper may vary due to the device mobility, and it
is not always possible to exploit the personal preferences of
neighboring devices.

Content preferences predicted in off-peak hours may vary
during peak hours. New content may be available during
peak hours, such as news, while there may be significant
change of content preferences over time for some con-
tent [28], [53]–[56]. In this article, content preferences with
little temporal change during peak hours are referred to as
static preferences, and content preferences of newly gener-
ated content or with considerable temporal changes during
peak hours are referred to as dynamic preferences. For con-
sideration of content with dynamic preferences, the cache of
a helper should be updated frequently during peak hours [28].
The amount of data available may vary based on the region
due to high frequency carriers, and the amount of data
required may vary contingent on time and place due to the
small cell technology. Hence, not all cells may be overloaded
during peak hours. If some cells with a relatively low average
load intermittently enter an underload state, then the cache
of the helpers in the cells can be updated to enhance the
performance [28], [57].

Considering personal or dynamic preferences, content
preferences may be concentrated on some specific pieces
of content, potentially providing decent performance even
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with a small cache. Considering both at the same time,
in other words, considering dynamic preferences of indi-
vidual users, there is a potential to improve the perfor-
mance further. Dynamic personal preferences can be further
supported by content prediction and content recommenda-
tion technologies [57]. When users view videos, they tend
to watch videos sequentially or view one of the recom-
mended pieces of content, and the next content to watch
can be predicted based on the content currently being
viewed [58]–[63]. For instance, if a user is watching an
episode of a series, the next video to view is likely to be
the next episode. Since content prediction will suggest a few
pieces of content, preference probability values may be con-
centrated on specific content, and satisfactory performance
may be achieved even with a small cache size.

In this article, considering common and personal, and
static and dynamic characteristics, content preferences are
divided into four parts, namely, static common, static per-
sonal, dynamic common and dynamic personal preferences,
and then we discuss how they should be considered.

Common preferences are not dependent on the location or
mobility of devices. Each helper’s personal preferences are
associatedwith self-offloading, and thus they are independent
of the location or mobility of the helper. However, when
considering the personal preferences of a helper’s neighbors,
the mobility characteristics of the helper and the neighboring
devices should be considered. When discussing hit ratio or
caching, each of the personal parts can be divided into two
parts: self and neighbor. In other words, static common,
static self, static neighbor, dynamic common, dynamic self,
and dynamic neighbor parts can be discussed in regards to
the hit ratio. Furthermore, each of the content in the cache
can be classified as one of the six categories depending on
which of the six parts contributes the most to the hit ratio.
Based on the category of content, the cache of a helper
can be conceptually divided into six areas so that we can
determine which categories of content primarily need to be
stored.

This article discusses proactive caching strategies consid-
ering the six parts of the hit ratio. In addition, we discuss
which categories of content should be mainly considered for
proactive caching according to the environment. In particular,
we discuss cache partitioning and caching strategies depend-
ing on the cell load, the number of devices in the cell, and the
mobility of devices. Here, the partitioning of a cache does not
mean that the content is stored after clearly partitioning the
cache’s physical space, but it is done to check the properties
of the content stored in the cache and to describe the caching
strategy of the helper.

The contributions of this article are as follows.
(a) While most of the literature related to caching only

considers common preferences or additionally consid-
ers individual user preferences [14]–[27], [29]–[37],
this article considers content preferences of the four
parts: static common, static personal, dynamic com-
mon, and dynamic personal preferences.

(b) While many literatures have not fully stated the
characteristics of D2D caching systems [14]–[27],
[29]–[37], this article considers self-offloading and
D2D offloading in addition to the four parts of con-
tent preferences. The hit ratio of a helper is then
divided into the six parts: static common, static self,
static neighbor, dynamic common, dynamic self, and
dynamic neighbor parts. Based on the hit ratio of
the six parts, we discuss which parts should be
mainly considered depending on the environment.
We also categorize each piece of content, and discuss
which categories of content should be primarily stored
depending on the environment.

(c) While most of the literature assumes homogeneous
environments in regards to the cell load or device
mobility, or tries to solve an optimization prob-
lem in a given heterogeneous environment [14]–[27],
[29]–[47], this article discusses cache partitioning and
proactive caching strategies in consideration of envi-
ronments where cell loads vary based on the region
and time, and where there exist both mobile and
non-mobile devices.

(d) While most of the literature provides solutions to opti-
mization problems with specific environments, and
does not describe how different helpers in various
environments can cooperate in a distributed manner
[14]–[27], [29]–[47], this article considers diverse
environments through a simplified but unified model,
and discuss how helpers in different environments
should cooperate.

(e) In addition, this article discusses self-offloading and
D2D offloading, considering devices that can store and
deliver content to other users and devices that store
content but only use it for themselves. This article
describes the caching strategy for self-caching devices
and demonstrates the effectiveness of self-offloading.

The organization of the rest of this article is as follows.
Section II describes the system model. Specifically, it covers
the content storage and delivery, cell load, device mobility,
and content preference models used in this article, in addition
to discussing the hit ratio and cache partitioning. Section III
presents cache partitioning and caching strategies based on
the degree of the cell load and the device mobility. Section IV
illustrates cache partitioning and caching strategies with vari-
ous numerical results, and Section V presents the concluding
remarks.

II. SYSTEM MODEL
A. CONTENT STORAGE AND DELIVERY MODEL
Due to cost and other issues, only a limited number of devices
will be able to store and deliver content, especially in the early
days of D2D caching systems. In this article, a device that
can store and supply content to other devices is referred to
as a helper and the other devices are called user equipment
(UE). UEs do not supply content to other devices, although
some of them may have a self-cache for self-offloading.
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Using a self-cache without delivering content to other devices
can alleviate many problems such as security, copyright, and
access rights issues, and reduce power consumption resulting
from D2D discovery and delivery. In this article, a UE that
does not have a cache is called a type-I UE, and a UE that has
a self-cache is called a type-II UE. It is assumed that most of
the UEs are of type-I, and unless otherwise specified, a UE
means a type-I UE. A caching strategy is also required for a
type-II UE, but this is similar as in the case of a helper in the
absence of other devices, thus this article does not focus on
this, and only discusses the cases when necessary.

Suppose that the operator for a considered system has a
sufficiently wide bandwidth at high frequencies. A sufficient
amount of data can be provided if the cell uses all bandwidth
held by the operator and a high capacity backhaul is provided.
However, not all cells may use broadband radio due to the
coverage problem, and high-capacity backhauls may not be
provided for all cells due to cost implications. If a cell does
not use all the bandwidth available to the operator, then a
helper in the cell can use the unused bandwidth to supply data
through D2D communication. If a cell uses all the bandwidth
but the backhaul is a bottleneck, a helper in the cell can
utilize the base station as a relay to deliver data. For simplicity
of discussion, this article assumes that a helper can provide
data to any device in the same cell using multi-hop D2D
communication or utilizing a base station as a relay.

FIGURE 1. Offloading.

A helper stores content in an underload cell and supplies
content in an overload cell. Before the start of peak hours, all
cells are assumed to be underloaded, thus helpers can store
content in any cells. A helper can update the cache if it is in a
cell that goes into an underload condition during peak hours.
When a device requests content in an overloaded cell, if it is a
type-I UE, as shown in Fig. 1, it first checks whether there is a
helper in the cell who has the requested content in the cache.
If the content is found, then the device retrieves the content
from the helper; this process is referred to asD2D offloading.
If the content is not found in the caches of the helpers in the
cell, then the content is fetched from the base station. If the
device that requests content is a helper or a UE of type-II,
it first checks if the content is available in its own cache. If the

content is found in its cache, the device can use the content
without any delivery process; this process is referred to as
self-offloading. If self-offloading fails, then D2D offloading
can be attempted.

B. CELL LOAD MODEL
In this article, we assume that the operator has a very
wide bandwidth at high frequencies. Cells with broadband
radios and high-capacity backhauls may provide a large data
supply, while cells using low-frequency carriers or without
high-capacity backhauls may only provide a small amount
of data. In addition, as cells become smaller, the averaging
effect disappears, and the data requirements of cells may vary
over time. Therefore, cells with a large data supply may be
intermittently underloaded even during peak hours.

FIGURE 2. Illustration of cell load model.

In this article, we consider three types of overload cells,
as shown in Fig. 2. The first case involves a cell that is always
overloaded during peak hours. In this case, a helper in the
cell stores content prior to peak hours, and the cache of the
helper is not updated during peak hours. The second case
concerns a cell that is mostly overloaded during peak hours,
but can occasionally be in an underload condition. In this
case, a helper updates its cache whenever the cell is in an
underload state. However, it may not be easy for a helper
to consider dynamic preferences since the content updates
may not be sufficiently frequent. The third case involves
a cell with a high data supply, which can often go to an
underload state even during peak hours. In this case, a helper
can frequently update the cache during peak hours. In other
words, the content update period is very short.

C. DEVICE MOBILITY MODEL
We assume that there areNdevice devices per cell and the num-
ber of cells considered in this article, denoted as Ncell , is very
large. Hence, the total number of devices considered in this
article, denoted asNtotal , isNcellNdevice. We consider nomadic
devices with little mobility and mobile devices such as cars
and buses. We assume that among Ndevice devices in a cell,
Nnomadic devices are nomadic and the other Ndevice−Nnomadic
devices are mobile. In order to briefly discuss the mobility
of devices, we assume that a device remains in one cell for a
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period of T seconds, and a time duration is considered as a
unit of time T .

Throughout this article, we assume that device 1 is the
helper considered for caching. Assuming that the content
update time is 0, the probability that device 1 (the helper)
and device n are in the same cell at time m is denoted as
δ(n,m). Since it is assumed that there are Ndevice devices per
cell, the following equations can be established:

δ(1,m) = 1
Ntotal∑
n=2

δ(n,m) = Ndevice − 1 (1)

FIGURE 3. Device mobility model.

Fig. 3 briefly shows the mobility model considered in this
article. In the case of a nomadic device, it is assumed that the
probability of movement is not high when considering a short
time. Suppose that device 1 is a nomadic helper and devices
2 through Nnomadic are the other nomadic devices in the same
cell. In this article, we assume that they are likely to remain
in the same cell for a short timeMnomadic

stay . Let Snomadic denote
the set of the nomadic devices in the cells other than the target
cell, and Smobile denote the set of the mobile devices in all
cells. We also assume that the helper and a device in Snomadic
will remain in different cells for a short time Mnomadic

stay , and
the probability that the helper and a device Smobile stay in the
same cell is very low. Specifically, we assume that following
equations can be established:

1
M

M∑
m=1

δ(n,m) ≈ 1 (2 ≤ n ≤ Nnomadic,M ≤ Mnomadic
stay )

1
M

M∑
m=1

δ(n,m) ≈ 0 (n ∈ Snomadic,M ≤ Mnomadic
stay )

1
M

M∑
m=1

δ(n,m) ≈
1

Ncell
(n ∈ Smobile) (2)

Considering a very long time, it is assumed that even a
nomadic device will eventuallymove to another cell. If device
1 is a nomadic helper and device n are also nomadic, then the

following equation is assumed to hold true for a very long
time Mnomadic

move :

1
M

M∑
m=1

δ(n,m) ≈
Ndevice − 1
Ntotal − 1

(n 6= 1,M ≥ Mnomadic
move ) (3)

In other words, if the number of cells is very large, they will
not remain in the same cell eventually.

Suppose that device 1 is a mobile helper with an unknown
path. If there is no other device that is socially-connected or
moving together with the helper, the following equation is
assumed to hold true:

1
M

M∑
m=1

δ(n,m) ≈
Ndevice − 1
Ntotal − 1

(n 6= 1,M ≥ 1) (4)

Suppose that Nsocial devices including the helper are
socially-connected, so that they will meet each other and stay
or move together for most of the time when considering a
very long time over Mmobile

social , regardless of their location at
time 0 [64]–[66]. Suppose that device 1 is a helper and devices
2 throughNsocial are socially connected with the helper. Then,
the following equations are assumed to hold:

1
M

M∑
m=1

δ(n,m) ≈ 1 (2 ≤ n ≤ Nsocial,M ≥ Mmobile
social )

1
M

M∑
m=1

δ(n,m) ≈
Ndevice − Nsocial
Ntotal − Nsocial

(n > Nsocial,M ≥ Mmobile
social ) (5)

Suppose that Ngroup devices are in the same cell at
time 0, and they move together due to social-tie or by group
mobility, for instance, since they are in the same car or
bus [64]–[66]. In that case, we assume that they are in the
same cell within a short time Mmobile

group . Suppose that device
1 is a helper and devices 2 throughNgroup are moving together
with the helper. Then, we assume that the following equations
hold:

1
M

M∑
m=1

δ(n,m) ≈ 1 (2 ≤ n ≤ Ngroup,M ≤ Mmobile
group )

1
M

M∑
m=1

δ(n,m) ≈
Ndevice − Ngroup
Ntotal − Ngroup

(n > Ngroup,M ≤ Mmobile
group ) (6)

In the case of a bus or an autonomous vehicle, it may be
possible to predict its travel path for the short term. Suppose
that device 1 is a mobile helper that can accurately predict its
movement path within a short time Mmobile

predict , and the mobile
helper visits the cell of device n, which is nomadic, from
time Min(n) to time Mout (n) − 1. If the mobile helper does
not go through the cell to which device n belongs, then we
let Min(n) = Mout (n) = 0. In this case, we assume that the
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following equation holds:

1
M

M∑
m=1

δ(n,m) ≈
Mout (n)−Min(n)

M
(Mout (n)− 1

≤ M ≤ Mmobile
predict ,M

nomadic
stay ) (7)

Suppose that device 1 is a mobile helper that can accurately
predict the movement path within a short period Mmobile

predict ,
and the mobile helper visits a target cell from time M cell

in
to time M cell

out − 1. Also, suppose that each cell has Nnomadic
nomadic devices, and devices 2 through Nnomadic + 1 are the
nomadic devices in the target cell. Let Snomadic denote the set
of the nomadic devices in the cells other than the target cell,
and Smobile denote the set of the mobile devices other than
the mobile helper. In this case, the following equations are
assumed to hold:

1

M cell
out −M

cell
in

Mcell
out −1∑

m=Mcell
in

δ(n,m)

≈ 1 (2 ≤ n ≤ Nnomadic + 1,M cell
out ≤ M

mobile
predict ,M

nomadic
stay )

1

M cell
out −M

cell
in

Mcell
out −1∑

m=Mcell
in

δ(n,m)

≈ 0 (n ∈ Snomadic,M cell
out ≤ M

mobile
predict ,M

nomadic
stay )

1

M cell
out −M

cell
in

Mcell
out −1∑

m=Mcell
in

δ(n,m)

≈
Ndevice − Nnomadic − 1

(Ndevice − Nnomadic)Ncell − 1
(n ∈ Smobile) (8)

Using the device mobility model described in this subsec-
tion, we discuss the caching strategies of nomadic or mobile
helpers.

D. CONTENT PREFERENCE MODEL
While the number of pieces of content to be considered may
be very large, the sum of the helpers’ cache sizes in a cell
may be limited, especially in the early days of D2D caching
systems. Therefore, a meaningful hit ratio can be obtained
only when the preference probability values are concentrated
on specific content such that a small number of preference
values are large compared to the others, as shown in Fig. 4.

Although the number of pieces of video content is almost
infinitely large, the number of pieces having meaningful
preference probabilities to be considered for caching, denoted
as Ktotal , may be limited. For simplicity of discussion,
we assume that the size of a piece of content is all the same.
When the content preferences of device n is predicted at
time 0, the content preference of content k of device n at
time m, denoted as P(n, k,m), is defined as the probability
when the device requests content, the content is content k .
In this article, content preference P(n, k,m) is assumed to

comprise four parts, as shown in Fig. 5. The content pref-
erences created by content popularity measured for a large

FIGURE 4. Illustration of probability distributions of content preferences.

FIGURE 5. Four parts of content preferences.

number of users are common to all users and may not change
rapidly over time. These preferences are referred to as static
common preferences in this article. Since static common
preferences are constructed in consideration of many users,
the probability distributionmay be spread over a large number
of pieces of content, and an excellent performance may not be
obtained with a small cache size, as shown in Fig. 4.

On the other hand, content preferences generated consider-
ing individual tastes and propensity can show different char-
acteristics depending on the user and may not change rapidly
over time. These are referred to as static personal preferences
in this article. Static personal preferences may have skewed
probabilities for some content compared to static common
preferences, and may enhance the hit ratio for a small cache
size, as shown in Fig. 4 [48]–[52].

News, sports, and other video content that occur during
peak hours may have high user preferences and varied pref-
erences over time [28], [53]–[56]. Content preferences with
a large temporal change can also be stored in a small cache
since the probability values may be concentrated on some
pieces of content. These content preferences are referred to
as dynamic common preferences in this article.

When users watch video content, they tend to watch
sequentially or view one of the recommended pieces of con-
tent, and the next content to be viewed can be predicted based
on the current content being watched by each user [57]–[63].
Content preferences by content prediction can vary rapidly
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over time since the prediction is based on the video content
the user is watching. In general, different users are likely to
watch different videos, and thus they have a strong personal
tendency. These content preferences are called dynamic per-
sonal preferences.

In this article, we assume that the content preference of
content k of device n at time m can be divided into four parts
and written as

P(n, k,m) = PSC (k)+ PSP(n, k)+ PDC (k,m)

+PDP(n, k,m) (9)

where PSC (k) is the static common preference, PSP(n, k) is
the static personal preference for device n, PDC (k,m) is the
dynamic common preference at time m, and PDP(n, k,m)
is the dynamic personal preference of device n at time m.
We assume that the dynamic preferences PDC (k,m) and
PDP(n, k,m) decrease with time m. The weights of the four
parts can be defined as follows:

PsumSC ≡
Ktotal∑
k=1

PSC (k)

PsumSP (n) ≡
Ktotal∑
k=1

PSP(n, k)

PsumDC (m) ≡
Ktotal∑
k=1

PDC (k,m)

PsumDP (n,m) ≡
Ktotal∑
k=1

PDP(n, k,m)

PsumSC + P
sum
SP (n)+ PsumDC (m)+ P

sum
DP (n,m) ≤ 1 (10)

PSC (k), PSP(n, k), PDC (k, 0), and PDP(n, k, 0) may not have
meaningfully large values for all content, and the number of
non-zero values can be less than Ktotal , as shown in Fig. 4.
Let KNonzero

SC , KNonzero
SP (n), KNonzero

DC , and KNonzero
DP (n) be the

number of non-zero values of preferences for static com-
mon, static personal, dynamic common, and dynamic per-
sonal preferences, respectively. While KNonzero

SC can be large,
KNonzero
SP (n),KNonzero

DC , andKNonzero
DP (n) may be smaller. In par-

ticular, content prediction may produce a small number of
pieces of content, and KNonzero

DP (n) can be very small.
We assume that personal preference values are independent

of the device, and thus the average of personal preferences for
all devices cannot be large enough to consider the storage of
content, which is written as follows:

1
Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0

1
Ntotal

Ntotal∑
n=1

PDP(n, k, 0) ≈ 0 (11)

Also, we assume that dynamic preference values can be
reduced to meaninglessly small values after a long time over

Mstatic, which is written as follows:

1
M

M∑
m=1

PDC (k,m) ≈ 0

1
M

M∑
m=1

Pmax
DP (k,m) ≈ 0

where Pmax
DP (k,m) ≡ max

n
{PDP(n, k,m)} (M ≥ Mstatic)

(12)

On the other hand, we assume that the amount of decrease
in dynamic preferences is insignificant within a short time
Mdynamic (� Mstatic), and it is not necessary to consider the
decrease in the values when updating the cache.

1
M

M∑
m=1

PDC (k,m) ≈ PDC (k, 0)

1
M

M∑
m=1

PDP(n, k,m) ≈ PDP(n, k, 0) (M≤Mdynamic) (13)

Considering the four parts of content preferences, this
article discusses the caching strategies of helpers.

E. HIT RATIO
In this article, the hit ratio for a specific period is defined as
the amount of data self-offloaded or D2D offloaded compared
to the total amount of data requested during that specific
period. If cooperation between helpers is not considered, each
helper performs caching in order to maximize offloading
by the helper, and the final performance can be evaluated
based on each cell. However, if there exists only one helper
in a considered cell, there may be no significant difference
between the hit ratios measured based on either the helper or
the cell. This article discusses each helper’s caching strategy.
To this end, this article mainly discusses the cases of one
helper per cell, and then describes the change in the caching
strategy based on the number of helpers. For simplicity of
discussion, we assume that data demand of each device,
denoted as Rdevice, is constant regardless of the device or
time, when the cell is in an overload condition. Assuming
that the number of devices per cell is Ndevice, the amount of
data required by one cell until timeM before content update,
denoted as Rrequest , can be expressed as follows:

Rrequest = NdeviceRdeviceM (14)

Suppose that device 1 is a helper and there is no other
helper in the cell. If only content k is stored in the cache of the
helper, the amount of offloaded data by the helper, denoted as
Roffloading(k), can be written as

Roffloading(k) =
M∑
m=1

Ntotal∑
n=1

δ(n,m)RdeviceP(n, k,m) (15)
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and the hit ratio for content k , denoted as ρcontent (k), can be
defined as follows:

ρcontent (k) ≡
Roffloading(k)
Rrequest

=
1

NdeviceM

M∑
m=1

Ntotal∑
n=1

δ(n,m) (PSC (k)+ PSP(n, k)

+PDC (k,m)+ PDP(n, k,m)) (16)

Using Eq. (1), the common parts in Eq. (16) can be rewritten
as follows:

1
NdeviceM

M∑
m=1

Ntotal∑
n=1

δ(n,m)PSC (k) = PSC (k)

1
NdeviceM

M∑
m=1

Ntotal∑
n=1

δ(n,m)PDC (k,m) =
1
M

M∑
m=1

PDC (k,m)

(17)

While self-offloading is always feasible if the content is
stored in the helper’s cache, the mobility characteristics of
devices should be taken care of when we utilize the personal
preferences of the helper’s neighbors. Using Eq. (1), each of
the personal preference parts of Eq. (16) can be divided into
two parts as follows:

1
NdeviceM

M∑
m=1

Ntotal∑
n=1

δ(n,m)PSP(n, k)

=
1

Ndevice
PSP(1, k)+

1
NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

1
NdeviceM

M∑
m=1

Ntotal∑
n=1

δ(n,m)PDP(n, k,m)

=
1

NdeviceM

M∑
m=1

PDP(1, k,m)

+
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m) (18)

In Eq. (18), the first part in each equation is related to self-
offloading, and the second part has to do with D2D offloading
using the personal preferences of neighbors. From Eqs. (17)
and (18), the hit ratio in Eq. (16) can be divided into six parts
as shown in Fig. 6, and can be written as

ρcontent (k) = ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

+ ρcontentDC (k)+ ρcontentDS (k)+ ρcontentDN (k) (19)

where

ρcontentSC (k) ≡ PSC (k)

ρcontentSS (k) ≡
1

Ndevice
PSP(1, k)

ρcontentSN (k) ≡
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

FIGURE 6. Six parts of hit ratio.

ρcontentDC (k) ≡
1
M

M∑
m=1

PDC (k,m)

ρcontentDS (k) ≡
1

NdeviceM

M∑
m=1

PDP(1, k,m)

ρcontentDN (k) ≡
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m). (20)

In Eqs. (19) and (20), SC stands for static common, SS for
static self, SN for static neighbor, DC for dynamic common,
DS for dynamic self and DN for dynamic neighbor. While the
common and self parts of the hit ratios are not associated to
the device mobility, the neighbor parts can be affected by the
mobility of the helper and the neighboring devices.

The helper sorts ρcontent (k) in descending order and then
selects theKcache largest elements to construct a set of content
Scache to be stored in its cache.
If there are multiple helpers in a cell, the content set needs

to be determined by considering the content overlapping
with the content sets of other helpers. It may be difficult
to find an optimal solution in a general environment having
multiple helpers. In this article, the objective is not to find
the optimal caching method in a specific environment, but to
understandwhich parts of the hit ratio are important in various
environments. Hence, this article mainly describes the cases
where there is only one helper in a cell, and discusses how the
caching strategy may change when there are multiple helpers
in the cell.

Given a set of content stored in the cache, Scache, the hit
ratio based on the content stored in the cache, denoted as
ρcache, can be defined as

ρcache ≡

∑
k∈Scache

Roffloading(k)

Rrequest
= ρcacheSC + ρcacheSS + ρcacheSN + ρcacheDC + ρcacheDS +ρ

cache
DN

(21)
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where

ρcacheSC ≡

∑
k∈Scache

PSC (k)

ρcacheSS ≡
1

Ndevice

∑
k∈Scache

PSS (1, k)

ρcacheSN ≡
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

∑
k∈Scache

δ(n,m)PSN (n, k)

ρcacheDC ≡
1
M

M∑
m=1

∑
k∈Scache

PDC (k,m)

ρcacheDS ≡
1

NdeviceM

M∑
m=1

∑
k∈Scache

PDS (1, k,m)

ρcacheDN ≡
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

∑
k∈Scache

δ(n,m)PDN (n, k,m). (22)

In this article, we describe how much each of the six
parts of the hit ratio, ρcacheSC , ρcacheSS , ρcacheSN , ρcacheDC , ρcacheDS ,
and ρcacheDN , can contribute to the hit ratio ρcache, which could
explain what caching strategy each helper should utilize in a
given environment.

F. CACHE PARTITIONING
In this article, the hit ratio is divided into the six parts,
as shown in Fig. 6. Similarly, we can define the six categories
of content corresponding to the six parts. Certainly, one piece
of content can contribute to both self-offloading and D2D
offloading, and content for neighbors can benefit all users
as well. However, each piece of content can map to the
part that has the greatest impact on the hit ratio. Based on
the categories of content in the cache, we can see which
categories are important for a given environment. The part
with a large hit-ratio contribution may not always match
the main category of content stored in the cache. In many
cases, a content category that occupies a large portion of the
cache area may have a large contribution to the hit ratio.
However, if the preference values are concentrated only on
a few pieces of content for a certain content category, only
a small number of pieces of content can be stored for the
category, while the part associated to the content category can
greatly contribute to the hit ratio. Conversely, if a category
has similar preference values that are not very large, then
a large portion of the cache may need to be allocated for
the category, while the hit ratio contribution may not be
large.

To establish how much portion of the cache is primarily
associated to each part of the hit ratio, the cache is divided
into six areas by assigning each piece of content in the
cache to the category corresponding to the part that con-
tributes the most to the hit ratio, which can be written as

follows:

k ∈ Scacheα where α = argmax
β

ρcontentβ (k)

k ∈ Scache
α, β ∈ {SC, SS, SN ,DC,DS,DN } (23)

Using Eq. (23), Scache with size Kcache can be divided into
6 sets of ScacheSC , ScacheSS , ScacheSN , ScacheDC , ScacheDS , and ScacheDN
with size K cache

SC , K cache
SS , K cache

SN , K cache
DC , K cache

DS , and K cache
DN ,

respectively. Therefore, the following equation holds:

KSC + KSS + KSN + KDC + KDS + KDN = Ktotal (24)

From these values, we can then check which categories of
content should be primarily considered for storage. Cache
partitioning is conceptual to access how the six categories
affect caching. The cache area is not physically separated,
pre-allocated, or used exclusively.

III. CACHING STRATEGIES
A. NOMADIC HELPER IN A CELL THAT IS ALWAYS
OVERLOADED
In the section, we describe caching strategies for various
environments. Throughout this article, we assume that the
number of devices per cell is Ndevice. Consider a nomadic
helper in a cell that is always overloaded during peak hours.
If the helper remains in the cell during peak hours, then
the cache cannot be updated. Suppose that device 1 is the
nomadic helper considered for caching, and the peak-hour
period M is very long, thus satisfying the conditions M ≥
Mstatic andM ≥ Mnomadic

move . Using Eqs. (3) and (11), the static
neighbor part of the hit ratio for content k in Eq. (20) can be
approximated as follows:

ρcontentSN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

=
1

Ndevice

Ntotal∑
n=2

PSP(n, k)
1
M

M∑
m=1

δ(n,m)

≈
1

Ndevice

Ntotal∑
n=2

PSP(n, k)
Ndevice − 1
Ntotal − 1

≤
1

Ndevice

Ntotal∑
n=2

PSP(n, k)
Ndevice
Ntotal

≤
1

Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0 (25)

From Eq. (12), the dynamic common part in Eq. (20) can be
represented as

ρcontentDC (k) =
1
M

M∑
m=1

PDC (k,m) ≈ 0 (26)
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and the dynamic self part can be written as follows:

ρcontentDS (k) =
1

NdeviceM

M∑
m=1

PDP(1, k,m)

≤
1

Ndevice

1
M

M∑
m=1

Pmax
DP (k,m)

<
1
M

M∑
m=1

Pmax
DP (k,m) ≈ 0 (27)

From Eqs. (1) and (12), the dynamic neighbor part can be
approximated as follows:

ρcontentDN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m)

≤
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)Pmax
DP (k,m)

=
Ndevice − 1
Ndevice

1
M

M∑
m=1

Pmax
DP (k,m)

≤
1
M

M∑
m=1

Pmax
DP (k,m) ≈ 0 (28)

Hence, the hit ratio for content k can be expressed as follows:

ρcontent (k) ≈ ρcontentSC (k)+ ρcontentSS (k)

≈ PSC (k)+
1

Ndevice
PSP(1, k) (29)

FIGURE 7. Caching of a nomadic helper in a cell that is always
overloaded.

As shown in Fig. 7, the helper needs to store content based
on the static common preferences and its own static personal
preferences. It is difficult to achieve excellent performance
especially when the cache size is small, since the helper
cannot exploit the static neighbor and dynamic preferences.
When the number of devices per cell is small, the contribution
of the static self part to the hit ratio increases. As the number
of devices per cell increases, the contribution of the static
common part to the hit ratio increases. In a cell that is always
overloaded, it is difficult to obtain excellent performance with
only a nomadic helper, and the assistance of mobile helpers
moving from other cells may be required, as shown in Fig. 7.

B. SOCIALLY CONNECTED DEVICES IN A CELL THAT IS
ALWAYS OVERLOADED
Suppose that Nsocial devices including the helper are socially-
connected, so that they will meet each other and remain in
the same cell for most of the time when considering a very
long time over Mmobile

social regardless of their location at time
0 [64]–[66]. Suppose that device 1 is a nomadic helper in a
cell that is always overloaded, and devices 2 through Nsocial
are socially connected with the helper. Assuming that the
peak-hour period M is very long and satisfies the condition
M ≥ Mmobile

social , then the static neighbor part of the hit ratio for
content k can be expressed using Eq. (5) as follows:

ρcontentSN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

=
1

Ndevice

Nsocial∑
n=2

PSP(n, k)
1
M

M∑
m=1

δ(n,m)

+
1

Ndevice

Ntotal∑
n=Nsocial+1

PSP(n, k)
1
M

M∑
m=1

δ(n,m)

≈
1

Ndevice

Nsocial∑
n=2

PSP(n, k)+
1

Ndevice

×

Ntotal∑
n=Nsocial+1

PSP(n, k)
Ndevice − Nsocial
Ntotal − Nsocial

(30)

From Eq. (11), the second part of Eq. (30) can be approxi-
mated as follows:

1
Ndevice

Ntotal∑
n=Nsocial+1

PSP(n, k)
Ndevice − Nsocial
Ntotal − Nsocial

≤
1

Ndevice

Ntotal∑
n=Nsocial+1

PSP(n, k)
Ndevice
Ntotal

≤
1

Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0 (31)

From Eq. (31), Eq. (30) can be rewritten as

ρcontentSN (k) ≈
1

Ndevice

Nsocial∑
n=2

PSP(n, k) (32)

and the hit ratio for content k can be expressed as follows:

ρcontent (k) ≈ ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

≈ PSC (k)+
1

Ndevice

Nsocial∑
n=1

PSP(n, k) (33)

Considering devices that are socially-connected, although
cells are always overloaded, some neighbors can be taken care
of, and the performance can be improved [62]–[64].
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C. NOMADIC HELPER IN A CELL THAT IS OCCASIONALLY
UNDERLOADED
Consider a nomadic helper in a cell that is usually overloaded
but intermittently underloaded. We assume that the content
update period M of the helper is not very short satisfying
the condition M ≥ Mstatic, and there are Nnomadic nomadic
devices per cell having little mobility satisfying the condition
M ≤ Mnomadic

stay . Suppose that device 1 is the nomadic helper
and devices 2 through Nnomadic are the other nomadic devices
in the cell. Let Snomadic denote the set of the nomadic devices
in the cells other than the target cell, and Smobile denote the set
of the mobile devices in all cells. Since M ≥ Mstatic, we do
not take care of the dynamic preferences from Eqs. (26), (27),
and (28). Using Eq. (2), the static neighbor part of the hit ratio
for content k can be expressed as follows:

ρcontentSN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

=
1

NdeviceM

M∑
m=1

Nnomadic∑
n=2

δ(n,m)PSP(n, k)

+
1

NdeviceM

M∑
m=1

∑
n∈Snomadic

δ(n,m)PSP(n, k)

+
1

NdeviceM

M∑
m=1

∑
n∈Smobile

δ(n,m)PSP(n, k)

≈
1

Ndevice

M∑
m=1

PSP(n, k)

+
1

NdeviceNcell

M∑
m=1

∑
n∈Smobile

PSP(n, k) (34)

From Eq. (11), the second part of Eq. (34) can be
approximated as

1
NdeviceNcell

∑
n∈Smobile

PSP(n, k) =
1

Ntotal

∑
n∈Smobile

PSP(n, k)

≤
1

Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0

(35)

and Eq. (34) can be rewritten as follows.

ρcontentSN (k) ≈
1

Ndevice

Nnomadic∑
n=2

PSP(n, k) (36)

Hence, the hit ratio for content k can be represented as
follows:

ρcontent (k) ≈ ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

≈ PSC (k)+
1

Ndevice

Nnomadic∑
n=1

PSP(n, k) (37)

As shown in Fig. 8, the helper stores content consider-
ing the static common and static personal preferences of

the nomadic devices in the cell. Compared with Eq. (29),
we can observe that the larger the number of nomadic devices,
the larger the hit ratio, meaning that the performance can be
enhanced if a helper can support many neighbors. In addition,
if the number of nomadic devices becomes close to the num-
ber of devices per cell, the neighbor preferences may become
paramount, especially when the number of devices per cell is
small.

If the number of helpers in Nnomadic nomadic devices in a
cell is not one but Nhelper (≤Nnomadic), it can be considered
that the cache size has increased by Nhelper times in the cell.
In this case, Eq. (37) can be rewritten as follows:

ρcontent (k) ≈ PSC (k)+
1

Ndevice

Nhelper∑
n=1

PSP(n, k)

+
1

Ndevice

Nnomadic∑
n=Nhelper+1

PSP(n, k) (38)

Assuming that each helper stores the content of static self
category in its own cache, as the number of helpers increases,
the importance of the self part increases while the importance
of the neighbor part decreases.

FIGURE 8. Caching of a nomadic helper in a cell that is occasionally
underloaded.

Considering a cell that is usually overloaded, it is difficult
to obtain good performance with only nomadic helpers since
dynamic preferences are not taken care of. As shown in Fig. 8,
it may require the assistance of mobile helpers from other
cells having a low load.

D. NOMADIC HELPER IN A CELL THAT IS OFTEN
UNDERLOADED
Consider a nomadic helper in a cell that is often in a low
load state. We assume that the content update periodM of the
helper is very short satisfying the condition M ≤ Mdynamic,
and there are Nnomadic nomadic devices per cell satisfying
the condition M ≤ Mnomadic

stay . Suppose that device 1 is the
considered nomadic helper and devices 2 through Nnomadic
are the other nomadic devices in the cell. Let Snomadic denote
the set of the nomadic devices in the cells other than the target
cell, and Smobile denote the set of the mobile devices in all
cells. From Eq. (13), the dynamic common and dynamic self
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parts of the hit ratio for content k can be approximated as
follows:

ρcontentDC (k) =
1
M

M∑
m=1

PDC (k,m) ≈ PDC (k, 0)

ρcontentDS (k) =
1

NdeviceM

M∑
m=1

PDP(1, k,m)

≈
1

Ndevice
PDP(1, k, 0) (39)

From Eqs. (2) and (13), the dynamic neighbor part of the hit
ratio for content k can be expressed as follows:

ρcontentDN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m)

≈
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k, 0)

=
1

NdeviceM

M∑
m=1

Nnomadic∑
n=2

δ(n,m)PDP(n, k, 0)

+
1

NdeviceM

M∑
m=1

∑
n∈Snomadic

δ(n,m)PDP(n, k, 0)

+
1

NdeviceM

M∑
m=1

∑
n∈Smobile

δ(n,m)PDP(n, k, 0)

≈
1

Ndevice

Nnomadic∑
n=2

PDP(n, k, 0)

+ s
1

NdeviceNcell

∑
n∈Smobile

PDP(n, k, 0) (40)

Using Eq. (11), the second part of Eq. (40) can be
approximated as

1
NdeviceNcell

∑
n∈Smobile

PDP(n, k, 0)=
1

Ntotal

∑
n∈Smobile

PDP(n, k, 0)

≤
1

Ntotal

Ntotal∑
n=1

PDP(n, k, 0)≈0

(41)

and Eq. (40) can be rewritten as follows:

ρcontentDN (k) ≈
1

Ndevice

Nnomadic∑
n=2

PDP(n, k, 0) (42)

Hence, the hit ratio for content k can be expressed as follows:

ρcontent (k) = ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

+ ρcontentDC (k)+ ρcontentDS (k)+ ρcontentDN (k)

≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice

Nnomadic∑
n=1

(PSP(n, k)+ PDP(n, k, 0))

(43)

The hit ratio includes all six parts, as shown in Fig. 9.
Due to frequent content updates and low device mobility,
the dynamic preferences can be considered and the hit ratio
can be increased.

FIGURE 9. Caching of a nomadic helper in a cell that is often underloaded.

If the number of helpers among the Nnomadic nomadic
devices is increased to Nhelper (≤Nnomadic), then it can be said
that the cache size is increased by Nhelper times in the cell,
and NhelperKcache pieces of content can be stored. In this case,
Eq. (43) can be rewritten as follows:

ρcontent (k) ≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice

Nhelper∑
n=1

(PSP(n, k)+ PDP(n, k, 0))

+
1

Ndevice

Nnomadic∑
n=Nhelper+1

(PSP(n, k)+ PDP(n, k, 0))

(44)

Compared to Eq. (43), the self parts becomes larger and the
neighbor parts becomes smaller.

In the extreme case that all devices in the cell are nomadic
helpers, if each helper stores content based on its own per-
sonal preferences, then the neighbor parts in Eq. (44) may
disappear. Eq. (44) can be rewritten as

ρcontent (k) ≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice

Ndevice∑
n=1

(PSP(n, k)+PDP(n, k, 0)) (45)

and the helpers do not consider the personal preferences of
neighbors.

For simplicity of discussion, it is assumed that all users
have the same amount of data request and the cache sizes
of helpers are equal. In reality, the amount of data requested
varies based on the device and the cache size may vary
depending on the helper [47], [51], [67]. In this case, helpers
with large cache sizes may be required to support neighbors
with high data demands.

Consider a situation where there is no helper in a cell but
all devices in the cell have a self-cache, in other words, all
devices are UEs of type-II. Considering device n in the cell,
the hit ratio for content k can be expressed as follows.

ρcontent (k) ≈ PSC (k)+ PDC (k, 0)

+PSP(n, k)+ PDP(n, k, 0) (46)
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Compared to Eq. (45), there is no difference in that the per-
sonal preferences of neighbors are not considered. However,
in the case of type-II UEs, the content stored in the cache of
each device is not shared with other devices. Therefore, each
device needs to take full care of the common category content.

E. MOBILE HELPER
If a sufficiently large percentage of the cells are often under-
loaded, then a mobile helper update the cache whenever it
enters a cell in a low-load state, and content updates can occur
frequently. Suppose that the content update periodM is small,
thus satisfying the condition M ≤ Mdynamic. Then, Eq. (39)
holds. From Eqs. (4) and (11), the static neighbor part of the
hit ratio for content k can be approximated as follows:

ρcontentSN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

=
1

Ndevice

Ntotal∑
n=2

PSP(n, k)
1
M

M∑
m=1

δ(n,m)

≈
1

Ndevice

Ntotal∑
n=2

PSP(n, k)
Ndevice − 1
Ntotal − 1

≤
1

Ndevice

Ntotal∑
n=2

PSP(n, k)
Ndevice
Ntotal

≤
1

Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0 (47)

From Eqs. (4), (11), and (13), the dynamic neighbor part of
the hit ratio for content k can be expressed as

ρcontentDN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m)

≈
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k, 0)

=
1

Ndevice

Ntotal∑
n=2

PDP(n, k, 0)
1
M

M∑
m=1

δ(n,m)

=
1

Ndevice

Ntotal∑
n=2

PDP(n, k, 0)
Ndevice − 1
Ntotal − 1

≤
1

Ndevice

Ntotal∑
n=2

PDP(n, k, 0)
Ndevice
Ntotal

≤
1

Ntotal

Ntotal∑
n=0

PDP(n, k, 0) ≈ 0 (48)

and the hit ratio for content k can be represented as follows:

ρcontent (k) ≈ ρcontentSC (k)+ ρcontentSS (k)

+ ρcontentDC (k)+ ρcontentDS (k)

≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice
(PSP(1, k)+ PDP(1, k, 0)) (49)

FIGURE 10. Caching of a mobile helper.

Since a mobile helper is constantly changing its neighbors,
it is difficult to store content based on the neighbors’ personal
preferences. However, if a mobile helper frequently visits
cells in a low-load state, the performance can be enhanced
by considering the dynamic preferences, as shown in Fig. 10.

As shown in Figs. 7 and 8, a mobile helper can move after
storing content in a cell that is in an underload condition and
then supply content with high dynamic common preferences
when entering a cell that is overloaded.

If there are multiple mobile helpers per cell, each of them
can perform self-caching andmay reduce performance degra-
dation caused by not caring for neighbors. In addition, if there
is a mobile UE of type-II, it can improve performance through
self-caching considering the dynamic preferences, which are
not taken care of by a nomadic type-II UE in a cell that is
overloaded most of the time.

F. MOBILE HELPER WITH GROUP MOBILITY
Mobile devices do not necessarily move independently.
If mobile devices are in the same place at time 0 and they
are socially connected or in the same vehicle, it may be
assumed that they move together within a short period of time
Mmobile
group [64]–[66]. If a mobile helper often visits cells in a

low-load state and updates the cache frequently, the content
update period M may satisfy the conditions M ≤ Mdynamic
and M ≤ Mmobile

group . Suppose that device 1 is a mobile helper
and devices 2 through Ngroup are UEs moving together with
the helper. Using Eq. (6), the static neighbor part of the hit
ratio for content k can be approximated as follows:

ρcontentSN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

=
1

NdeviceM

M∑
m=1

Ngroup∑
n=2

δ(n,m)PSP(n, k)

+
1

NdeviceM

M∑
m=1

Ntotal∑
n=Ngroup+1

δ(n,m)PSP(n, k)

≈
1

Ndevice

Ngroup∑
n=2

PSP(n, k)

+
1

Ndevice

Ntotal∑
n=Ngroup+1

PSP(n, k)
Ndevice − Ngroup
Ntotal − Ngroup

(50)
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From Eq. (11), the second part of Eq. (50) can be expressed
as

1
Ndevice

Ntotal∑
n=Ngroup+1

PSP(n, k)
Ndevice − Ngroup
Ntotal − Ngroup

≤
1

Ndevice

Ntotal∑
n=Ngroup+1

PSP(n, k)
Ndevice
Ntotal

≤
1

Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0 (51)

and Eq. (50) can be rewritten as follows:

ρcontentSN (k) ≈
1

Ndevice

Ngroup∑
n=2

PSP(n, k) (52)

Similarly, the dynamic neighbor part of the hit ratio for
content k can be written as

ρcontentDN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m)

≈
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k, 0)

≈
1

Ndevice

Ngroup∑
n=2

PDP(n, k, 0) (53)

and the hit ratio for content k can be represented as

ρcontent (k) = ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

+ ρcontentDC (k)+ ρcontentDS (k)+ ρcontentDN (k)

≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice

Ngroup∑
n=1

(PSP(n, k)+PDP(n, k, 0)) (54)

meaning that all six parts can be considered, as shown
in Fig. 11. If devices move together, the performance might
be improved through considering the personal preferences of
the devices in the group.

FIGURE 11. Caching of a mobile helper with group mobility or predicting
the travel path.

G. MOBILE HELPER WITH PREDICTING THE TRAVEL PATH
Consider a vehicle that can predict the travel route, such as a
bus or an autonomous vehicle. Suppose that the movement
path of a mobile helper can be predicted for a short time
Mmobile
predict , and the content update period M satisfies the con-

ditions M ≤ Mdynamic and M ≤ Mmobile
predict . Using Eqs. (7)

and (13), the static and dynamic neighbor parts of the hit ratio
for content k can be written as

ρcontentSN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PSP(n, k)

≈
1

Ndevice

Ntotal∑
n=2

Mout (n)−Min(n)
M

PSP(n, k)

ρcontentDN (k) =
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k,m)

≈
1

NdeviceM

M∑
m=1

Ntotal∑
n=2

δ(n,m)PDP(n, k, 0)

≈
1

Ndevice

Ntotal∑
n=2

Mout (n)−Min(n)
M

PDP(n, k, 0)

(55)

assuming that Mout (n) − 1 ≤ M . The hit ratio for content k
can be represented as follows:

ρcontent (k) = ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

+ ρcontentDC (k)+ ρcontentDS (k)+ ρcontentDN (k)

≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice
(PSP(1, k)+ PDP(1, k, 0))

+

Ntotal∑
n=2

Mout (n)−Min(n)
NdeviceM

× (PSP(n, k)+ PDP(n, k, 0)) (56)

If a mobile helper can predict its travel path, then it can take
into account the personal preferences of the nomadic devices
of the cells in the predicted path [28], [57].

If a mobile helper capable of predicting the movement path
stores content by considering only a specific overload cell in
the movement path, then it can only consider the data request
at that particular time in the cell. Suppose that each cell has
Nnomadic nomadic devices and the mobile helper, which is
device 1, remains in the target cell from M cell

in to M cell
out − 1.

Let the nomadic helpers in the cell under consideration be
devices 2 through Nnomadic+1, the set of the nomadic helpers
in the cells other than the target cell be Snomadic, and the set of
mobile devices other than the mobile helper be Smobile. Using
Eq. (8), the static neighbor part of the hit ratio for content k
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can be written as follows:

ρcontentSN (k)

=
1

Ndevice(M cell
out −M

cell
in )

Mcell
out −1∑

m=Mcell
in

Ntotal∑
n=2

δ(n,m)PSP(n, k)

=
1

Ndevice(M cell
out −M

cell
in )

Mcell
out −1∑

m=Mcell
in

Nnomadic+1∑
n=2

δ(n,m)PSP(n, k)

+
1

Ndevice(M cell
out −M

cell
in )

Mcell
out −1∑

m=Mcell
in

∑
n∈Nnomadic

δ(n,m)PSP(n, k)

+
1

Ndevice(M cell
out −M

cell
in )

Mcell
out −1∑

m=Mcell
in

∑
n∈Nmobile

δ(n,m)PSP(n, k)

≈
1

Ndevice

Nnomadic+1∑
n=2

PSP(n, k)

+
1

Ndevice

∑
n∈Smobile

PSP(n, k)
Ndevice − Nnomadic − 1

(Ndevice − Nnomadic)Ncell − 1

(57)

From Eq. (11), the second part of Eq. (57) can be
approximated as

1
Ndevice

∑
n∈Smobile

PSP(n, k)
Ndevice − Nnomadic − 1

(Ndevice − Nnomadic)Ncell − 1

≤
1

Ndevice

∑
n∈Smobile

PSP(n, k)
Ndevice − Nnomadic

(Ndevice − Nnomadic)Ncell

=
1

Ndevice

∑
n∈Smobile

PSP(n, k)
Ndevice
Ntotal

≤
1

Ntotal

Ntotal∑
n=1

PSP(n, k) ≈ 0 (58)

and Eq. (57) can be rewritten as follows:

ρcontentSN (k) ≈
1

Ndevice

Nnomadic+1∑
n=2

PSP(n, k) (59)

Similarly, the dynamic neighbor part of the hit ratio for
content k can be expressed as

ρcontentDN (k)

=
1

Ndevice(M cell
out −M

cell
in )

Mcell
out −1∑

m=Mcell
in

Ntotal∑
n=2

δ(n,m)PDP(n, k,m)

≈
1

Ndevice(M cell
out −M

cell
in )

Mcell
out −1∑

m=Mcell
in

Ntotal∑
n=2

δ(n,m)PDP(n, k, 0)

≈
1

Ndevice

Nnomadic+1∑
n=2

PDP(n, k, 0) (60)

and the hit ratio for content k can be represented as follows:

ρcontent (k) = ρcontentSC (k)+ ρcontentSS (k)+ ρcontentSN (k)

+ ρcontentDC (k)+ ρcontentDS (k)+ ρcontentDN (k)

≈ PSC (k)+ PDC (k, 0)

+
1

Ndevice

Nnomadic+1∑
n=1

(PSP(n, k)+ PDP(n, k, 0))

(61)

As shown in Figs. 7 and 8, a mobile helper that is capable
of predicting the travel path can move and enter a cell that is
overloaded in order to offload. For a cell that is always over-
loaded, the mobile helper can supply content with large static
personal preferences or with large dynamic personal prefer-
ences. For a cell that is mostly overloaded but occasionally in
an underload condition, the mobile helper can supply content
with large dynamic preferences, which could be difficult for
nomadic helpers in the cell to provide. If the degree of the cell
load varies based on the region, the mobility of devices may
be a crucial factor for performance improvement, and it may
be desirable to determine whether some devices are socially
connected or in the same vehicle, or whether mobile helpers
can predict their movement path.

IV. NUMERICAL RESULTS
A. SIMULATION PARAMETERS
This section presents numerical results for the six parts of
hit ratio and cache partitioning through simulation. In the
following simulation results, the weights of the four parts
of content preferences at time 0, PsumSC , PsumSP (n), PsumDC (0), and
PsumDP (n, 0) are all 0.25, and the number of pieces of content
considered for caching, Ktotal is 100,000. The four parts of
content preferences of device n at time 0, PSC (k), PSP(n, k),
PDC (k, 0), and PDP(n, k, 0) are all Zipf distributions with
Zipf parameter of 0.8, but the numbers of non-zero elements,
KNonzero
SP (n), KNonzero

DC , and KNonzero
DP (n) are limited to 500,

1000, and 20, respectively, while KNonzero
SC is 100,000. This

means that dynamic and/or personal preferences are assumed
to have larger values on some specific content, while static
common preference values are spread over a large number of
pieces of content. The orders of the personal preferences are
independent of the device. The cache size of a helper, Kcache
is 100, and the number of devices per cell, Ndevice is limited
to 15 or less.

B. NOMADIC HELPER IN A CELL THAT IS ALWAYS
OVERLOADED
Figs. 12 and 13 present the hit ratio and cache partitioning,
respectively, for the case of a nomadic helper in a cell that
is always overloaded. The number of helpers is one, and
the number of devices in the cell including the helper varies
under the assumption that all devices are nomadic. The cache
cannot be updated during peak hours, and the cache update
period is assumed to be very long. Since the neighboring
devices of the helper may vary during peak hours as a result
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FIGURE 12. Hit ratio of a nomadic helper in a cell that is always
overloaded.

FIGURE 13. Cache partitioning of a nomadic helper in a cell that is always
overloaded.

of the device mobility, only the static common and static self
parts can be considered. In Fig. 12, it can be seen that as
the number of devices in the cell increases, the portion of
self-requests among the total data requests decreases, thus
causing a decrease in the static self part of the hit ratio.
In Fig. 13, we observe that as the number of devices in the
cell increases, the content should be stored considering the
static common part, rather than the static self part.

C. NOMADIC HELPER IN A CELL THAT IS OCCASIONALLY
UNDERLOADED
Figs. 14 and 15 illustrate the hit ratio and cache partition-
ing, respectively, for the case of a nomadic helper in a cell
that occasionally goes into a low-load state. The number
of nomadic helpers is one, and the number of devices in
the cell including the helper varies under the assumption
that all devices are nomadic. Since we assume that the con-
tent updates do not occur frequently enough to consider the
dynamic preferences, content is stored in consideration of
only the static preferences. In particular, it can be seen that
content with static neighbor category is primarily stored in the
cache, and the contribution of the static neighbor part to the
hit ratio is high. As the number of devices in the cell increases,

FIGURE 14. Hit ratio of a nomadic helper in a cell that is occasionally
underloaded.

FIGURE 15. Cache partitioning of a nomadic helper in a cell that is
occasionally underloaded.

the contribution of self-caching decreases and the static self
area of the cache also decreases. As the number of devices
increases, the number of neighbors that need to be considered
for storage increases, but the cache size is limited, thus the
neighbor part of the hit ratio decreases.

D. NOMADIC HELPER IN A CELL THAT IS OFTEN
UNDERLOADED
Figs. 16 and 17 show the hit ratio and cache partitioning,
respectively, for the case of a nomadic helper in a cell that
is frequently underloaded. The number of helpers is one,
and the number of devices in the cell including the helper
varies based on the assumption that all devices are nomadic.
Fig. 16 shows that if the cache can be updated frequently
and thus dynamic preferences can be considered for storage,
then the hit ratio can be greatly improved. As the number of
devices increases, the number of neighbors also increases,
and thus the importance of the self parts decreases. Since
the size of the cache is limited, the neighbor parts of the
hit ratio are not improved with an increase in the number of
devices. When performing cache partitioning, the cache size
is divided into small integers, and the curves do not appear
smooth regardless of the number of simulations. However,
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FIGURE 16. Hit ratio of a nomadic helper in a cell that is often
underloaded.

FIGURE 17. Cache partitioning of a nomadic helper in a cell that is often
underloaded.

FIGURE 18. Hit ratio based on the number of nomadic devices.

it is possible to understand the characteristics of the caching
system from the figures.

In Figs. 18 and 19, the number of nomadic helpers is one,
the number of devices in the cell is 15, and the number of
nomadic devices in the cell including the helper varies. The
other devices in the cell are mobile. Since the helper can uti-
lize the personal preferences of the nomadic devices, the hit

FIGURE 19. Cache partitioning based on the number of nomadic devices.

FIGURE 20. Hit ratio based on the number of nomadic helpers.

ratio increases with the number of nomadic devices in the cell.
When the number of devices per cell is fixed, increasing the
number of nomadic devices emphasizes the importance of the
neighbor parts, since the proportion of neighbors supported
by the helper among all devices increases.

Figs. 20 and 21 show the hit ratio and cache partitioning,
respectively, when the number of devices in the cell is 15,
and all are nomadic, while the number of helpers varies.
If the content updates occur frequently and the devices have
little mobility, then the effective size of the cache in the cell
increases with the number of helpers, thus improving the
hit ratio. If all the devices in the cell are helpers, then each
device can consider its own personal preferences, eliminating
the need to consider the neighbors’ personal preferences.
Therefore, as the number of helpers increases, the importance
of the neighbor parts decreases, while the importance of the
self and common parts increases. When all the devices are
helpers, the neighbor parts diminish.

E. MOBILE HELPER
Figs. 22 and 23 show the hit ratio and cache partitioning,
respectively, for amobile helper. If the percentage of cells that
frequently go under a low-load condition is large enough, then
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FIGURE 21. Cache partitioning based on the number of nomadic helpers.

FIGURE 22. Hit ratio of a mobile helper.

FIGURE 23. Cache partitioning of a mobile helper.

a mobile helper can frequently enter a cell in an underload
state. In that case, the content update period is very short,
and the dynamic preferences can be considered. However,
if the mobile devices cannot predict the movement path and
there is no other device moving together with the helper, it is

difficult to identify the helper’s neighbors, and the neighbor
preferences cannot be considered. In Figs. 22 and 23, the
number of helpers is one, and the number of devices per
cell including the helper varies. As the number of devices
increases, the importance of the common parts also increases,
while the importance of the self parts decreases. Compared to
Figs. 12 through 17, the importance of the dynamic common
part is significant, and the mobile helper can store content
mainly considering the dynamic common preferences.

If a mobile helper can move with other devices forming
a group or if the mobile helper can predict the movement
path, then the results similar to those in the previous section
will be produced, and thus separate simulation results are not
included.

FIGURE 24. Hit ratio when nomadic and mobile helpers cooperate.

F. COOPERATION BETWEEN NOMADIC AND MOBILE
HELPERS
In cells that cannot go into an underload state frequently,
nomadic helpers alone may not achieve satisfactory results,
since they cannot take into consideration the dynamic prefer-
ences for caching. In this case, nomadic and mobile helpers
may divide their roles by considering different parts of con-
tent preferences. Fig. 24 shows the hit ratio of a cell that occa-
sionally enters an underload state. The cell has 15 devices.
Among them, 10 devices are nomadic and 5 devices are
mobile. Two of the five mobile devices are helpers, with one
that can predict the movement path while the other cannot.
In the figure, the number of helpers out of 10 nomadic devices
is changing, and the total number of helpers in the cell is
the number of nomadic helpers plus two. While the nomadic
helpers mainly consider the static preferences, the mobile
helper with an unknown path provides content with large
dynamic common preferences to all devices, and the mobile
helper with a predictable path can handle the dynamic per-
sonal preferences of the nomadic devices in the target cell.
As shown in Fig. 24, it is difficult to achieve excellent perfor-
mance with only the nomadic helpers, and the hit ratio can be
enhanced when cooperating with the mobile helpers.
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FIGURE 25. Hit ratio with self-caching.

G. DEVICE WITH A SELF-CACHE
When a device provides content to other devices using D2D
communication, there can be various problems such as power
consumption, security, copyright, etc., and the number of
helpers may be limited at the onset of D2D caching sys-
tems. However, if there are many devices capable of self-
caching, then the performance can be improved although they
do not deliver content to other devices. Fig. 25 shows the
performance when there are 15 type-II UEs in a cell that is
always overloaded. Since the devices do not deliver content
to others, the neighbor parts of the hit ratio are not considered.
Among 15 devices, the number of nomadic devices varies as
in the figure, while the others are mobile. We assume that
the nomadic devices consider the static common and static
self parts because it is not easy to update the cache. It is
also assumed that the mobile devices consider the static com-
mon, static self, dynamic common, and dynamic self parts
owing to frequent content updates. Since the mobile devices
can consider the dynamic preferences, when the number of
nomadic devices is small, in other words, when there are
manymobile devices, the hit ratio is high and the contribution
of the dynamic preferences is significant.

V. CONCLUSION
In this article, we examined how a helper should store content
in its cache according to the environment. To this end, content
preferences are divided into four parts: static common, static
personal, dynamic common and dynamic personal prefer-
ences. In consideration of self-offloading andD2D offloading
in addition to the four parts of content preferences, the hit
ratio is divided into six parts: static common, static self,
static neighbor, dynamic common, dynamic self and dynamic
neighbor parts. We focused on the aspects of caching and the
contribution of the six parts to the hit ratio based on the cell
load and the mobility of devices. As a result, we can see that
the caching strategy of a helper should be determined based
on many factors such as the cell load, the number of devices
in the cell, the number of nomadic devices in the cell, the
number of helpers in the cell, the mobility of the helper, and
the mobility of other devices. When compared to nomadic

helpers, mobile helpers can play different roles in regards to
the hit ratio and performance can be improved through their
cooperation. The effectiveness of self-caching devices was
also confirmed.

In this article, the system model is simplified for ease
of discussion. In order to derive a more accurate caching
strategy, it is necessary to use a more generalized system
model, in addition to considering system optimization in
more diverse environments.
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