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ABSTRACT The integration of renewable energy sources (RESs) remains growing rapidly in recent
years. At the same time, security problems after contingencies were attracting great attention, due to
deficiencies for the stable operation, even could induce the collapse of integrated energy systems with the
deep interconnection of such RESs. To existing issues, the hyper-plane (HP) expression is proved to be
an excellent tool for power system situational awareness and stability-constrained operation in practical
dynamic security stability regions (PDSSR). In this study, a concept and model were proposed for a high
renewable energy penetration of integrated electricity-natural gas system (HRE-IENGS) based on the N − 1
security guideline. The scheme instruction and system evaluation processes as follows: in order to improve
the accuracy of the IENGS system, simulation fitting solutions of PDSSR boundarywere presented according
to a hybrid algorithm, including dynamic self-adaptive differential evolution algorithm (DSADE), and a
least square support vector machine (LSSVM) algorithm. The adopted algorithm approach was applied to
rapid approximating of the PDSSR boundary by HP expression in power injection spaces. Simultaneously,
different renewable energy permeabilities (DREPs) were set from 5 to 50 %, and active power injections
of DREPs under short circuit fault on IEEE 118 bus system simulated by using DIgSLENT/power factory
software. As the consequence, this mentioned method effectively described the security stability boundary
of HRE-IENGS, and realized the three-dimensional visualization space of DREPs-PDSSR. In addition,
the behavior of operation points and PDSSR under DREPs were carefully investigated, and unstable runs
were accurately exposed. Through the PDSSR, the state analysis could be conducted rapidly on several
parameters, including security and stability assessment with various energy supply capabilities. Meanwhile,
these indexes were calculated offline and applied on-line. The results of this study verified the accuracy and
effectiveness of the proposed modeling for the considered system, and thus could provide technical support
for the stability of the HRE-IENGS system.

INDEX TERMS Integrated energy system, renewable energy, dynamic security stability region, DSADE
algorithm, LSSVM.

I. INTRODUCTION
High penetration of renewable energy sources (RESs) such
as the non-rotational nature of solar photovoltaic (PV) gen-
erators and the variable speed wind turbine (WT) generators
affects the interdependence between electricity networks and
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natural gas networks (NGNs) in many aspects [1]. steady
increase of variable demand for electricity due to rapid global
economic growth, fossil fuel depletion, and, more impor-
tantly, environmental concerns associated with fossil fuel-
based energy systems, make the transition towards RESs an
inevitable choice. However, compared to the conventional
power system, the RESs have different technical charac-
teristics. Therefore, connecting high levels of intermittent
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RESs creates additional challenges tomaintain the stability of
electrical transmission systems, either during normal opera-
tion or in the event of abnormal disturbances. For example,
the gas-fired generator has been widely adopted to fulfill
the fast response, requirement of electricity networks due
to the intermittency of RESs [2]. Moreover, the power to
gas technology and combined cooling, heating, and power
(CCHP) technology can convert, store, transfer, and consume
the surplus energy in different states [3]. The electricity-
gas interdependence facilitates the flexibility of the electric-
ity network with high penetration of RESs. Therefore, high
renewable energy penetration of integrated electricity natural
gas system (HRE-IENGS) represents an ideal low-carbon
sustainable energy system.

The accelerating interdependence between electricity net-
works and NGNs can boost the RE integration and increase
the concern about the security and stability of HRE-IENGS
[4]. Compared to the single energy system, the integrated
system has new operation characteristics and security con-
straints, and brings the risk of cascading failures between
systems [5]. Therefore, research on the security and stabil-
ity challenges of the HRE-IENGS system with high RESs
is highly beneficial. Security and stability are two of the
most crucial topics for HRE-IENGS operation. In general,
sources of uncertainty in HRE-IENGS system include renew-
able generation fluctuation (such as wind power and PV
power) [6], load variation [7], N − 1 contingencies [8],
and malicious attacks [9]. However, eco-friendly renewables
introduce operational uncertainties that would jeopardize the
HRE-IENGS system. Till date, several methods have been
proposed to address the security challenges of the IES, such
as fluctuation sensitivity [10], integrated dynamic simulation
[11], unified steady-state power flow [12], optimal energy
flow [13], and so on. Literature studies [14] modeled and
assessed the reliability and interaction between the power
systems and natural gas systems. Reference [15] carried out a
static safety analysis on the impact of different disturbances
on the electric thermal coupling system in the expected acci-
dent concentration. A literature study [16] proposed a joint
optimization model of a thermoelectric integrated energy
system considering static safety factors. A novel formula-
tion of security-constrained optimal power and gas flow was
also presented [17], where N − 1 contingency did not lead
to violations by adjusting state variables in advance. Fur-
thermore, a security-constrained bi-level economic dispatch
model for integrated electricity and natural gas systems [2].
Reference [18] proposed a security-constrained co-planning
of power lines and energy storage, where N − 1 emergency
overflow was considered. The above-mentioned researches
mainly utilized the optimal power flowmethod to ensure sys-
tem security. These studies did not carry out a comprehensive
overall measurement of the integrated multi-energy system,
and could not obtain the maximum operating boundary and
adjustable margin of the system.

Therefore, researchers proposed the concept of ‘‘security
stability region, SSR’’. Among these, SSR is considered as

a powerful tool, which was first introduced in the electricity
network and defined as a set of operation points to satisfy the
power flow equation and security and stability constraints.
It describes the largest region of the entire system that can
operate safely, which has been widely used in power systems.
Meaningful information for the operators such as the secu-
rity margin and optimal control decision has been provided
according to the relative relation between the operating point
and security boundary.Moreover, for the specific security and
stability issue, the static security stability region (SSSR), tran-
sient security stability region (TSSR) and dynamic security
stability region (DSSR) are deduced. At present, the research
on SSSR has become relatively mature in modern power sys-
tems than the latter two. The research on ‘‘SSSR’’ proposed
in the literature study [19] could improve the shortcomings of
static security analysis of multi-energy systems to a certain
extent. An algorithm to construct inner approximations of
static security was developed [20]. Furthermore, the maximal
static security region was also proposed [21]. A new stochas-
tic optimal power flow considering the static security con-
straints was presented in a literature report [22]. According
to the literature [30], the distance to the boundaries of the
security region was used for the SSSR construction. Further,
the evaluation of the system SSSR for multiple contingencies
was performed [24] by employing a multiway decision tree.
The security region of NGNs in IES was studied, consider-
ing the influence of the electricity network and NGNs [25].
According to the literature [26], a direct method for the practi-
cal dynamic security region of the electric power system was
presented under different critical power injections. Further-
more, security assessment and preventive control based on the
dynamic security region were proposed in the power system
[27], wherein quadratic and linear approximations were used
for boundary calculation. However, for the HRE-IENGS, the
existing dynamic security region research is still relatively
shallow, and the dynamic security region considering the
N − 1 security guideline has not been satisfied.
In this study, the DSSR of HRE-IENGS systemwasmainly

investigated. In particular, given the system components’
parameters and network topology, the DSSR that satisfies
the transient angle stability in the nodal injection space has
the following properties: (1) the DSSR is unique and does
not vary with the operating states. (2) for practical engineer-
ing application, the DSSR boundary can be approximately
described by one or several hyper-planes (HPs). Accordingly,
the mathematical description of the security constraint is a
linear combination inequality of power injection variables,
which has great advantages in security monitoring, prob-
abilistic security assessment, and a series of optimization
problems. In recent years, with the integration of a great
amount of uncertain RESs [28]–[30], the DSSR with the
hyper-plane expression, known as practical DSSR (PDSSR),
undoubtedly becomes a powerful tool to cope up with vari-
ous optimization problems accounting for the transient angle
stability and nodal injection uncertainty. Moreover, the HP
coefficients calculated off-line, stored in the database and
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applied on-line. Therefore, how to obtain the HP expres-
sion of the PDSSR boundary quickly and accurately is the
critical step.

At present, the calculation methods for the PDSSR bound-
ary are mainly classified into fitting [31] and analytical
methods [32], as well as many improved methods based on
them [33]–[38]. The analytical method generally derives the
analytical expression of the PDSSR boundary by using the
mapping relationship between the nodal injection power and
the system transient stability states, which is computationally
efficient, but not accurate enough. In contrast, the fitting
method includes two steps: the first step involves the search-
ing of sufficient critical points (the one where the normal ini-
tial operation point extending outwards continuously meets
the SR boundary for the very first time), through massive
simulation; the second step involves the fitting of the ana-
lytical expression of the PDSSR boundary based on the crit-
ical points. The fitting method has high accuracy; however,
the computational burden is very heavy. As a result, the fitting
method is usually employed as the referencemethod. It can be
found that the key to obtaining PDSSR boundary is locating
enough critical points as quickly as possible and then fitting
effectively, in particular, the challenging part is locating criti-
cal points quickly from a large number of operating points in
the high-dimension nodal injection space. Therefore, we also
developed a general meta-heuristic algorithm to form the
PDSSR in HRE-IENGS system. In recent years, the dif-
ferential evolution (DE) algorithm and least square support
vector machine (LSSVM) method have shown much faster
speed, higher accuracy, and widespread applicability, which
can be supplementary to the model-based method. This study
introduced a DSADE-LSSVM algorithm for identifying key
generators with high efficiency. The major contributions of
this study are summarized as follows.

• Herein, considering the strong intermittency of RESs,
an HRE-IENGS system is composed of an external
power grid, RESs and NGNs to meet the diversified
energy and social demands of consumers. In order to
improve the reliability of the proposed HRE-IENGS
system, the dynamic security and stability were studied
and a novel concept and mathematical expressions of
the proposed system and its security and stability region
were provided.

• In order to find out the critical security stability oper-
ation region of HRE-IENGS system more quickly and
accurately, this study further improved and combined
the advantages of DSADE algorithm and LSSVM algo-
rithm. Further, a novel hybrid DSADE-LSSVM algo-
rithm was proposed to search the maximum dynamic
security and stability operation region under the fault of
N − 1.

• According to the IENGS system with different perme-
ability of RESs, the optimal HP coefficient was obtained
under the constraint of DSADE-LSSVM HP, and the
PDSSR of the system was fitted and analyzed.

FIGURE 1. The framework of the HRE-IENGS.

The remaining part of this paper is organized as follows:
Section II and Section III elaborate on the HRE-IENGS
model and solution, which are the concept and definition
of the electricity supply network, NGNs, and energy hub in
HRE-IENGS. Section IV provides a detailed description of
the DSSRmodel, security, and stability constraints. In section
V, a novel hybrid DSADE-LSSVM algorithm based on
DSADE and LSSVM is proposed. Section VI presents the
simulation of the PDSSR in the New England 118 bus system
with different permeability of RESs and presents the secu-
rity stability analysis for the simulation results. Section VII
presents the conclusions and outlooks.

II. STEADY STATE MODEL OF HRE-IENGS
A. FRAMEWORK OF THE HRE-IENGS
The framework of HRE-IENGS system considered in this
study is given in Fig. 1. The HRE-IENGS consists of NGNs,
an electricity network, and distributed cooling and heating
stations (DCHs). In particular, the electricity network and
NGNs are connected through a gas-fired generator. Further-
more, electricity supply systems are connected to the elec-
tricity network for embedding high penetration of renewable
energies to supply electricity load. The renewable energy
power generation system consists ofWT and PV. The gas part
includes a gas supply system and gas network to supply gas
load. Through a series of energy conversion, DCHs supply
cooling and heating loads. HRE-IENGS realizes the conver-
sion of different energy forms and complements each other’s
advantages interconnected via energy networks, respectively,
and improves the stability and reliability of energy use.

B. STEADY STATE MODEL OF ELECTRICITY NETWORK
The power flow calculation (PFC) of the power system is
consistent with the AC-PFC of the traditional system. The
node power deviation equation can be written as follows:

1Pi = PGGi + P
DCH
i + PEGi − P

ED
i − P

GC
i − P

HP
i

−PEBi − Vi
∑
j∈i

Vj
(
Gij cos θij + Bij sin θij

)
(1)

1Qi = QEG
i + Q

SH
i − Q

ED
i

−Vi
∑
j∈i

Vj
(
Gij cos θij − Bij sin θij

)
(2)
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where Pi and Qi are the active and reactive power injected by
node i, respectively; Ui and Uj are the voltage of node i and j,
respectively; Gij and Bij are the conductance and admittance
of node admittance matrix, respectively; and θij is the voltage
phase angle difference between node i and node j. PEGi , QEG

i
inject power into the generator; PEDi , QED

i corresponds to
the power consumed by power load at bus i; PGGi , PDCHi is
the active power injected into bus i by a gas generator and
DCHs unit, respectively; PGCi , PHPi , PEBi are the active power
consumed by the electric compressor, circulating pump of
the heat supply network and electric boiler respectively; and
QSH
i is the reactive power injected by the reactive power

compensator.

C. STEADY STATE MODEL OF NGNs
The natural gas system is mainly composed of a pipeline,
pressure station, connection node, and other basic compo-
nents. The pipeline transports and distributes the natural gas
injected into the network to the load side, and the pressure
station can increase the pressure of the pipeline to supple-
ment the pressure loss in the process of energy transmission.
Assuming that there is no height difference between the two
ends of the natural gas pipeline and the gas flow is isothermal
[39], the nodal flow deviation equation is represented as
follows:

1fi = f GSi − f
GD
i − f GGi − f DCHi − f GBi − f GCi

−

∑
j∈i

CGp
ij signij

√
signij

(
52
i −5

2
j

)
(3)

where f GSi and f GDi are the gas injection and load flow at
node i, respectively; f GGi , f DCHi , f GBi are the natural gas
flow consumed by gas generator, DCHs unit, and gas boiler,
respectively; CGp

ij is the constant of the natural gas pipeline;
signij is the flow direction of natural gas in the pipeline.When
the pressure of node i is greater than that of node j, signij is
+1, otherwise it is −1.

D. STEADY STATE MODEL OF DCH SYSTEM
The energy transfer of the thermal system is mainly in the
form of hot water or steam, from the heat source to con-
sumers. Therefore, the thermal network not only satisfies
Kirchhoff’s law, but also includes the temperature solution
model:

Tend = (Tend − Ta) e
−λl
CPṁ + Ta (4)(∑

ṁout

)
Tout =

(∑
ṁinTin

)
(5)

where Tend and Tstart are the temperatures at the end and
head of the pipeline respectively; Ta is the ambient temper-
ature; λ is the thermal conductivity coefficient of the unit
pipeline; and l is the length of the pipeline. Equation (5) is
used to calculate the temperature of mass flow leaving the
node after mixing in multiple pipes. In generally, the heating
temperature T s at the heat source and the outlet temperature
T r of each load before mixing are known. The temperature

of unknown nodes is calculated by using equation (4) and
(5). The deviation equation of thermodynamic system is as
follows:

1φi = φ
EB
i + φ

GB
i + φ

DCH
i − φHDi −

∑
j∈i

Cpṁij
(
T si − T

r
i
)

(6)

1σi = BhKhṁ |ṁ| (7)

1T si = CsT si − Bs (8)

1T ri = CrT ri − Br (9)

where φEBi , φGBi , and φDCHi are electric boilers, gas-fired
boilers, and DCHs units providing heat power for heat supply
network, respectively; φHDi is heat power required by node
load; Cp is the -specific heat capacity of water; ṁij is mass
flow of pipeline from node i to node j. The matrix Bh is
the loop network correlation matrix [47]; Kh is the resistance
coefficient of the pipeline; Cs, Cr are the temperature coef-
ficient matrix; and Bs, Br are the column vectors including
temperature and mass flow.

E. MODEL ESTABLISHMENT OF COUPLING EQUIPMENT
The coupling equipment realizes the function of energy inter-
action and distribution. In order to fully consider the energy
conversion relationship among various energy carriers, this
paper mainly introduces the following coupling equipment
model: gas-fired boilers, DCHs units, and gas-fired gener-
ators, as loads of NGNs, provide energy for heat supply
network and power grid, respectively. The model [48], [49]
is as follows:

f Bi = 3.412
φBi

ηBi GHV
(10)

f DCHi = 3.412
PDCHi + φDCHi

ηDCHi GHV
(11)

f GGi =
aGGi

(
PGGi

)2
+ bGGi PGGi + c

GG
i

GHV
(12)

where ηBi and ηDCHi are conversion efficiency of the gas-fired
boiler and DCHs unit, respectively; aGGi , bGGi , cGGi denote the
operation coefficient of the ith gas-fired generator; GHV is
the calorific value of natural gas, BTU / m3; 3.412 is the unit
conversion coefficient to convert W to BTU / h.

Electric compressor, circulating pump, and electric boiler
provides energy for NGNs and heat supply network as power
system load. The model is as follows:

PGCi =
746× 10−6

3600
EGC
i (13)

PHPi =
ṁHP
i gHp

106ηHP
(14)

Pb =
φb

ηb
(15)

where EGG
i is the required energy of the compressor; when

this part of the energy is provided by the power grid, the con-
sumed electric power isPGGi ; ηHP, ηb are the circulating pump
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efficiency and the heat production efficiency of the electric
boiler, respectively; and Hp is the pump head.

III. THE STEADY STATE SOLUTION OF HRE-IENGS
At present, the multi-energy power flow is usually employed
to analyze the steady-state solution of the HRE-IENGS inte-
grated energy system which is composed of an electricity
network, NGNs and high penetration of RESs with a cer-
tain radiation range as shown Fig. 2. The basic idea of this
method is similar to the steady-state power flow analysis
of the power system. By constructing the given operating
conditions and network structure, the operating status of the
current HRE-IENGS system was analyzed. The energy flow
analysis of the HRE-IENGS system is of great significance to
system planning, maintenance, and accident prediction. The
hybrid power flow analysis of the integrated energy system
is the basis of stability calculation and fault analysis of HRE-
IENGS system.

Although the physical models of the electricity networks,
NGNs, and DCHs systems are different, the network struc-
ture satisfies the energy conservation and Kirchhoff law.
Many scholars have studied the steady-state analysis model
of energy flow in the integrated energy system. The study
of the hybrid power flow analysis method indicates that in
order to build the grid structure of natural gas, heat, and other
grid structures with the electricity network as a unified whole
for the solution, high-dimensional non-linear equations are
constructed by combining the mathematical model of grid
structure and equipment of non-power system with the power
flow equation through energy conservation and Kirchhoff
law. The power flow model is represented as follows:

0 = F
(
xe, xg, xh, xEH

)
0 = G

(
xe, xg, xh, xEH

)
0 = H

(
xe, xg, xh, xEH

)
0 = EH

(
xe, xg, xh, xEH

) (16)

where F , G, H and EH represent the algebraic equations
of the electricity network, NGNs, DCHs system, and energy
hub, respectively; xe represents variables related to the elec-
tricity network, such as node voltage and node power; xg
refers to variables related to NGNs, such as pipeline flow,
pipe network node pressure, etc.; xh refers to variables related
to DCHs system, such as the inlet/return water temperature,
heating/cooling power, etc; and xEH represents the variables
related to the energy hub, usually the energy distribution
coefficient.

Newton Raphson is the basic method to solve the hybrid
power flow model of HRE-IENGS system. The Jacobian
matrix of Newton Raphson can reflect the coupling relation-
ship between different energy flows as follows:

x(k+1) = x(k) −1x(k)

1x(k+1) =
(
J (k)

)−1
1F (k)

1x(k+1) =
(
J (k)

)−1
1G(k)

(17)

J =

 Jee Jeh Jeg
Jhe Jhh Jhg
Jge Jgh Jgg

 =

∂F
∂xe

∂G
∂xe

∂H
∂xe

∂F
∂xh

∂G
∂xh

∂H
∂xh

∂F
∂xg

∂G
∂xg

∂H
∂xg

 (18)

where the diagonal elements Jee, Jhh and Jgg of Jacobian
matrix, respectively, represent the power flow and vector
state of power subsystem, heat pipe network and NGNs.
Each off-diagonal matrix represents the coupling relationship
between two energy sources. If there is a coupling relation-
ship between two energy sources, the corresponding off-
diagonal elements are not zero; and if there is no coupling
relationship, then it is zero. Owing to the difference of system
coupling mode and equivalent modeling method, the solution
of hybrid power flow is also different.

The security region of HRE-IENGS system is a set of
node injections of all operating points that satisfy the MEPF
equation and operation safety constraints. It includes three
groups of equations, including power flow and constraint of
the electricity network, energy flow and constraint of NGNs,
and constraint conditions of an energy hub, as shown in (19)
- (21): 

fe (P,Q,V , θ) = 0
1Le = Le − Pe
0 ≤ Pe ≤ Le
Pmin ≤ P ≤ Pmax

Qmin ≤ Q ≤ Qmax

Vmin ≤ V ≤ Vmax

θmin ≤ θ ≤ θmax

(19)

where Le is the node load of the power system; Pe is the node
power flow of the power system; P,Q, V , and θ are the active
power flow, reactive power flow, voltage, and phase angle of
the power system respectively, and the upper and lower limits
of their values are represented in the equation; and fe is the
node power equation of the relationship between the injected
power and the node voltage.

AFmn + S − L − GFc = 0 (a)

fg (Fmn,Hc, p) = 0
1Lg = Lg − Pg
0 ≤ Pg ≤ Lg
(Fmn)min ≤ Fmn ≤ (Fmn)max

(Hc)min ≤ Hc ≤ (Hc)max

pmin ≤ p ≤ pmax

(b)
(20)

where 20 (a),A is the topologicalmatrix of the system; S is the
output of the gas network node; L is the node load demand;
G is the correlation matrix between the compressor and the
node, and Fc is the gas consumption of the compressor. In 20
(b), Lg is the node load of NGNs; Pg is the nodal power
flow of natural gas system; Fmn, Hc, and p denote branch
flow of NGNs, compressor power, and node air pressure,
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respectively, and the upper and lower limits of their values are
expressed in the equation; and fg is the power flow equation
of NGNs. 

L = CP (a)
1L = L0 − L
Pmin ≤ P ≤ Pmax

0 ≤ L ≤ L0

(b)
(21)

where Pmin and Pmax are the lower and upper limits of active
power, and L0 is the initial input electric/gas/heat load of the
energy hub.

The dynamic response time of the power grid is usually
from seconds to minutes, and the dynamic response time
of gas and heating networks is usually from minutes to
hours. If the time scale of the power network with the fastest
dynamic change is used as the benchmark, the dynamic state
estimation of the gas network and the heating network will
generate a lot of useless calculations, and the calculation
efficiency is low. Similarly, if the time scale of the gas
grid or the heating grid is used as the standard for dynamic
state estimation, the dynamics of the grid will be difficult to
reflect, resulting in reduced calculation accuracy. The basic
mathematical model of mixed time scale operation optimiza-
tion is:

min f
(
x tee , x

tg
g , x

th
h

)
s.t. ge

(
x tee
)
≤ 0, gg

(
x
tg
g

)
≤ 0, gg

(
x thh
)
≤ 0

x tee,g = x
tg
g,e ∀tg ∈ Tg

(
tg
)

x tee,h = x thh,e ∀th ∈ Th (te)

x
tg
g,h = x thh,g ∀tg ∈ Tg (te) , th ∈ Th (te)

x
tg
g,e = x

t ′g
g,e ∀tg, t ′g ∈ Tg,e

(
tg,e
)

x thh,e = x
t ′h
h,e ∀th, t

′

h ∈ Th,e
(
th,e
)

(22)

Among them te, tg and th are time indexes of power, gas
and heating subsystems respectively, where te is consistent
with the dispatching time interval of the power system; xe,
xg, xh are decision variables of each subsystem; f (·) is the
objective function of operation optimization; ge (·) ≤ 0, gg
(·) ≤ 0 and gh (·) ≤ 0 are their own operation constraints;
xe,g, xe,g are power system part and gas system part in cou-
pling variables of the power system and gas system; where
xe,h, xh,e are power system part and heating system part in
coupling variables of the power system and heating system
respectively; xg,h, xh,g are the gas system part and heating
system part in the coupling variables of the gas system and
heating system respectively; Tg (te) and Th (te) are the time
index set of gas and heating system corresponding to the
te dispatching interval respectively; xg,e, xh,e are the state
variables corresponding to the schedulable equipment in the
gas system and heat supply system respectively; tg,c, th,c
are the cycle index of the dispatching instructions of the
gas system and the heating system respectively; Tg,c(tg,c)
is the gas system time index set corresponding to the tg,c
scheduling instruction cycle; Th,c(th,c) is the time index set

of the heating system corresponding to the th,c scheduling
instruction cycles. Group 4-6 constraints in equation (22) are
state constraints generated by coupling relationship between
subsystems; The 7, 8th group of constraints is gas system and
heating system state constraints respectively, indicating that
the state variables corresponding to the operational equip-
ment in the gas system/heating system should be consistent
in the same operation instruction cycle.

IV. MATHEMATICAL MODEL OF HRE-IENGS DYNAMIC
SECURITY STABILITY REGION
A. SECURITY CONSTRAINTS AND SECURITY DOMAINS OF
POWER SYSTEM
The constraints of safe and stable operation of power system
include voltage amplitude constraint, line current constraint,
active power generation constraint, and security constraint
set. If it is assumed that there is n + 1 node in the power
system, 0 is the slack node, 1 ∼ n0 is the generator node, and
n0 + 1 ∼ n is the load node.

1) VOLTAGE AMPLITUDE CONSTRAINT IN POWER SYSTEM
The nodes in the power system are divided into the following
two types: One is the node of the generator, and G is the
set of generator nodes. The other is the load node, which
is represented by L. The voltage constraint set is defined as
follows:

<Vr := <V (L)r ×<V (G)r (23)

Among them:

<V (L) :=

{
VL
∣∣∣Vmin

L ≤ VL ≤ Vmax
L

∣∣∣VL ∈ R(n−n0) } (24)

<V (G) :=

{
VG
∣∣∣Vmin

G ≤ VG ≤ Vmax
G

∣∣VG ∈ Rn0 } (25)

where r is the set of constraints in incremental form; VG is
the voltage of the generator; VL is the voltage of load; max
and min are the maximum and minimum values of voltage.

2) LINE CURRENT CONSTRAINT IN POWER SYSTEM
(APPROXIMATED BY BRANCH ANGLE CONSTRAINT)
Let θMk = αi − αj be the voltage phase angle difference
between nodes i and j at both ends of the branch, and the line
current constraint of the power system is as follows:

<θr := <θ(TB) ×<θ(LB) (26)

Among them:

<θ(TB) :=

{
θTB

∣∣∣−θMTB ≤ θTB ≤ θMTB } (27)

<θ(LB) :=

{
θLB

∣∣∣−θMLB ≤ θLB ≤ θMLB } (28)

θTB ∈ Rn, θLB ∈ Rnb−n (29)

where TB is the set of all branches, LB is the set of all
connected branches.
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FIGURE 2. DREP-PDSSR security and stability analysis framework on the HRE-IENGS.

3) CONSTRAINTS OF ACTIVE POWER GENERATION
EQUIPMENT IN POWER SYSTEM
If PMi and Pmi represent the allowable upper and lower limits
of active power Pi injected into generator bus i, the constraint
set that can satisfy (V , θ ) is as follows:

<P :=

{
(V , θ)

∣∣∣Pmi ≤ Pi (V , θ) ≤ PMi , i ∈ G} (30)

Among them:

V =
(
VG
VL

)
, θ =

(
θTB
θLB

)
(31)

4) SECURITY CONSTRAINT SET OF POWER SYSTEM
The set < defined in space (V , θ ) is called the security con-
straint set, which can be expressed in equation (23). Among
them:

<V (L)r :=

{
1VL ∈ Rn−n0

Vm
L − V

0
L ≤ 1VL ≤ V

M
L − V

0
L

(32)

<V (G)r :=

{
1VG ∈ Rn0

Vm
G − V

0
G ≤ 1VG ≤ V

M
G − V

0
G

(33)

where V 0 is the voltage amplitude of the node, the angle of
each branch is θ0 (the voltage phase angle difference between
the two ends of each branch), and P is the active power
injected into each node, then the above constraint set can be
given in the incremental form.

B. PDSSR BOUNDARY OF POWER SYSTEM
Power system security and stability region is a node injection
power space composed of active and reactive power injected

by all nodes of the power system as shown in Fig. 3. Under the
constraints of energy hub key equipment and critical line exit
N − 1, the system can operate safely. In the stable operating
region of the power system, the relative relationship between
the real-time operating point and the boundary of the security
area can be observed, and the safe operation margin of the
system can be monitored in real-time. When the system is not
in safe operation mode, the load can be adjusted by adjusting
the output of the feeder and main transformer, so that the
operation point can return to the internal security area under
the condition of minimum load shedding.

HRE-IENGS security and stability state transition are illus-
trated in Fig. 4. The boundary of dynamic security and stabil-
itymargin is uniquely determined based on the network topol-
ogy of the system and does not changewith the operation state
(such as node injection). For the given network topology and
predetermined contingency, the DSSR boundary only needs
to be calculated once, and its HP coefficient is stored in the
database for on-line use in the future, without increasing the
computational burden of on-line use. The high penetration
of renewable energy is the development trend of the power
grid in the future; however, the change of renewable energy
penetration causes the change of the nature of the power
grid, and the security and stability region of the power grid
also changes accordingly. The security region can be used
to analyze the stability of IENGS under different renewable
energy permeability (DREP).

There are two hypotheses in the security region of the
power system:
Hypothesis 1: The reactive power of the power system can

be balanced locally, and the change of active power has little
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FIGURE 3. Parameterized optimization model of the DSSR.

effect on the voltage level, thus only theDSSRof active power
needs to be studied.
Hypothesis 2: In the injected power space, because the

active power injection of the generator is always positive and
the active power injection of the load is always negative,
the DSSR should satisfy the following inequality:

Pu ≥ 0, Pv ≤ 0 (34)

where u is the generator node-set and v are the load node-set.
Immediately after a large disturbance in the power system,

all the pre-fault operating points in nodal power injection
space, which can still guarantee the transient stability, consti-
tute the DSR.When a short circuit fault occurs, configuration
of the power system will go through three stages, which
are pre-fault, fault-on, and post-fault, and the corresponding
stage equation is:

dx
dt
= fa (x), −∞ < t < 0

dx
dt
= fb (x), 0 < t < τ

dx
dt
= fc (x), τ < t < +∞

(35)

where a, b and c represent configuration of pre-fault, fault-on
and post-fault, respectively; τ is the fault duration.
For the injected power vector y (including the active power

injection Pi of three units), the given power system topology
is transient stable after a given short-circuit fault. This state
is called power system dynamic security stability, and the
injected power y is dynamically safe. The DSSR �d (a, b,
c) in the injected power space is as follows:

�d (a, b, c) := {y |xd (y) ∈ A (y) } ∩ Yl (36)

where xd (y) is the state at the moment of fault clearing; A(y)
is the stable region around the equilibrium point determined
by injection y in the state space after the accident, and Yl is
the constraint set of upper and lower limits of injection power
space of each node.

V. RESEARCH ON HYPERPLANE FITTING BASED ON
DSADE-LSSVM METHOD
A. ESTABLISHMENT OF HYPERPLANE EQUATION
The methods to solve HP include the fitting method, dimen-
sion reduction method, reduction method, and intercept

FIGURE 4. Illustration of HRE-IENGS stability state transition.

method. In this study, the intercept method and DSADE-
LSSVM method were combined to calculate the HP coeffi-
cient of the security region, and then the PDSSR of HRE-
IENGS system was obtained.

PDSSR is composed of critical HPs. The HP equation can
be expressed as follows:

n∑
s=1

αsPs = 1 (37)

where Ps is the sth active power injection of the system; and
αs is the HP coefficient corresponding to Ps.
When the HP approximation is used to describe the bound-

ary of the DSSR, the DSSR in the injected active power space
is:

�d :=

P ∈ Rn
∣∣∣∣∣∣∣

n∑
s=1

αsPs ≤ 1

Pms ≤ Ps ≤ P
M
s , s = 1, 2, · · ·, n

 (38)

The fitting error of the PDSSR boundary is as follows:

ErrPDSSR =

∣∣∣∣ n∑
i=1
αiPi − 1

∣∣∣∣√
n∑
i=1
α2i •

√
n∑
i=1

P2i

(39)

Let max (err1, . . . , err t ) represent the maximum fitting error.
When the value is less than 5 %, the requirements of practical
engineering application can be satisfied, and the smaller the
value is, the higher the accuracy is.

B. DSADE ALGORITHM
Differential evolution (DE) algorithm [43] is a swarm intel-
ligence optimization algorithm proposed by the American
scholar storm and price to solve continuous space functions,
which is suitable for solving optimization problems with a
long search distance between initial solution and optimal

VOLUME 9, 2021 19807



S. Maihemuti et al.: Dynamic Security and Stability Region Under DREP in IENGS System

solution. It contains three main operations, i.e., mutation,
crossover, and selection. In this study, in order to solve
the dynamic optimization problem, a novel dynamic self-
adaptive differential evolution algorithm (DSADE) was pro-
posed by improving the DE algorithm. The performance
of the DE algorithm is highly dependent on the parame-
ter settings and the search gets in a local-optimal solution
easily. To achieve good performance on a specific problem
by using DE algorithms, some improvements are proposed.
On the one hand, it can detect and timely respond to the
environmental changes in dynamic optimization; on the other
hand, it improves the global exploration ability and local
development ability of differential evolution algorithm when
the environment changes, improves the convergence speed
of the algorithm, and prevents the algorithm from prema-
ture convergence and falling into local optimization. DSADE
has recently been used for global optimization in such a
broad area of problems such as scheduling [44], engineering
design [45], constrained optimization problems [46], and
others [47], [48]. DSADE is based on the population of
D-dimensional parameter vectors. Compared to other evo-
lutionary algorithms, DSADE also includes initialization,
mutation, hybridization and selection. The difference is that
DSADE has strong adaptive search ability by disturbing the
basic individual with individual difference component. The
decision vector xi = [xi,1, xi,2, . . . , xi,D] with D-dimensions
can be regarded as an individual. The population, contains
NP individuals, and is denoted by X= [x1, x2, . . ., xNP]. The
evolution process is as follows:

(1) Initialization: set the size and members of the initial
population, the maximum number of generations, the muta-
tion parameter, and the crossover parameter.

(2) Mutation operation: the mutant individual is generated
by one of six strategies. The difference between them is the
way of individual selection (current individual, best individ-
ual and random individual). The six strategies are given as
follows:

‘‘DDE/rand/1’’ : vi
= xr1 + F · (xr2 − xr3) (40)

‘‘DDE/rand/2’’ : vi
= xr1 + F · (xr2 − xr3)+ F · (xr4 − xr5) (41)

‘‘DDE/best/1’’ : vi
= xbest + F · (xr2 − xr3) (42)

‘‘DDE/best/2’’ : vi
= xbest + F · (xr2 − xr3)+ F · (xr4 − xr5) (43)

‘‘DDE/current− to− best/1’’ : vi
= xi + F · (xbest − xi)+ F · (xr1 − xr2) (44)

‘‘DDE/current− to− best/2’’ : vi
= xbset + F · (xbest − xi)+ F · (xr1 − xr2) (45)

where xbest is the superior individual; xr1, xr2, xr3, xr4, xr5 are
randomly selected fromNP individuals; andF is the mutation
parameter.

(3) Crossover operation: the individual is obtained proba-
bilistically by

ui,j =

{
vij rand (0, 1) ≤ CRi
xij otherwise

j = 1, 2, · · ·,D (46)

where CR is the crossover parameter.
(4) Selection operation: if the functional value of the off-

spring is better than that of the parent, the offspring replaces
the parent, otherwise, the parent remains.

x̂i =

{
ui f (ui) ≤ f (xi)
xi f (ui) ≥ f (xi)

i = 1, 2, · · ·,NP (47)

(5) End: if the evolution process satisfies the termination
conditions, the process is terminated; else, steps (2) – (4) are
repeated.

C. LSSVM ALGORITHM
LSSVM is a modification of the standard support vec-
tor machine (SVM) and was developed by Suykens [49].
LSSVM is used for the optimal control of non-linear Karush–
Kuhn–Tucker systems for classification as well as regression.

Considering the first a model in the primal weight space of
the following form:

y(x) = wTϕ(x)+ b (48)

where the x ∈ Rn, y ∈ R and ϕ (·) : Rn
→ Rnh are

the mapping to the high dimensional feature space. Given a
sample of the training set {xi, yi}li=1 can be formulated then
the following optimization problem is in the primal weight
space. Still combining the functional complexity and fitting
error, the optimization problem of LSSVM is given as:

Min J (w, ξ) =
1
2
wTw+ y

1
2

l∑
i=1

ξ2i (49)

Such that: yi = wTϕ (xi)+ b+ ξi i = 1, 2, · · ·, l (50)

Notably, this is in fact nothing else but a ridge regression
cost function formulated in the feature space. However, one
should be aware that when w becomes infinite-dimensional,
this primal problem cannot be solved. This formulation con-
sists of equality instead of inequality constraints. Construct-
ing the lagrangian:

L (w, b, ξ, α)

= J (w, b, ξ)−
l∑
i=1

αi

{
wTϕ (xi)+ b− yi + ξi

}
(51)

where αi ∈ R are the Lagrange multipliers, which can be
positive or negative in LSSVM algorithm formulation. From
the optimization conditions, the following equations must be
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satisfied:

∂L
∂w
= 0→ w =

l∑
i=1

αiϕ (xi)

∂L
∂b
= 0→ w =

l∑
i=1

αi = 0

∂L
∂ξi
= 0→ αi = γ ξi

∂L
∂i
= 0→ wTϕ (xi)+ b− yi + ξi = 0

For i = 1, 2, 3, · · ·, l

(52)

After elimination of the variables w and ξ one obtains the
following matrix solution: 0 1Tv

1 �+
1
γ
I

( a
b

)
=

(
0
y

)
(53)

with y = [y1, ..., yl], 1v = [1, ..., l], ξ = [ξ1, ..., ξl],
α = [α1, . . . , αl], Mercer’s condition is applied within the
� matrix:

�ij = yiyjϕ (xi)T ϕ (xi) = yiyjK
(
xi, xj

)
(54)

The fitting function namely the output of LSSVM regression
is represented as follows:

y (x) =
l∑
i=1

aiK
(
xi, xj

)
+ b (55)

whereαi and b are the solutions to the linear system.Although
the choices of the kernel functionK (xi, xj) in LSSVM are the
same as those in SVM, more emphasis has been put on the
powerful RBF kernel. Noteworthy in the case of RBF Kernel,
one has only two additional tuning parameters which are γ ,
σ and δ2 as a bandwidth kernel:

K
(
xi, xj

)
= exp

(
−
‖x − xi‖2

δ2

)
(56)

D. FILE FORMATS FOR GRAPHICS DSADE-LSSVM TO
SOLVE PDSSR BOUNDARY
For the security and stability region of the power system
under DREP, only the calculation of the PDSSR is required
under each DREP once, and its parameters (HP coefficient,
security stability region map) are stored in the database.
Furthermore, it can be called directly when necessary, which
can realize off-line calculation and on-line application. It does
not increase the computational burden of on-line use. For
a given operating point of renewable energy permeability,
finding the corresponding security stability region map can
judge whether the system is in a safe state at that time. It is
unstable outside the region, critical stability at the boundary
of the security region, and complete stability in the region.

A group of individuals with high fitness could be obtained
by using the DSADE algorithm. Furthermore, LSSVM was
used to approach the optimal solution of the original con-
strained optimization problem step by step in the feasible

FIGURE 5. DSADE-LSSVM flow chart for solving security stability region.

region. Therefore, combining the advantages of the two algo-
rithms, DSADE-LSSVM was proposed to solve the PDSSR.
The flow chart of the algorithm is presented in Fig. 5.
The simulation initialization population is 200, the crossover
probability is 0.9, and the maximum number of iterations is
1000. The dimension of solving the problem is set as 3D, and
the individuals with large fitness correspond to the output.
Then, the search direction and the number of critical points
were set to store the critical operation points each time, and
critical points were obtained for fitting.

VI. CASE STUDY
With the increasing penetration of RE, the security and sta-
bility of the power system are significantly affected. Wind
power, PV power and conventional gas-power system are
three completely different power forms, and their dynamic
characteristics are different from each other. Therefore, it is
necessary to study the three energy forms to form a 3D
PDSSR, which can reflect the real-time operation state of the
system. In this study, the DSSR of a power systemwith differ-
ent permeability of RE was studied. The active power output
of wind power, PV power and conventional gas-power system
were considered as three independent variables to study the
influence of the three factors on the HRE-IENGS system.
The security and stability limit of the system were also the
stable operation boundary determined by three independent
variables.

A. DSADE-LSSVM TO SOLVE DREP-PDSSR
In the past, no research was conducted onDSSR for the power
system with both wind power and PV power. Therefore,
the fitting method with high precision and a large amount
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FIGURE 6. IEEE new England 118 bus system.

TABLE 1. DREP-PDSSR hyperplane coefficient is determined.

of calculation was used to obtain DREP-PDSSR, when the
topological properties of the DSSR boundary were unknown.
The IEEE 118 bus system shown in Fig. 6 was used to analyze
DREP-PDSSR. In the simulation, the wind power plant is
connected to bus 25, which is a doubly-fed induction genera-
tor (DFIG) 5MWwind turbine. In bus 59, a PV power station
is used to replace the traditional power unit, which is 3 PH
0.5 MW PV unit. A three-phase short-circuit fault is set at
the neutral point of bus 30 (500 kV) of the IEEE 118 system.
The time of starting fault is 3 s, the time to remove the three-
phase short circuit fault is 3.1 s, and the fault lasts for 0.1 s.
In the simulation process, the reference capacity is taken as
100 MW. When solving the DREP-PDSSR, the active power
ratio of wind power is about 2 times that of PV power.

1) SOLUTION OF HYPERPLANE COEFFICIENT BASED ON
DSADE-LSSVM METHOD
First, a series of operation points were calculated according to
DSADE-LSSVM under the constraint of HP, and the optimal
HP coefficient was obtained. In this study, the permeability
was set as 10 gradients, the increment was 5 %, and the initial
permeability was 5 %. Ten groups of HP coefficients are
obtained. The calculation results are listed in Table 1.

FIGURE 7. Calculation error of HP coefficient.

The absolute value of the HP coefficient presented
in Table 1 represents the influence of the active power injec-
tion point of three buses in the systemDSSR. Clearly, the out-
put change of traditional power has the greatest impact on
the system. With the increase of permeability, the influence
degree of wind power gradually increases, and the impact
factor of PV power is relatively small than those of the
other two energy sources. The calculation error of the HP
coefficient under DREP of 5 to 50% is shown in Fig. 7.When
the permeability is 40 and 50 %, there are high accuracy and
reliability of the fitting plane, which is the smallest error of
the HP coefficient.

The maximum error of PDSSR boundary hyperplane
obtained by fitting is 4.67 % (the error here is defined as the
maximum value of the ratio of each coordinate component of
the distance from the critical point to the fitting hyperplane
to each coordinate component of the corresponding point on
the hyperplane, which is a percentage). All the results meet
the accuracy requirements of engineering.

2) SOLUTION OF HYPERPLANE COEFFICIENT BASED ON
DSADE-LSSVM METHOD
After the fault occurs, the active power output of the four units
decreases suddenly, the reactive power output increases and
the voltage decreases. After the fault is removed, the active
power output and the voltage increase, and the reactive power
output decreases. The active power output of each unit is
shown in Fig. 8.

Fig. 8 demonstrates that the recovery speed of each power
unit from fast to slow is in the following order. The recovery
time of traditional synchronous generator, natural gas gen-
erator, wind power, and PV power are 6.1, 0.118, 0.16, and
0.38 respectively.

B. FITTING AND ANALYSIS OF SYSTEM DREP-PDSSR
1) 3D- DREP-PDSSR FITTING OF THE SYSTEM
Through a large amount of simulation calculation, it was
found that the boundary of DREP-PDSSR could be fitted by
the HP method, and the error could be maintained within the
allowable range of engineering. Several operation points near
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FIGURE 8. The active power distribution of each generator faults.

the boundary were selected for time-domain simulation, and
the security and stability domain boundary is verified. TheHP
coefficients determined by using the DSADE-LSSVM and

FIGURE 9. DREP-PDSSR at 5 % permeability.

FIGURE 10. DREP-PDSSR at 50 % permeability.

DIgSILENT/Power Factory simulation were used to obtain
the active power output of the three types of power generation
to fit DREP-PDSSR. Among them, the 3D PDSSR with
renewable energy permeability of 5 to 50 % (i.e. the maxi-
mum and minimum permeability) are shown in Figs. 9 and
10. The DREP-PDSSR obtained is the critical boundary of
PDSSR fitted when a three-phase short circuit fault occurred
in bus 30, and the DREP-PDSSR under other permeability
conditions is shown in the Appendix. The unstable operation
point (USOP), the critical stable operation point (CSOP), and
the stable operation point (SOP) are clearly shown in the
figure, respectively.

Furthermore, some operation points near the DREP-
PDSSR boundary were selected for time-domain simulation
to judge whether the operation points were transient sta-
ble or not and whether they were located in the security and
stability region to improve the accuracy of dynamic security
and stability region boundaries. The results of active power
injection and time-domain simulation at the operating point
for when the 5 and 50 % renewable energy permeability are
presented in Tables 2 and 3.
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TABLE 2. Time domain simulation results of 5 % permeability.

In order to further verify the accuracy of the proposed

method, a small range
n∑
i=1

aiPi ≤ 1 around the PDSR bound-

ary
n∑
i=1

aiPi = 1 is set. A number of operating points in

this range are selected randomly and the PDSR boundary
obtained by the proposed method and time-domain simula-
tion is used to judge whether each selected operating point
is transient stable. For the given selected operating point,

if
n∑
i=1

aiPi is smaller than 1, the point is inside the boundary

and transient stable; if
n∑
i=1

aiPi is larger than 1, the point is not

inside the boundary and transient unstable. Tables 2 and 3,
summarize that under the same calculation conditions, oper-
ation point 1 is unstable under the time-domain simulation
of 5 and 50 % permeability (operation points outside the
3D DREP-PDSSR domain in Fig. 3), which does not meet
the transient stability constraints. When renewable energy
permeability is 20 % or less, the impact on the system is
relatively small; however, the impact of wind power is always
greater than that of PV power. With the increase of renewable
energy penetration of power systems, the impact of wind
power becomes more and more serious, and the impact of
PV power also increases; nonetheless, the increasing trend
is not obvious. Comparative analysis of system operation
indexes presented in Table 4 indicates that with the increase
of renewable energy permeability, the stable operation points
increase, the boundary of security region expands, the simula-
tion convergence speed accelerates, the power supply recov-
ery time after the expected fault decreases and the recovery
speed accelerates, which proves the high accuracy of PDSR
boundary obtained by the proposed method.

C. SENSITIVITY ANALYSIS
The sensitivity analysis was carried out according to the
number of safe and stable operation points obtained in 3D-
PDSSR space. In this study, it was assumed that the change
rates of active power values at all stable operation points are

TABLE 3. Time domain simulation results of 50 % permeability.

TABLE 4. System performance index DREP.

30, 20, 10, – 10, – 20, and – 30 %, respectively. Then the
active power value of the safe and stable operation point is
recalculated, and the position of the point in the security and
stability region is analyzed and judged. Fig. 11 shows the
number of safe and stable operation points under DREP.

Fig. 11 exhibits that fluctuation and a slight decrease in the
number of safe and stable operation points in the range of 45-
50 % and 5-20 %. However, the number of safe and stable
operation points of 25-40 % remains relatively stable. When
the renewable energy is just connected with a large number
of access points, the intermittent characteristics of renewable
energy and the simultaneous access of a large number of
power electronic equipment affect the number of safe and
stable operation points of the system. Although the number of
safe and stable operation points fluctuated slightly, the overall
trend of safe and stable operation points increased with the
permeability of RE.

D. COMPARISON ANALYSIS
To evaluate the effectiveness of DSADE by comparing it
with two other well-knownmeta-heuristics including, genetic
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FIGURE 11. Sensitivity analysis of stable operation point in DREP.

FIGURE 12. The average convergence accuracy.

FIGURE 13. Iteration time of algorithms.

algorithm (GA), particle swarm optimization (PSO) algo-
rithm. During experimentation, control parameters of all
algorithms are set as Table 5. Where, GA algorithm uses a
single point crossover, uniform selection, and uniform muta-
tion. DE and PSO algorithm are set as follows based on Price
(1997) and Rao (2016), respectively.

To assess the performance and feasibility of the proposed
DSADE method in DSSR fitting, the error and convergence
accuracies of the three algorithms are compared and analyzed
by using the simulation results. Fig. 12 shows the average
convergence accuracy of DSADE, PSO and GA in the opti-

FIGURE 14. DREP-PDSSR at 10 % permeability.

TABLE 5. Control parameters of all algorithms.

FIGURE 15. DREP-PDSSR at 15 % permeability.

mization. The DSADE, PSO, GA and DE parameters which
are selected by the error method are included in Table 6.

Fig. 12 compares the fitness convergence of GA, PSO, and
proposed the DE algorithm. The comparative results of the
fitness convergence of GA, PSO and proposed DE strongly
demonstrate that the proposed DE gives a better convergence
performance than the other standard GA and PSO methods.
The training results using the DE algorithm quickly converge
after 400th generations meanwhile the results of the PSO
algorithm only converge after up to 800th generations. The
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FIGURE 16. DREP-PDSSR at 20 % permeability.

FIGURE 17. DREP-PDSSR at 25 % permeability.

FIGURE 18. DREP-PDSSR at 30 % permeability.

GA eventually seems to be the most sluggish and required
more time to be able to successfully converge. Then it is
reasonable to say the SADE algorithm has well efficiency,

FIGURE 19. DREP-PDSSR at 35 % permeability.

FIGURE 20. DREP-PDSSR at 40 % permeability.

FIGURE 21. DREP-PDSSR at 45 % permeability.

which has stronger exploring capacity, overcoming premature
convergence effectively and keep the speed of convergence.
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TABLE 6. Control parameters of all algorithms.

The numerical results are given in Table 6, where ‘‘Aver-
age’’ and ‘‘Std. Dev’’ denote the average solution and stan-
dard deviation of the active power obtained over searching
space. The GA and PSO fails to find the optimal solu-
tion for all problems. DE can obtain the optimal solution
for all problems. The proposed DSADE algorithm has the
best performance and outperforms compared with those of
PSO, GA, and DE algorithms. The results indicate that the
optimal solutions (Best) determined by DSADE are more
advanced than those found by other methods in thementioned
test systems. The simulation confirms that DSADE is well
capable of searching for the global or near-global optimum
solution. Besides, the lower Std. Dev., which proves DSADE
has a stable consistency and a refined convergence precision.
In addition, the average global or near-global optimum solu-
tions (Mean) result in stable average active power attained by
DSADE, which is evidence for the reliability of DSADEwith
a high-quality solution. Moreover, the DSADE is more stable
than DEwith the smallest standard deviation for all problems.

As shown in Fig. 13, the iteration of the DSADE is faster
than those of DE, GA and PSO algorithms. In summary,
the results show that the proposed DSADE algorithm not
only has a higher accuracy but also has a much faster conver-
gence speed than those of DE, GA, and PSO algorithms. The
DSADE also improve the accuracy of the stable operation
region compared to the DE, significantly.

VII. CONCLUSION
This paper proposes the concept and model of the inte-
grated energy system dynamic security and stability region.
Considering the fact that the operating parameters could
be maintained within the constraints in the urban regional
integrated energy system, the practical integrated energy
system dynamic security and stability region where opera-
tion parameter verifications are simplified was further estab-
lished, which could improve the calculation speed. Then,
a security and stability analysis framework for a regionally
integrated energy system based on the dynamic security and
stability region was given. Based on the practical dynamic
security and stability region, the model of optimizing control
is presented to adjust the system security status. The case
study verifies the effectiveness of the practical security region
and realizes its visualization in three-dimensional space. Fur-
thermore, the secure operating point could be optimized to
better security and efficiency status under the optimizing
control.

The guidance of security region for energy field mainly
reflects in the characteristics of security region boundary,
shape, size and other indicators, which can be used as the
basis for integrated energy system evaluation or optimiza-
tion. Due to the dynamic security and stability region, some
fields of integrated energy system research such as planning,
operation, control could be carried out with security anal-
ysis quickly. In particular, the dynamic security and stabil-
ity region could be visualized on two-dimensional or three-
dimensional space. This visual characteristic helps to deter-
mine the security status of an operation point intuitively by
observing whether the point lies in the region. Furthermore,
it can balance the demands of system security and efficiency,
and find the balance optimal state. Meanwhile, because the
calculation of dynamic security and dynamic security and
stability region was only related to the system topology and
parameters that were independent of load state, dynamic
security and stability region could be calculated off-line and
applied on-line. Therefore, the DSSR has strong real-time
application potential.

It should be noted that the richer security control model
considering control cost and the shortest path will be
researched and discussed in the next stage. Furthermore,
energy storage systems and renewable energy resources are
an important part of energy hubs. The integrated energy sys-
tem dynamic security and stability region model considering
the above factors will also be researched in the subsequent
article.
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APPENDIX
See Figs. 14–21.
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