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ABSTRACT As is known to all, the heterogeneous green scheduling objects have the intelligent feedback
related to the efficiencies corresponding to the schemes, which has been largely ignored in most existing
studies. That is why the existing optimization dynamics in green meta-heuristics scheduling algorithms,
generally appear underpowered and vulnerable in the face of the rapid extension from homogeneity to
heterogeneity of scheduling objects. Then, with respecting and ingeniously leveraging hardware (i.e.,
heterogeneous scheduling objects) intelligence, an efficient meta-heuristics algorithm with re-energized
majorization dynamics for heterogeneous greener scheduling (i.e., CAr_FI(HS)), is proposed. The exper-
imental results show that compared with the other meta-heuristics scheduling algorithms, CAr_FI(HS) has
obvious advantages in the overall performance and the solution quality, for both data intensive and computing
intensive instances.

INDEX TERMS Greener, energized optimization dynamics, fusion intelligence, meta-heuristics algorithm,
nonlinear heterogeneous scheduling.

I. INTRODUCTION
A. BACKGROUND AND MOTIVATION
Nowadays, fundamental saving energy or reducing emis-
sions of the wide-area heterogeneous computing, repre-
sented by the virtual cloud, is the goal that is far from
achieved [1]. In fact, the intelligent decision-making of
the scheduling middleware is key, where green scheduling
aims for the computing evolution from high performance
to high efficiency. For green scheduling as the high-
dimensional multi-objective optimization problems under the
strong restriction in the real complex super-system, meta-
heuristics algorithms like genetic algorithms and artificial
immune algorithms, have been used [2], [3]. Although
with many achievements in homogeneous scheduling, meta-
heuristics algorithms are underperforming in the nonlinear
heterogeneous green scheduling, with the balance conflict
between convergence and distribution [4]–[6].
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Here, the optimization dynamic equation in the meta-
heuristics algorithm, close to the scheduling QoS (Quality
of Service) model, is constructed from various QoS metrics,
such as some technology or economy indexes. However, most
of the existing QoS metrics related to the energy-efficiencies,
are quantified via fuzzy estimation [7], [8] or approximate
linear mathematical models [9], [10]; even some other equa-
tions are only the "electricity-price optimizers" [11], [12].

Then, in the face of the rapid extension from homogeneity
to heterogeneity of computing resources, the existing opti-
mization dynamics in meta-heuristics scheduling algorithms,
generally appear underpowered and vulnerable [13], [14].

In fact, distinguished from homogeneous scheduling, het-
erogeneous objects have hardware intelligence [15], [16].
To be exact, derived from hardware intelligence, there are
some inevitable and logical relationships between every can-
didate scheduling scheme and the physical feedback; and
nonlinearity and heterogeneity of the allocated resources
mean a big discrepancy in the dynamic effects between dif-
ferent scheduling schemes, such as the energy-efficiencies
related.
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FIGURE 1. The technical route to energize the optimization dynamics of meta-heuristics scheduling algorithms.

Therefore, our idea is to energize the optimization dynam-
ics of meta-heuristics scheduling algorithms in the green
direction with respecting and ingeniously leveraging hard-
ware intelligence, and then make the soft decision fully stim-
ulate the "positive" effects of heterogeneous objects, instead
of negative feedback.

Then, an efficient meta-heuristics algorithm for greener
heterogeneous scheduling driven by deeper fusion of
hardware and software intelligence, is proposed, i.e.,
CAr_FI(HS).

B. OUTLINING
The rest of the paper is organized as follows: Section 2
outlines the related work. In Section 3, an efficient meta-
heuristics algorithm, i.e., CAr_FI(HS), is presented. Perfor-
mance evaluations and the analyses of the algorithms are
discussed in Section 4. Section 5 concludes the paper with
a summary and future work.

II. RELATED WORK
Systematically, the computing evolution from high-
performance to high-efficiency, partly benefits from hard-
ware modes and methods.

One of the growing trends is heterogeneous multicore/
many-core systems in accelerating super-scale scientific
computing. This trend is due to the greatly improved through-
put for higher efficiencies, however, the rapid increase of the
power density narrowing the bottleneck of chip cooling [17].

There is another upward trend, as is the intellectualiza-
tion of the hardware. Involving circuit or microelectronic
level, there are many landmark achievements, such as DPM

(Dynamic PowerManagement) and DVFS (Dynamic Voltage
Frequency Scaling) [18].

However, there is a considerable green space that cannot
be touched by physics regulation although with hardware
intelligence, such as DPM and DVFS.

¬ DVFS and DPM can make a minimum number of com-
ponents active; however, CMOS (Complementary-symmetry
Metal Oxide Semiconductor) circuits even at idle states can
bring approximately 60% of the energy consumption at full
load to cloud nodes.

 For the heterogeneous processors corresponding to dif-
ferent frequency-voltage levels, there is an extreme dispersion
in power consumption even at the same working frequency,
which means that the cloud efficiency largely depends on the
scheduling middleware.

Actually, the scheduling middleware including the model
and algorithm is to make decisions on the mapping between
computing services and the hardware cloud, with some QoS
(Quality of Service) metrics satisfied. Further, the energy-
aware scheduling is to minimize the energy consumption
of the cloud services, without affecting the performance.
In essence, the energy-aware scheduling is NP-Complete
problem of high-dimensional multi-objective optimization
with strong constraints.

Some works related to energy-aware homogeneous
scheduling have gained results; however, there still are many
limitations for the software methods of heterogeneous green
scheduling.

¬ Many explorations turn to virtual management upgrad-
ing, using Gaussian process regression method, multi-
dimensional packing mode or integer programming strategy;
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TABLE 1. The theory developments of the algorithm design in this paper based on GHSA_di [2].

however, due to the information asymmetry, these fuzzy deci-
sions have little effect on saving energy in the dynamical
adjusting virtual clusters [19], [20].

 Based on the volatility of the electricity price in
the world time-zones, some discoveries get the schedul-
ing sequence of clusters in different time-zones via the
large deviation principle or Markov decision. They are
electricity-price-optimizers, which significantly decrease
the maintenance costs, but cannot fundamentally reduce
energy-consumption [11], [12].

® Derived from empirical statistics or linear models, most
of the energy-consumption estimates generally lack accu-
racy or timeliness, when facing the dynamic randomicity
of real-time tasks and the heterogeneity extension of cloud
platforms [9], [10].

In recent years, with high intelligence, strong robustness
and good optimization ability, heuristics or meta-heuristics
algorithms have been attempted to solve cloud scheduling
problems; this kind of technology simulates Darwin’s "sur-
vival of the fittest" theory of natural evolution or biological
immunity [21]–[28]. And there are many achievements of
the meta-heuristics algorithms applied in the homogeneous
scheduling.

In [28], the green problem was regarded as the Distributed
Assembly Blocking Flow-shop Scheduling, abbreviated as
DABFSP, and the metaheuristic algorithm is applied to it; for
DABFSP [28], all processed jobs are assembled into a series
of products on an assembly machine and even there are no
intermediate buffers between any adjacent machines. In [29],
a clustering-basedmeta-heuristics algorithm, i.e., MaOEA/C,
was suggested for many-objective optimization problems;
MaOEA/C [29] balanced the diversity and convergence by

classifying the population into a number of clusters. In [30],
the parallel branch and bound algorithm was presented, i.e.,
MBB, for the optimality of the multi-objective flexible job
shop scheduling problem; MBB [30] made use of NSGA-II
algorithm to initialize the upper bound and incorporated a
grid representation of the solution space; and according to the
optimal Pareto front ofMBB [30], it is useful for the scientific
community.

In [2], the algorithm incarnating deep integration of
hardware-software energy regulation principles for hetero-
geneous scheduling, i.e., GHSA_di [2], was proposed. In a
word, literature [2] belongs to the preliminary work of this
paper; and this paper is its further expansion and extension,
nomatter the radiation breadth, theoretical depth, difficulty in
tackling key problems or innovation height, which are listed
in Table 1.

III. AN EFFICIENT NONLINEAR HETEROGENEOUS GREEN
SCHEDULING ALGORITHM
A. THE ENERGIZED OPTIMIZATION DYNAMICS EQUATION
The technical route is given as Figure 1, including
the predictive quantification the dynamic feedback of the
common heterogeneous resources, corresponding to the
candidate scheme, and mathematical redefinition the energy-
efficiencies related QoS metrics in an easier reuse way.
Definition 1 (Dynamic Power Consumption (in W)): Sev-

eral frequencies of CPU functioning are allowed on every
node. Indeed, there are great differences in dynamic power
consumption (in W) between distinguished processor types
based on energy heterogeneity even at the same working
frequency.
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TABLE 2. The related variables of meta-heuristics dynamic equation and
their representative meanings.

By the above multivariate-regression methods, for the pro-
cessor type based on energy heterogeneity (denoted by o ∈
N+) at Frequency ϕOγ , the dynamic power consumption (in
W) is given by Eq. (1).

τ (ϕOγ ) = vo(τ full (ϕOγ )− τ idle(ϕ
O
γ ))+ τ idle(ϕ

O
γ ) (1)

Definition 2 (Dynamic Energy Consumption (in Wh)): For
the processor type based on energy heterogeneity (denoted by
o ∈ N+) at Frequency ϕOγ , the dynamic energy consumption
(in Wh) is the product of power values (in W) and execution
time (denoted by 1TO

γ ).
Following that, the dynamic energy consumption (in Wh)

of all nodes powering on, contains the different DVFS levels,
where ηθo ∈ N

+ is the number of levels for the processor type
o ∈ N+ based on energy heterogeneity.

This gives the dynamic energy consumption (in Wh) of all
nodes powering on.

CMP_E(φ) =
∑ηρ

ρ=1

∑η
ρ
ω

ω=1

∑ηθO

γ=1
(τ (ϕOγ )×1T

O
γ ) (2)

Definition 3 (Response Time): In same consideration of
CPU capacity, the response time considered as the execution
time of virtual machines (VMs), denoted byRESP_T(φ), can
be evaluated by the instruction-number (in million, denoted
by ξ$ , and the capacity of each virtual machine (for example,
in terms of million instructions per second (MIPS)), denoted
by ε$,ρω

ϕOγ
.

Then, response time, denoted by RESP_T(φ), can be
expressed (in seconds) as Eq. (3).

RESP_T (φ) =
ηρ
max
ρ=1

η
ρ
ω

max
ω=1

η
ρω
$

max
$=1

(ξ$ /ε$,ρω
ϕOγ

) (3)

Definition 4 (Scalability):One of the most important flexi-
bility factors, represents the available computing power with-
out new nodes, leading the cloud provider not to consolidate
VMs on nodes for a certain amount of latent capacities in case
of a peak load.

It can be evaluated based on the maximum CPU capacity
allowed of Node ρω ∈ R

+, denoted by δρωO , and the current
CPU capacity allowed of Node ρω ∈ R

+.
Then, scalability, denoted by SCAL_R(φ), can be

expressed as Eq. (4).

SCAL_R(φ)={
∑ηρ

ρ=1

∑η
ρ
ω

ω=1
(δρωO − ε

$,ρω

ϕOγ
)}/(

∑ηρ

ρ=1
η
ρ
ω)

(4)

Definition 5 (Robustness): One of the most important sta-
bility factors with resistance to host or network failure and
malicious attacks, is interpreted as how many VMs should be
transplanted if Node ρω ∈ R

+ fails.
In other words, it is the average number of VMs deployed

in per used node, expressed as Eq. (5).

HW_REL(φ) = (
∑ηρ

ρ=1

∑η
ρ
ω

ω=1
η
ρω
$ )/(

∑ηρ

ρ=1
η
ρ
ω) (5)

Taken together, the QoS metrics are applied the fit-
ness or affinity evaluation of chromosomes or antibodies
in the following intelligent algorithms, defined as Eq. (6),
where3i respectively represents the weight factor of the QoS
indicator.

ψ(φ) = min
φ∈8

[31 · CMP_E(φ)+32 · RESP_T(φ)

+33 ·HW_REL(φ)−34 · SCAL_R(φ)

−35 · No_VM(φ)] (6)

Following that, in order for adding the sufficient meta-
heuristics dynamics to CAr_FI(HS), the first three QoS met-
rics: CMP_E(φ),RESP_T(φ), and HW_REL(φ) have to be
minimized, as opposed to SCAL_R(φ) and No_VM(φ) that
have to be maximized.

Another feature of the dynamics equation is the compro-
mise coefficients of the QoS metric. Here, the compromise
coefficients can be tailored due to preference for relevant
indicators.
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B. THREE-DIMENSIONAL ENCODING/DECODING OF THE
BIONIC INDIVIDUALS
Definition 6 (Biomimetic Individual):A scheduling candidate
scheme mapping among the tasks {Xir(i ∈ {1, . . . ,m}, r ∈
R+)}, the virtual machines {Yir(i ∈ {1, . . . ,m}, r ∈ R+)}
and the nodes {Zir(i ∈ {1, . . . ,m}, r ∈ R+)}, is regarded as
a biomimetic individual Chr(r ∈ R+).
Specifically, the gene feature {Gir(i ∈ {1, . . . ,m}, r ∈

R+)} of Chr(r ∈ R+) is expressed as the three-dimensional
encoding, which represents the random task Xir(i ∈

{1, . . . ,m}, r ∈ R+) is assigned to the virtual machine
Yir(i ∈ {1, . . . ,m}, r ∈ R+) of the computing node Zir(i ∈
{1, . . . ,m}, r ∈ R+).
So the biomimetic individual Chr(r ∈ R+) is encoded as

three-dimensional matrices (see Eq. (7)andFigure 2).

Chr =



X r
1 Y r

1 Zr1
X r
2 Y r

2 Zr2
...

...
...

X r
i Y r

i Zri
...

...
...

X r
m Y r

m Zrm


(7)

C. EVOLUTIONARY OPERATOR-DEFINITIONS
Based on three dimensionalmatrices encoding inSection 3.B,
genome evolution simulation includes the definition of intel-
ligent operators, such as individual selection, crossover,
mutation and clone.

According to the evolutionary dynamic information matrix
defined in Section 3.A, the CAr_FI(HS) algorithm can
directly select non inferior bionic individuals in the popula-
tion, which greatly improves the efficiency of the algorithm.

Different strategies of gene crossover and mutation can
help to maintain the diversity of population, and to cooper-
ate or exchange information among bionic individuals.
Definition 7 (Crossover Operator): Crossover opera-

tor, denoted by ⊗, is dualistic, whose two operands
(Cha(a ∈ R+) and Chb(b ∈ R+)) and results
({Chc(c ∈ R+),Chd (d ∈ R+)}), respectively, represent
the original and new biomimetic individuals (scheduling
schemes).
In a random fashion, the original biomimetic individuals

(Cha(a ∈ R+) and Chb(b ∈ R+)) are chosen and grouped
together; and by the crossover point randomly generated,
each original individual (Cha(a ∈ R+) or Chb(b ∈ R+))
can be divided into two genomes:
Cha(a ∈ R+) = {{Ga

i (i = {1 · · · σ }, a ∈ R
+)} ⊂ Cha(a ∈

R+), {Ga
i (i = {σ + 1 · · ·m}, a ∈ R+)} ⊂ Cha(a ∈ R+)} and

Chb(b ∈ R+) = {{Gb
i (i = {1 · · · σ }, b ∈ R+)} ⊂ Chb(b ∈

R+), {Gb
i (i = {σ + 1 · · ·m}, b ∈ R+)} ⊂ Chb(b ∈ R+)}.

Then new individuals ({Chc(c ∈ R+),Chd (d ∈ R+)}) are
generated by crossover combinations of different individual
genomes:
Chc(c ∈ R+) = {{Ga

i (i = {1 · · · σ }, a ∈ R
+)} ⊂ Cha(a ∈

R+), {Gb
i (i = {σ + 1 · · ·m}, b ∈ R+)} ⊂ Chb(b ∈ R+)} and

FIGURE 2. Three-dimensional encoding/decoding of the bionic
individuals.

Chd (d ∈ R+) = {{Gb
i (i = {1 · · · σ }, b ∈ R+)} ⊂ Chb(b ∈

R+), {Ga
i (i = {σ + 1 · · ·m}, a ∈ R+)} ⊂ Cha(a ∈ R+)}.

Following that, the crossover operation of Cha(a ∈ R+)
and Chb(b ∈ R+) is given by Eq.(8).
Xa
1 Ya

1 Za1
· · · · · · · · ·

Xa
σ Ya

σ Zaσ
· · · · · · · · ·

Xa
m Xa

m Xa
m

⊗

Xb
1 Yb

1 Zb1
· · · · · · · · ·

Xb
σ Yb

σ Zbσ
· · · · · · · · ·

Xb
m Xb

m Xb
m



= {


Xa
1 Ya

1 Za1
· · · · · · · · ·

Xb
σ Yb

σ Zbσ
· · · · · · · · ·

Xb
m Xb

m Xb
m

,

Xb
1 Yb

1 Zb1
· · · · · · · · ·

Xa
σ Ya

σ Zaσ
· · · · · · · · ·

Xa
m Xa

m Xa
m

} (8)

Definition 8 (Mutation Operator): Mutation operator,
denoted by �, is unary, whose operands (Chp(p ∈ R+)) and
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FIGURE 3. Averaged energy-efficiency improvements of the solution of
CAr_FI(HS) over the algorithms summarized for HCSP instances.

FIGURE 4. Improvements of CAr_FI(HS) over the best deterministic
heuristic results, regarding the consistency classification.

results (Chq(q ∈ R+)), respectively, represent the original
and new biomimetic individuals (scheduling schemes).
The original biomimetic individuals (Chp(p ∈ R+)) is cho-

sen with the mutation probability,0.28; and by the mutation
point randomly generated, new individual (Chq(q ∈ R+))
is automatically created with a mutation gene, denoted by
(Xq

ς ,Y
q
ς ,Z

q
ς ) ⊂ Chq(q ∈ R+).

Then, the mutation operation of Chp(p ∈ R+) is given by
Eq.(9).

�


Xp
1 Yp

1 Zp1
· · · · · · · · ·

Xp
ς Yp

ς Zpς
· · · · · · · · ·

Xp
m Xp

m Xp
m

 (Chp)=


Xp
1 Yp

1 Zp1
· · · · · · · · ·

Xq
ς Yq

ς Zqς
· · · · · · · · ·

Xp
m Xp

m Xp
m

 (Chq)

(9)

D. ALGORITHM DESCRIPTION
The main steps of the CAr_FI(HS) algorithm are given as
follows.

E. THE COMPLEXITY ANALYSIS OF THE ALGORITHM
Let’s assume the size of the population is θ in each generation,
and the variable dimension, the cloning multiples, constraint
dimension, and the objective function dimension are, respec-
tively, <001>, £,<002>, m.

Initialize the iteration ( ι) and the subpopulation 4(ι) =
{Ch1(ι),Ch2(ι), . . . ,Chε(ι), . . . ,Chθ (ι)}, each subpopula-
tion of 2 individuals;
While (ι < ιmax) and (other termination criteria are not
satisfied)
Do in parallel for each island /∗Obtain coarse-grainedmodel,
one of parallel and distributed models ∗/
ι = ι+ 1;
Do in parallel /∗Obtain master-slave model, another parallel
model ∗/
Evaluate genome fitness based on the dynamic equation
(Eq.(6)) in the current subpopulation:
0(Chr(τ ))(r ∈ R+,Chr(τ ) ∈ 4(τ ));
Sort the individuals fitness: 0(Chr(τ ))(r ∈ R+,Chr(τ ) ∈
4(τ )),
and save the fittest individual Chelite (ι) in the external mem-
ory;
Perform local search strategies;
Perform gene operations, such as crossover and mutation
defined as Section 3.C;
End Do in parallel
If ι = τ (migration interval) then
Create 9δ for the current subpopulation;
Send 9δ to the neighboring subpopulation;
Receive 9δ from the neighboring subpopulation;
Construct the founding subpopulation4;
Select2 individuals into 4;
Replace the subpopulation 9δ with 9τδ ;
End If
End Do in parallel
End While
Output the best individual.

Complexity of calculating the genetic affinity value of the
population: O(£<001>θ).

Complexity of cloning operation of the population:
O(<001>θ).

Complexity of crossover operation of the population:
O(£<001>θ /2).

Complexity of mutation operation of the population:
O(£<001>θ).

Complexity of selecting the non-dominant solution set:
O((m+1)(< 001 >+1)θ + θ +m(< 001 >+1)2θ2+ (m+
1)(< 001 >+ 1)θ log2((< 001 >+ 1)θ)).
Then, the time complexity of CAr_FI(HS) algorithm is

polynomial time.
Furthermore, because different definitions of evolution

simulation in algorithms (CAr_FI(HS) and GHSA_di[2]),
there is the lower space complexity in CAr_FI(HS).

IV. EXPERIMENT RESULTS AND DISCUSSION
Noteworthily, the large-scale nonlinear earthquake simula-
tion software by the earth-system-science department of
Tsinghua University and the high-performance-computing
team of Shandong University, won 2017’s ACMGordon Bell
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TABLE 3. Comparative makespan results: meta-heuristics for 512 × 16 HCSP instances.

FIGURE 5. Mean values of the normalized energy-efficiency improvements of CAr_FI(HS) over the algorithms.

Award in Denver, U.S.A. Specifically, the core algorithms
that the high-performance-computing team of Shandong Uni-
versity was responsible for, were debugged and run just in this
platform of National Supercomputing Center in Jinan, China.

A. SIMULATOR AND SIMULATION PARAMETERS
¬ The setting of relevant parameters of CAr_FI(HS), such
as the crossing-over rate and the mutation rate, linked with
the execution time of the algorithm itself, has not specially
involved in this paper, just with keeping the settings regular.

 For the compared algorithms like DABFSP [28],
MaOEA/C [29] and MBB [30], the parameters are consistent
with the corresponding references.

® In the course of the heterogeneous scheduling experi-
ment, 200 clusters with three common nodes based on energy
heterogeneity (o ∈ N+) are used.

¯ For the computing/data intensive heterogeneous
scheduling, the number of the virtual machines is 5000 and
each application case is divided into 20000 tasks.

° In further detail below, for the nodes with energy hetero-
geneity o = 1, there is the highest energy efficiency when the
disk and CPU/GPU utilization is respectively within certain
ranges: [75%, 85%] and [80%, 95%]; in the same manner,

for o = 2, the ranges are [60%,70%] and [60%,75%], and for
o = 3, the ranges are [45%,55%] and [40%,55%].

±The initial utilizations of CPU/GPU and hard disk before
the scheduling are, respectively, [10%, 40%] and [10%, 40%].

B. THE SOLUTION QUALITY COMPARISONS
Fundamentally, for meta-heuristics algorithms of heteroge-
neous scheduling, there is the critical defect like the low
solution quality, inextricably linked with green scheduling
decision-making, as is to minimize the energy consumption
of the hardware cloud to complete services, with not affecting
the performance metrics.

In other words, the improvement in solution quality is
essential.

In this subsection, twelve instances of heterogeneous
scheduling proposed by [31] are used.

1) PERFORMANCE ESTIMATION
Table 3 presents the makespan values comparison of
CAr_FI(HS) against the best results previously found with
diverse meta-heuristics techniques. The analysis of Table 2
shows that CAr_FI(HS) is able to compute better makespan
values than the previous best-known solutions for all prob-
lem instances, such as GA, MA+TS, ACO+TS, PSO+TS,
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FIGURE 6. Comparison of CPU utilization after scheduling the computing
intensive tasks by the different algorithms.

DABFSP [28], MaOEA/C [29] and MBB [30],which are the
seven previous best methods for solving the HCSP instances.

It also presents the time required by CAr_FI(HS) to
reach the best-known(previous) makespan value(tB, in
milliseconds).

2) ENERGY-EFFICIENCY COMPARISON
Figure 3 summarizes the averaged energy-efficiency
improvements of the solution of CAr_FI(HS) over that of
DABFSP [28], MaOEA/C [29], MBB [30], Min-Min and
Sufferage, for each dimension and heterogeneity model.

Shown as Figure 4, the averaged energy-efficiency
improvements over the best deterministic heuristic are always
above 11% for semiconsistent instances, and above 7% for
consistent instances. Lower improvement factors are obtained
for small inconsistent instances, but the improvements signif-
icantly increase up to more than 13% for large inconsistent
instances.

Mean values of the normalized energy-efficiency improve-
ments achieved in 2828 independent executions of
CAr_FI(HS) are reported in Figure 5 for consistent, inconsis-
tent and semiconsistent instances for each problem dimension
studied. The graphic shows that the normalized energy-
consumption diminish when solving large-dimension prob-
lem instances. These results demonstrate CAr_FI(HS) can
steer the optimization-dynamics in the green direction in

FIGURE 7. Comparison of CPU utilization after scheduling data intensive
tasks by the different algorithms.

an efficient manner when using additional computational
resources.

C. IMPACT OF ARTIFICIAL FUSION-INTELLIGENCE ON THE
META-HEURISTICS ALGORITHM
In this subsection, the impact of respecting and inge-
niously leveraging hardware (i.e., heterogeneous scheduling
objects) intelligence on the energized optimization dynam-
ics of the proposed meta-heuristics scheduling algorithm
(CAr_FI(HS)) is given, compared with DABFSP [28]
that shows the approximate performance estimation of
CAr_FI(HS) through the overall investigates in the previous
subsection.

By the two meta-heuristics scheduling algorithms:
CAr_FI(HS) and DABFSP [28], the utilization changes of
CPU/GPU in 200 clusters after the scheduling, are shown in
Figure 6.

From Figure 6(a), we can observe that for the comput-
ing intensive tasks, the CPU/GPU utilization of 200 clus-
ters although with energy heterogeneity, cannot engender
different responses after scheduling through DABFSP [28].

From Figure 6(b), we can see that the CPU/GPU utiliza-
tion rates of 200 clusters are approximating 0.95,0.75 and
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FIGURE 8. Data block deployment and task allocation on each cluster by
the different algorithms.

0.55 after scheduling through CAr_FI(HS), which are in the
scope of the theoretical optimal values.

For data intensive tests, there exists the similar situation,
shown as Figure 7. Then, it demonstrates that CAr_FI(HS)
has the advantages of reasonable deployment due to artificial
fusion-intelligence.

Furthermore, detains about data block deployment and task
allocation on each cluster via CAr_FI(HS) and DABFSP [28]
for the certain loads, are introduced in Figure 8. Figure 8
has highlighted that CAr_FI(HS) works not only according
to load balancing, but also taking into account heterogeneous
diversities of themany-core system in cloud for energy saving
due to artificial fusion-intelligence.

V. CONCLUSION
In this paper, an efficient new meta-heuristics algorithm of
heterogeneous greener scheduling driven by the deeper fusion
of hardware(i.e., scheduling objects) and software intelli-
gence, is proposed, i.e., CAr_FI(HS); that is, with respect-
ing and ingeniously leveraging hardware intelligence, our
idea is to predictively quantify the dynamic feedback of
the common heterogeneous resources, corresponding to the
candidate scheme, and tomathematically redefine the energy-
efficiencies related QoS metrics in an easier reuse way, so as
to re-energize the optimization dynamics and then make the
decision fully stimulate the "positive" effects of scheduling
objects, instead of negative feedback.

Extensive experiments highlight that the algorithm
CAr_FI(HS) has the predictive quantification ability of the
dynamic energy feedback of the candidate schemes. More
importantly, they demonstrate that the hardware-software
fusion intelligence of the algorithm CAr_FI(HS), can make
greener space extending in breadth and depth.

Main lines are already in progress and remain to be tack-
led as future work, including streamlining the definition of
energy-efficiencies related QoS metrics, through the further
improvements of experimental simulation and mathematical
calculation.
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