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ABSTRACT The detection process of partial discharge (PD) ultra-high frequency (UHF) signal is easily
affected by white noise and periodic narrowband noise, which hinder the fault diagnosis of high-voltage
electrical appliances. In order to extract PD UHF signal and suppress noise effectively, this paper provides
a new method to detect PD UHF signal by EDSSV and low rank RBF neural network. Firstly, the singular
value decomposition (SVD) is performed on the mixed noises of PD signal. Secondly, the peak index of
energy difference spectrum of singular value (EDSSV) is selected as optimal singular value threshold,
and then the periodic narrowband noise is eliminated by reconstructing the effective rank order. Finally,
radial basis function (RBF) neural network is used to approximate the denoised PD signal, and Gaussian
window filter is used to extract the PD signal. To verify the performance of the proposed method, we
compared it with other three algorithms in simulation and field detection, including adaptive singular value
decomposition (ASVD), singular value decomposition based on S-transform andMTFM (S-SVD) and EMD-
WT algorithms. Particularly, four evaluation indices are designed for the detection data, which consider both
the noise suppression and feature preservation. The results demonstrate the validity of the proposed method
with higher signal-to-noise ratio and less waveform distortion.

INDEX TERMS PD signal, singular value decomposition, energy difference spectrum of singular value,
neural network, noise reduction, Gaussian window.

I. INTRODUCTION
Insulation fault of gas insulated switchgear (GIS) will seri-
ously affect safe operation of power grid [1]. In general,
partial discharge (PD) is the precursor and main cause of
equipment insulation deterioration. Therefore, the insulation
state of the equipment can be evaluated by partial discharge
[2], [3]. Due to its advantages such as high detection sen-
sitivity and strong anti-interference ability, UHF detection
method is widely used in the detection of partial discharge
in GIS [4]. The field detection environment is accompanied
by various background noise, among which Gaussian white
noise and the periodic narrowband noise are the most serious
[5], [6]. Ultra-high frequency (UHF) signals generated by PD
are extremely weak and easy to be covered by noise, which
greatly increases the difficulty of PD UHF signal detection.
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Therefore, a reliable noise suppression method is the premise
of PD signal accurate detection and diagnosis.

At present, a variety of methods have been proposed on
noise suppression of PD signals, the common methods are
wavelet transform (WT) [7], [8], empirical modal decom-
position (EMD) [9], [10], and singular value decomposition
(SVD) [11]. The WT features good time-frequency analysis
ability. But it is difficult to select the optimal wavelet basis
for signal decomposition, and its wavelet basis function and
decomposition scale have great influence on denoising effect.
Unlike the wavelet method, the EMD method derives the
basic functions from the signal itself. It adaptively decom-
poses signal into multiple modal components, which shows
good robustness. However, when the frequency of each com-
ponent is relatively close, modal aliasing tends to occur,
leading to the failure of denoising. Moreover, singular value
decomposition (SVD) as a new signal analysis method has
been utilized for noise suppression [12], [13], but the order
of effective singular values needs to be determined artificially
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[13], thus human factors have a great impact on the denois-
ing effect. In recent years, the radical basis function (RBF)
neural network has been applied in partial discharge pattern
recognition by some scholars due to its advantages such as
simple structure, fast learning speed and strong nonlinear
approximation ability [14], [15]. However, this method has
not been used in the research of denoising.

In this paper, a novel denoising method based on
EDSSV and low-rank RBF neural network (EDSSV-RBF)
is proposed. Energy difference spectrum of singular value
(EDSSV) is an adaptive method to select the effective sin-
gular value, which overcomes the difficulties in determin-
ing the effective rank order, thus realizes narrowband noise
suppression. Furthermore, the low-rank RBF neural network
approximates the PD signal with preliminary noise reduction,
extracts the main information of PD signal pulse, and com-
bines the Gaussianwindowfiltering to realize the suppression
of white noise, and finally extracts the relatively pure PD
signal. Through simulation and field measurement analysis,
and comparing with other denoising methods, the results
illustrate that the proposed method can suppress background
noise in the PD UHF signal effectively.

II. SIMULATED PD SIGNAL
In engineering practice, most measured PD signals are oscil-
lation exponential attenuated type signals [6]. Therefore,
we use the single exponential decaying oscillation D1 and
double exponential decaying oscillation D2 to simulate the
PD signal:

D1 = A1e−t/τ sin(2π fct) (1)

D2 = A2
(
e−1.3t/τ − e−2.2t/τ

)
sin(2π fct) (2)

where A1 and A2 are respectively the amplitude coefficient
of PD signal, τ stand for the attenuation coefficient, fc is
the oscillation frequency. Table 1 shows the detail param-
eters of the four PD pulses, in which I and III are single-
exponential attenuated oscillating pulses, and II and IV are
double-exponential attenuated oscillating pulses. In the sim-
ulation, N is 2000 and the simulated sampling frequency of
each pulse is 5GSa/s. The original PD signal is shown in
Fig.1(a).

However, there are various kinds of noise in the field
environment. In order to simulate the field test environment,
the random white noise of −2dB is superimposed on the
original PD signal, and the noisy signal is shown in Fig.1(b).

Periodic narrowband noise is mainly generated by carrier
communication andmobile phone communication, which can
express by the superposition of sinusoidal signals of different
frequencies [1], that is:

C = Ai
3∑
i=1

sin (2π fit) (3)

where the signal amplitude is set as Ai = 1mV , based on
the frequencies of wireless communication signals in China,
fi is the narrowband noise frequency, which is set as f1 =

TABLE 1. Parameters of the simulated UHF PD signals.

FIGURE 1. Simulated UHF PD signal and its spectrum: (a) Pure signal;
(b) Noisy signal; (c) Mixed signal; (d) Spectrum of the mixed signal.

470MHz, f2 = 900MHz and f3 = 1800MHz [4], respec-
tively. When superimposed with periodic narrowband noise,
the mixed PD signal and its spectrum are shown in Fig.1(c)
and (d). It can be seen from Fig.1(c) that PD signal is com-
pletely overwhelmed in the noise.

III. METHOD OF PERIODIC NARROWBAND NOISE
SUPPRESSION
A. PRINCIPLE OF NARROWBAND NOISE SUPPRESSION
In general, periodic narrowband noise, white noise and PD
signal are independent of each other, and the energy of
periodic narrowband noise is much larger than that of PD
signal and white noise [11]. The irrelevance is represented
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by the orthogonality between signals. SVD can decompose
the measured signals into different orthogonal components,
and the singular value represents the energy of the component
signals. After the singular value decomposition, the singular
value of narrowband noise is obviously greater than that of
other signal components, and there are significant differences
between the adjacent singular values. Then the noise signal
and the valid signal can be distinguished from the singular
value. Therefore, in this paper, the energy difference spectrum
of singular value is used to determine the threshold value and
reduce noise.

1) SINGULAR VALUE DECOMPOSITION
Suppose the one-dimensional sampling sequence of mixed
PD signal: X = {x(1), x(2), · · · x(N )}, where N is sampling
points. Let the sampling sequence is constructed as Hankel
matrix, and the matrix decomposed by SVD. The Hankel
matrix is constructed as:

Hm×k =


x(1) x(2) · · · x(k)
x(2) x(3) · · · x(k + 1)
...

...
...

x(m) x(m+ 1) · · · x(N )

 (4)

where k = N − m+ 1, and m = N/3. By SVD:

H = U6V T (5)

where U and V are m-order and n-order orthogonal
matrix respectively, and

∑
∈ Rm×k is diagonal matrix:

diag (δ1, δ2, · · · δs), where s = min(m, k) and the singular
values {δi}i=1,··· ,s are arranged in descending order, namely
δ1 > δ2 > · · · > δs.

2) DETERMINE THE EFFECTIVE SINGULAR VALUES
In signal reconstruction procedure, the key problem is to find
the effective rank order r(1 ≤ r < s) corresponding to the
singular value of useful signals. If the order r is selected too
small, some useful signals are considered as noise signals and
removed, resulting in the loss of useful components. If the
order r is too large, the reconstructed signal contains residual
noise, which lead the low SNR. Therefore, the best effective
rank order is to distinguish the useful signal and the noise
accurately, so that the useful signal is retained and the noise
is filtered. Due to the singular value corresponding to narrow-
band noise is much greater than that relating to PD signal and
white noise, there is a big fluctuation in the peak position of
the energy difference spectrum. Further, we can search the
peak position as the effective rank order to reconstruct the
narrowband noise, thereby eliminating the narrowband noise
from the mixed PD signal.

The energy difference spectrum of singular value is defined
and normalized [16]:

P(r) =
δ2r − δ

2
r+1

E
(6)

where E is the energy of singular value: E =
s∑

r=1
δ2r .

FIGURE 2. Variation curve of singular values.

The peak index of the energy difference spectrum is taken
as the reconstruction order n of singular values, and the
reconstructing matrix of narrowband noise is as follows:

X ′ = Um×n6n×nV T
k×n (7)

To obtain the one-dimensional effective signal matrix, take
the average value of the anti-diagonal elements of X ′.

B. ENERGY DIFFERENCE SPECTRAL OF SINGULAR VALUE
NOISE REDUCTION
The signals in Fig.1(b) and (c) are decomposed by SVD
respectively. Further, we can obtain 666 singular values. To
facilitate observation, the first 100 singular values are used
for analysis. The data in Fig.2 shows obviously different in
the sixth singular value and the seventh singular value due to
narrowband noise. Comparing the singular value distribution
of noisy PD signal, we can find that the first six singular
values are correspond to the narrowband noise.

Energy difference spectrum of the singular value in Fig.2 is
shown in Fig.3. It is easily seen from Fig.3 that an obvious
peak appears at the sixth singular value, which also is the
boundary point between useful signal and noise. Therefore,
the rank order of singular values corresponding to narrow-
band noise can be selected automatically. Narrowband noise
will be completely extracted by reconstructing the first six
singular values. The reconstructed signal and frequency spec-
trum are shown in Fig.4. It can be seen from Fig.4(b) that after
singular value decomposition and reconstruction, the three
main frequencies of narrowband noise f1 = 470MHz, f2 =
900MHz and f3 = 1800MHz have been well extracted.

C. NARROWBAND NOISE SUPPRESSION
The specific steps to suppress narrowband noise are as fol-
lows:
Step 1: Decompose the measured PD signal by SVD.
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FIGURE 3. The curve of EDSSV of mixed signal.

FIGURE 4. (a) Reconstructed signal and its (b) spectrum of reconstructed
signal.

Step 2: Compute the energy difference spectrum of singu-
lar values, and find its peak position as the effective order
number to reconstruct narrowband noise.
Step 3:Remove the reconstructed signal from themeasured

signal, so as to suppress periodic narrowband noise.
From the above steps, the signal in Fig.1(c) is denoised,

and the denoised signal and its spectrum are shown in Fig.5.
Fig.5(b) shows that the narrowband noise is eliminated suc-
cessfully, which indicates that the EDSSV algorithm can
accurately distinguish the singular values of useful signals
and noise, and suppress the narrowband noise. Another inter-
esting result is that the residual noise is Gaussian white noise
after the narrowband noise suppressed.

IV. DENOISING METHOD OF GAUSSIAN WHITE NOISE
In order to further suppress the remaining Gaussian white
noise and improve the accuracy of spectrum analysis, the pure
PD signals are effectively extracted by using the Gaussian

FIGURE 5. (a) Signal with suppressed narrowband noise and its (b)
spectrum of denoised signal.

FIGURE 6. The structure diagram of RBF neural network.

window in this paper. The Gaussian function expression is:

G = exp

[
− (l − µ)2

2λ2

]
(8)

where l is the input vector, µ is the center of the window
function and λ is the scale factor.

In order to determine the parameters of the Gaussian
window, RBF neural network is used to approximate signal
in Fig.5(a), and the Gaussian window is applied to process
the approximate signal.

A. EXTRACT PD SIGNAL CHARACTERISTICS WITH RBF
NEURAL NETWORK
RBF neural network is a kind of local approximation network,
whoseGauss kernel can approximate any continuous function
with arbitrary precision under the configuration of weight
coefficient, center, width and other parameters. In essence,
these parameter spaces can be represented by Gauss kernel
to determine the signal, and the least-squares criterion is
generally used in training. The mean square error of uncer-
tain random noise signal should be minimized. Usually the
measured PD signal is composed of the certain PD signal and
the uncertain noise. Therefore, the process described by RBF
neural network can be used as a filter. Its three-layer forward
network structure model [17] is shown in Fig.6.
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Generally, Gauss kernel function is used as the basis func-
tion of RBF neural network, and its mathematical expression
is as follows:

φj (l) = exp

(
−

∥∥l − ζj∥∥2
2η2j

)
, j = 1, 2, · · · ,M (9)

where l is the sample with the same length as Fig.6, ζj and ηj
are the center and width of the j-th element basis function
respectively, M is the number of hidden layer nodes. The
purpose of network training is to approximate the noiseless
PD signal. In the learning sample, the input is the timing
sequence of the signal, and the output is the PD signal after
suppressing the narrowband noise. According to the least-
square theory, the training process is the process of minimiz-
ing noise energy:

�̂ = argmin
�

N∑
l=1

 M∑
j=1

ωjφj (l)− y(l)

2

(10)

where ω is the network weight from the hidden layer to the
output layer, and its cost function is the energy of noise,
y (l) represents the output value when the input is l, � is
the parameter space

{
ζj, ηj, ωj

}
j=1···M of the neural network,

whose parameters can be obtained by training [18]. �̂ is
the estimate of �. After the training, linearly combine the
parameters in the parameter space �̂ with the output of the
hidden layer according to the network topology, and the PD
signal after training can be obtained as follows:

y =
M∑
j=1

wj ∗ φj (l) (11)

In the RBF neural network approximation process, when
the rank M of the hidden layer neuron is equal to the sample
number of the input, the high degree of network freedom can
map the whole noisy signal. When the rank M of neurons is
too small, only a few useful signals are obtained due to the
low degree of freedom. Therefore, the appropriate rank of
hidden layer neurons can effectively distinguish the sample
space noise and useful signals. In this paper, a feedback
mechanism is designed to determine the rankM of the hidden
layer neurons, and the low-rank neurons are obtained only to
approximate the useful signals. At this point, the training of
RBF neural network achieves the best approximation effect,
retains most useful signals, and eliminates a lot of white
noise.

The specific steps of RBF denoising are as follows:
Step 1: Input the sample l and the iteration number is set

as: M = 1.
Step 2: Figure out the output of each hidden layer and

output layer.
Step 3:Calculate the error between the output layer and the

expected output.
Step 4: Find the parameters with the smallest error and sum

them linearly to output y.

FIGURE 7. Fit result of radial basis function neural network.

TABLE 2. Starting point estimation of pulses.

Step 5: Judge whether there is noise in the output signal y.
If there is noise in the output signal y, let M = M + 1 and
jump to step 3 to continue the cycle. If there is no noise, then
output signal y with rankM and terminate the program.

From the above feedback mechanism, when M is 24,
the training can best approximate the effective pulse signal.
And the result of output is shown in Fig.7. From Fig.7, we can
obtain the features of the pulse such as peak position and its
starting points.

B. DESIGN OF GAUSSIAN WINDOW AND FILTERING
According to the training results of RBF neural network
in Fig.7, the peak position of each pulse is taken as the
Gaussian window center µ, and the width of each pulse is
taken as the window width λ. From Fig.7, it can be seen
that µ is 202, 610, 1002 and 1411, and λ is 24, 20, 36 and
32, respectively. Since the starting point of each pulse is
different, it is necessary to estimate the starting points of
each pulse in order to obtain more PD signal information.
After RBF neural network training, the starting points of
pulses are listed in Table 2. Comparing the starting points of
simulated PD pulseswith that trained by low-rankRBF neural
network, they are very close. so we can use the starting points
of trained pulses to intercept Gaussian window. Generally,
the PD pulses reach the peak and decline. Therefore, the right
side lobe of the captured Gaussian window is used to filter the
noise signal.

C. WHITE NOISE SUPPRESSION
The concrete steps of the proposed method to suppress white
noise are as follows:
Step 1: The method of RBF neural network is used to

approximate the noisy signal, and the rank of effective neuron
is determined by the feedback mechanism.
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FIGURE 8. (a) PD signal denoised by Gaussian window; (b) Spectrum of
the denoised PD signal.

Step 2: According to the best approximation PD signal,
the peak and width of pulses are determined.
Step 3: The peak and width of each pulse is taken as

the center and width of the Gaussian window respectively.
In combination with waveform characteristics, Gaussian win-
dow is used to filter noisy signal.

Fig.8 shows the denoised PD signal and its spectrum. From
Fig.8(a), comparing the noisy PD signal Xnoise with denoised
PD signal Xdenoise, it can easily observe that the Gaussian
white noise has been well suppressed and the effective PD
components in original signal have been restored this method.

V. ANALYSIS AND COMPARISON OF DENOISING EFFECT
A. DENOISING THE SIMULATION PD SIGNAL
Three traditional denoising methods are employed to com-
pare with the proposed method, which are as follows.
Method 1: EDSSV-RBF.Method 2: Generalized S-transform
and Module Time-Frequency Matrix (S-SVD) [4]. Method
3: Adaptive Singular Value Decomposition (ASVD) [13].
Method 4: empirical mode decomposition with wavelet trans-
form (EMD-WT) [19]. The simulation is conducted by MAT-
LAB software running in Intel(R) Core (TM) i7-8565U CPU
and 8GB RAM. The denoised PD signals by above methods
are shown in Fig.9. It can be seen from Fig.9(b) that S-
SVD can perform well in denoising, but the starting points of
the PD pulses are distorted. In Fig.9(c), the denoising effect
of ASVD algorithm is not ideal, as it failed to remove the
narrowband noise, resulting in a lot of residual noise. Fig.9(d)
shows that after EMD-WT noise reduction, the effective
components are lost seriously and slight noise still exists.
In comparison with the noise reduction results of above three
methods, the presented method shows superior performance
in noise suppression and feature preservation, which is con-
ductive to the further analysis of the waveform.

In this paper, the normalized correlation coefficient (NCC),
root mean squared error (RMSE) and signal-noise ratio (SNR)

FIGURE 9. Denoising results by different algorithms: (a) Denoised signal
by method 1; (b) Denoised signal by method 2; (c) Denoised signal by
method 3; (d) Denoised signal by method 4.

from literature [20] are used to quantitatively evaluate the
denoising performance.

1) TheNCC is used to describe the similarity of waveform
between the original and denoised signal. The NCC
value is range from −1 to 1. The closer NCC to 1,
the more similar the waveform is. Which is defined as:

NCC =

N∑
i
s (i) ∗ x (i)√(

N∑
i=1

s (i)2
)
∗

(
N∑
i=1

x (i)2
) (12)

2) The SNR illustrates the effectiveness of noise suppres-
sion, which is defined as:

SNR = 10 ∗ log10

N∑
i=1

s (i)2

N∑
i=1

[x (i)− s (i)]2
(13)
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TABLE 3. Evaluation parameters of denoising results.

FIGURE 10. Field picture of the PD detection.

3) The RMSE is used to evaluate the signal error for the
original noiseless and denoised signal, which is defined
as:

RMSE =

√√√√ 1
N

N∑
i=1

[x (i)− s (i)]2 (14)

where x (i) is the original noiseless PD signal, s (i) is the
denoised PD signal, and N is the length of sample.
According to the above evaluation indices, the results of the

four methods are listed in Table 3, and we can see thatmethod
1 has a better denoise performance than the other three meth-
ods, with a higher SNR and the best feature retention.

Therefore, the proposed method can detect the field sig-
nal, and realize simultaneous suppression of white noise and
narrowband noise.

B. PROCESSING FIELD MEASURED PD SIGNAL
To verify the effectiveness of the proposed method, field PD
signal was detected from 110kV GIS high-voltage electrical
equipment in actual field operation. The picture of the field
test is shown in Fig.10, and the sampling rate is 2GSa/s. UHF
sensor was employed to detect the PD signal, Fig.11(a) signal
was detected at the point 7 in Fig.10. The measured signal can
be approximately regarded as non-narrowband noise interfer-
ence signal, so two narrowband noise are artificial added to
the detected signal with an amplitude of 1mV and a frequency
of 470Hz and 900Hz respectively. The mixed noise PD signal
is shown in Fig.11(b). At this time, the detected PD signal is
severely interfered and the feature of useful signal cannot be
effectively recognized.

Four methods are employed to deal with the noisy PD sig-
nal, and the denoising results are shown in Fig.12. Since the

FIGURE 11. PD signal measured in field test.

FIGURE 12. Final denoising result by (a) Method 1 (b) Method 2 (c)
Method 3 (d) Method 4.

pure PD signal cannot be obtained in the field environment,
the noise reduction ratio (NRR) [21] is used to evaluate the
denoising results, which is defined as:

NRR = 10 ∗
(
log10 σ

2
1 − log10 σ

2
2

)
(15)
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TABLE 4. Denoising evaluation parameters of measured signals.

where σ1 and σ2 are the standard deviations of detected signal
and denoised PD signal. NRR can reflect the results of the
denoising, higher NRR value is, the higher effective noise
suppressing will be.

To compare the EDSSV-RBF with traditional methods,
the evaluation indices are computed by equation (15), and the
results of the indices are listed in Table 4. TheNRR ofmethod
1 is 16.0221, and the result of denoising is shown in Fig.12(a),
the EDSSV-RBF algorithm can effectively suppress noise and
extract PD signal. As shown in Fig.12 and Table 4, ASVD
algorithm shows weak noise reduction, NRR is only 11.9981.
The NRR value of S-SVD algorithm is slightly higher than
EMD-WT algorithm in Table 4. But both of them are lower
than EDSSV-RBF algorithm, and the PD signal extraction
effect of both of them is not as clean as EDSSV-RBF. In con-
clusion, the proposed algorithm shows the best performance
in denoising and less waveform distortion.

VI. CONCLUSION
In this paper, a novel denoising method based on EDSSV and
low-rank RBF neural network is proposed to realize white
noise and periodic narrowband noise suppression in PD UHF
signals. The effectiveness of the proposed method is verified
through the analysis of simulation and field signals. The
results are concluded as follows:

1) The energy difference spectrum of singular value can
quickly determine the effective rank order of recon-
struction matrix, and avoid the influence of human
factors.

2) The results of simulation and field detection show that
the combination of low-rank RBF neural network and
Gaussian window filter can effectively suppress white
noise and feature preservation, which is helpful for the
subsequent PD signal analysis.

3) Compared with traditional methods, the proposed
method is more robust and adaptive, with higher noise
suppression ratio. It also better retains the features of
original PD pulses, which are of great significance to
the on-line monitoring of partial discharge.
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