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ABSTRACT In this paper, an online energy management strategy (EMS) for hybrid electric tracked
vehicle (HETV) is developed based on deep deterministic policy gradient (DDPG) with time-varying
weighting factor to further improve economic performance of HETV and reduce computational burden.
The DDPG is applied to model the EMS problem for the target HETV. Especially, a time-varying weighting
factor is introduced here to update old network parameters with experience learned from most recent cycle
segment. Afterwards, simulation is conducted to verify the effectiveness and adaptability of the proposed
method. Results show that DDPG-based EMS with online updating mechanism can achieve nearly 90% fuel
economy performance as that of dynamic programming while computational time is greatly reduced. Finally,
hardware-in-loop experiment is carried out to evaluate the real-world performance of the proposed method.

INDEX TERMS Energy management, hybrid electric tracked vehicle, online updating mechanism, deep

deterministic policy gradient.

I. INTRODUCTION

Hybrid electric vehicles (HEVs), which integrate the advan-
tages of internal combustion engine (ICE) vehicles and pure
electric vehicles are regarded as one of the most important
categories of new energy vehicles [1]. By coordinating the
working states of ICE and battery, Hybrid electric vehicle
(HEV) can make engine work in high efficiency area
most of the time and thus achieving perfect fuel economy
performance.

Energy management strategy (EMS) is the key factor for
realizing the energy-saving potential of HEVs. Currently,
the strategy can be divided into two categories: rule-based
strategies and optimization-based strategies [2]. The rule-
based strategies often have an ‘if-else’ structure, which is
simple and practical. It has been widely used in engineering
practice. However, its performance is heavily dependent
on engineer’s experience. The optimization-based strategies
have better theoretical optimization performance. However,
due to the computational complexity of the strategy or the
need for prior knowledge of the journey, the online applica-
tion the algorithm still confronts great challenges.
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In order to combine the advantages of the above two
strategies, many researchers attempt to extract the rules from
optimization-based algorithms or other advanced algorithms
to improve the control effect of rule-based strategy algo-
rithms [3], [4]. For example, Peng et al. [4] used dynamic
programming (DP) to locate the optimal action of the engine
in plug in hybrid electric vehicles (PHEVs) and proposed
a rule-based EMS based on the results calculated by DP.
Yan et al. [5] extracted the rules by wavelet transform tech-
nique and proposed a rule-based EMS for hybrid electric
buses. To further improve fuel-saving performance, it is
necessary to analyze the advantages and disadvantages of
different optimization-based EMS strategies.

Optimization-based methods realize the power distribution
by minimizing the value of the objective function while satis-
fying system constraints. Existing relevant methods include
offline methods like DP [6]-[8], the Pontryagin’s Minimum
Principle (PMP) [9]-[13], convex programming [14]-[16],
particle swarm optimization (PSO) [17]-[19], and online
methods like equivalent consumption minimization strategy
(ECMS) [20]-[22], model predictive control (MPC)
method [13], [23]-[25].

DP is the most commonly used approach to develop EMS
due to its excellent performance in solving global optimal
control policy. However, the typical application of DP is
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offline because of the requirement of completely knowing
the driving cycle in advance and the problem of ‘“‘curse
of dimensionality” [26]. The PMP based EMS is another
widely-used approach [10], [12]. This method is used to for-
mulate the analytical necessary condition equation. However,
when dealing with nonlinearities and complex constraints,
this method is often incapable of obtaining optimal solutions
in an efficient manner. Additionally, the convex optimization
has been applied and compared with DP by Xiao ef al. [14].
Philipp et al. [16] derived the global engine on/off conditions
analytically and proposed an EMS for a series hybrid electric
bus using convex optimization. The PSO, a population-based
optimization method, also attracts attention in the devel-
opment of EMS because of its high efficiency. It is first
introduced to optimize a fuzzy controller of the EMS for
a HEV [27], then many PSO and its variation based EMSs
are developed. Although these above mentioned EMSs have
great performance in fuel-saving and do make a contribution
to the development of energy management, most of them are
offline optimization and can hardly be applied in real-time.

Lots of attempts have been carried out to develop online
methods. ECMS is one of such methods. ECMS, stem-
ming from PMP [28] and first introduced in [29], transfers
the original global optimization into an instantaneous one
to optimize the instantaneous power demand distribution.
However the optimal equivalent factor can only be deter-
mined when the power demand of the whole cycle is fully
known in advance. Further, the adaptive ECMS based on driv-
ing cycle recognition is proposed in [20]-[22], which can be
applied in real-time. But its fuel economy is inferior to that of
offline optimization. Considering the inevitable randomness
existing in driving behavior, MPC-based methods still have
limitations when predicted speed deviates largely from the
real value.

With the popularization of artificial intelligence, rein-
forcement learning (RL), an intelligent control method,
has attracted increasing attention in the fields of EMS for
HEVs [9]. The researchers tried to construct a rule-based
strategy based on RL, which eliminated the need for
prior knowledge of the journey and realized the online
application with better optimization performance. RL has
achieved remarkable results in the field of control, including
energy management for HEVs. Liu et al. proposed a real-
time RL-based EMS, in which the Kullback-Leibler (KL)
divergence rate was adopted as an on-line updating trigger
condition for the RL-based policy [30]. Yuan ef al. demon-
strated the adaptability, optimality, and the learning ability of
RL-based energy management by numerical simulation on
several different driving schedules [31], [32]. Although the
above RL-based energy management can achieve excellent
performance, they all need discretization of the state and
action variables when these variables are continuous rather
than discrete, which means there is a trade-off between opti-
mization performance and computational cost. In addition,
the learning process is offline and cannot ensure good
adaptability.
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To overcome above shortcomings, recently Deep Deter-
ministic Policy Gradient (DDPG) based EMS methods
become increasingly popular. In DDPG, two networks,
namely actor network and critic network, are used to realize
value function processing with continuous state space. For
example, Ref [33] solved the multi-objective energy man-
agement optimization problem with large control variable
space by combining battery characteristics and prior knowl-
edge of engine high-efficiency working area using DDPG.
In Ref [34], the global optimal control policy obtained by DP
is used as expert knowledge to train DDPG model, and driv-
ing data are collected to replace DP based control. Ref [35]
systematically integrated terrain information into the energy
management problem of power split hybrid electric bus.
Through the improvement of DDPG algorithm, the optimal
energy management strategy can be searched in the discrete
continuous mixed action space. Despite above contributions,
the parameters of DDPG in most existing researches are
basically fixed when the training process is over. However,
in real-world driving scenario, the driver’s driving style will
change dynamically with the traffic situation and driver’s
state. Thus above methods lack adaptiveness to ever-changing
driving style.

To overcome above shortcomings, this paper proposed a
Deep Deterministic Policy Gradient (DDPG) based EMS
with updating mechanism for HETV. To increase the adapt-
ability of the method, an online updating framework is pro-
posed to update network parameters when desired driving
power has changed greatly. A time-varying weighting factor
or adjust factor is introduced here to combine the experience
learned from history cycle and current cycle. The online
updating framework is based on the assumption that the
driver’s driving behavior has similar characteristics in adja-
cent time intervals. Thus, the derived control policy based
on recent driving data has desirable performance in the short
future.

Compared with RL and DP, DDPG-based EMS with the
proposed framework is observed to achieve a better fuel econ-
omy and lower computational burden. The adaptability of the
updating framework is validated by numerical simulation on
a combined driving cycle. The contribution of this paper can
be summarized as follows:

1) An energy management strategy based on deep rein-
forcement learning is proposed. The obtained control strat-
egy is presented in the form of an artificial neural network,
which can be implemented in real-time. 2) Both of the state
variables and control variables are continuous. Eliminating
of discretization makes the obtained policy more accurate
and reliable. 3) An online updating framework of the energy
management strategy is proposed, increasing the adaptabil-
ity of the EMS. 4) Simulation and hardware-in-loop tests
are conducted to validate the fuel economy and real-time
performance. The most outstanding novelty of our work is
introduction of the time-varying weighting factor, which can
greatly increase the optimality of the method in dynamic
driving conditions.
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The remainder of this paper is organized as follows.
In Section II, the mathematical model of the series HETV is
established and verified, and the energy management prob-
lem is formulated. The DDPG-based energy management
strategy and an online updating framework are developed in
Section III. Section IV shows the computer simulation and
the hardware-in-loop experiment result, followed by the key
conclusions in Section V.

Il. ENERGY MANAGEMENT PROBLEM FORMULATION

A. VEHICLE CONFIGURATION

The structure of the series hybrid system is shown in Fig.1,
which mainly includes engine-generator set (EGS), power
battery pack, motor drive system, hybrid control unit (HCU)
and power distribution unit (PDU). PDU is responsible for
regulating the power output between engine and battery.

driving

driving
wheel 2

FIGURE 1. The configuration of the HETV powertrain.

The main component specifications of the HETV are
shown in Table 1.

B. VEHICLE MODELING AND VALIDATION

1) VEHICLE POWER DEMAND MODEL

The primary purpose of EMS is to optimize the power distri-
bution between different power sources. The power demand
of a tracked vehicle contains two parts, namely the heading
power and steering power, and can be calculated as follows:

CDA 2 dv
P; = om— | -
d (mgfr o T )
M Vout — Vin
| B
M=- L
fhy = —— e
"7 0.925+ 0.15R/B
_ b Vou + Vin
2 Vour — Vin
Pn,=P;- n—sgn(P,)

where v denotes the vehicle speed, M refers to the yaw
moment of the vehicle, v,,; and v;, denote the speed of the
outside and inside track respectively, and R denotes the turn-
ing radius of the vehicle; P, is the required electric power;
n is the total efficiency coefficient of the track, the motor,
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TABLE 1. Main components specifications of the HETV.

Parameter Name Value
Engine type Diesel
EGS Engine displacement 1.06 liter, turbine
Generator type PMSM
Power 30kW
Battery type NCM
Battery Battery capacity 39Ah
Normal voltage 345.6V
Motor type PMSM
Driving motor Continuous power 25kW
Continuous torque 60Nm
TABLE 2. Parameters of the power demand model.
Parameter  Physical meaning Value
m Curb weight of the HETV 1200kg
g Gravitational acceleration 9.8kg/m’
C, Coefficient of air resistance 0.7
A Windward area 1.12
5 Rolling resistance coefficient 0.05
) Coefficient of mass increasing 1.2
L Contact length of the track on the ground 1.6m
n Efficiency coefficient 0.81
y7. Maximum coefficient of lateral resistance 0.8

and motor controller, which is obtained by field test of the
HETYV. Other vehicle parameters of the power demand model
are listed in Table 2

Fig.2 shows the verification result of the power demand
model against experimental data which is collected by the
vehicle sensor. The relative error of the power demand model
is 3.7%, which is calculated by the ratio of root mean square
error to the mean value of the experimental data.
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FIGURE 2. Framework of deep learning regression machine model.

2) EGS MODEL

In the EGS, a diesel engine and a permanent magnet syn-
chronous AC generator are combined to generate electricity.
An uncontrolled rectifier is used to transform the AC volt-
age to DC voltage. The model of the diesel engine and the
generator are built based on the data achieved from the bench
experiment. The engine fuel consumption map is expressed
as the relationship in terms of engine speed and torque by
a non-linear 3D map. Similarly, the modeling process of
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the generator is the same as that of the diesel engine. Fig.3
presents the efficiency map of both the engine and generator.
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FIGURE 3. Efficiency map of engine and generator. (a) Efficiency map of
the engine. (b) Efficiency map of the generator.

The output voltage and the electromagnetic torque of the
generator are calculated as:

Uy = Kewg — Kyl

2 @)

Ty = Kelg — K1

where U, and I, are the output voltage and current of the

generator, w, is the generator speed, Ty is the torque of the

generator; K, and K, the electromotive force coefficient and

the electrical resistance coefficient, are 1.632 Vsrad—2 and
0.001NmA 2 respectively.

3) BATTERY MODEL

The battery in this research is a nominal 345.6V lithium-ion
battery with a capacity of 15kWh. Since the HETV has a ther-
mal management system, the impact of temperature change
on the battery is not considered in this study. A straightfor-
ward and practical internal resistance battery model is used
to characterize the dynamics of the battery, which can be
expressed as follow:

Up=Voc—1Ip (Rint)

dSOC Voo — /Vioo — %Ri - Py
e 2R;n C
R; . 0
Riy = int_ch b > 3)
Rint_gis» 1Ip <0

In the above formula, Uy is the output voltage of the battery,
which is determined by the current and SOC of the battery,
as shown in Fig.4; V,. is the open-circuit voltage of the
battery, which can be expressed as a relationship by a table in
terms of the I, and SOC; [}, is the battery current, SOC is the
state of charge of the battery, C is the electric capacity of the
battery, and Py, is the power of the battery; R;;; is the electric
resistance of the battery, which is different in the process
of the charging and discharging; the charge resistance R,
and discharge resistance Rgs; can be obtained through the
experiment, as shown in Fig.4.
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FIGURE 4. The open-circuit voltage and internal resistance of the battery.

4) POWER DISTRIBUTION MODEL
Due to the series architecture of the HETV, the power distri-
bution of the powertrain must satisfy the following equations:

Pp=P,+Py
Py = Usl,
Py = Ugelp 4

Uie = Voc — IpRint
Ude = Kewg — Kyl

where Uy, is the bus voltage. The powertrain models are
verified against experimental data as shown in Fig.5. The
relative error of the EGS model is 3.5%. As for the battery
model, we take experimental current as the input of the
battery model and get the output of the battery model. The
verification results indicate that the battery model accurately
reflects the battery characteristics. The relative errors of the
battery voltage and SOC are 4.3% and 3.9% respectively.
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FIGURE 5. Validation of the powertrain models.

C. ENERGY MANAGEMENT PROBLEM FORMULATION
The main purpose of EMS is to minimize the fuel consump-
tion while satisfying required constraints, which means it
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needs to find an optimal control policy 7 thus best economy
performance can be achieved for a driving cycle with start
time 7o and end time #. The objective function J is:

.
H}Tm {J = toj Srate (”enga Teng) dt + ky
[(SOC — SOC(10))1} )

subject to

i=f (v u Py

fe (1) < Ang

T, = thr - Ty max (ne)

0<thr <1

Udc_min < Ude < Udc_max

Ne_min < Ne < Ne_max 6)
Ibat_ch_max < Ipgr < Ibat_dis_max

0 <1y <g max

SOCpin < SOC < SOC

1000, t =t

kr =
’ 0,10 <t <t

where fq. is the instantaneous fuel consumption rate,
which is a function of engine speed and engine torque.
x = [n.,SOC, P,,v] is chosen as the state variable and
throttle opening of the engine is the control variable repre-
sented by u. The function f represents the system dynamics in
Eq. (1)-(4). The system constraints in Eq.(6) needs to be
satisfied. |72, (f)] < Ang represents a physical limit on the
change in speed per unit time; T, = thr - T, pax (n.) repre-
sents the engine torque limit; thr represents the opening of
the throttle valve; (Uge_min, Udc_max) represents the range of
bus voltages; (fe_min. Ne_max) represents the range of engine
speeds, (Ipar_ch_maxs Ibar_dis_max) rEpresents the current range
of the battery charging and discharging; 0 < I, <g_uqx means
that the current of the generator is positive and less than the
maximum. Since the HETV in this study cannot be charged
externally, SOC (tf) is constrained to be equal to its initial
value. A large penalty factor k¢ is used for punishment if this
constraint is not met. The penalty term k7 - [SOC — SOC(19)|
is incorporated to ensure SOC-sustainability. The penalty is
equal to zero only when the final SOC is exactly the same
as the initial SOC, otherwise, additive penalty will be added
to the objective function. The proposed method tries to min-
imize the objective function, thus the SOC-sustainability is
considered and minimized in the optimization process.

1Il. DEEP DETERMINISTIC POLICY GRADIENT FOR
ENERGY MANAGEMENT

A. DDPG STRATEGY STRUCTURE

According to the theory of RL, at each time step, the agent
chooses an action a; based on the control policy 7, which
maps current state s; to action a;. When agent applies the
action, it will receive an instantaneous reward r; sent by the
environment and transits to a new state sy 1. The target of RL
is to find an optimal control policy thus accumulative reward
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weighted by discounting factors can be maximized. Because
in this paper, the objective is to minimize the total fuel
consumption, a negative sign is added to the instantaneous
reward ;.

o0
k
Ry = Z JARAES 35
k=0

Tt = —frate ("eng(t)» Teng(t)) - kf
- 1SOC(t) — SOC (1)

N

where y € [0, 1) is the discounting factor, which discounts
the future reward to current time stamp.

DDPG adopts Actor-Critic framework combining value-
based and policy-based RL, and uses deep Q-network (DQN)
to deal with continuous control problems. Firstly, a policy
network with observation state as network input and control
action as network output is defined. Then the control strategy
can be parameterized as follows:

1o (s, a) = Plals, 6] ®)

Because DDPG learns the deterministic strategy, the con-
trol action in the continuous space is a deterministic value
determined by the observation state s. The problem shifts
to find the appropriate network parameters to maximize the
accumulative reward. For continuous problems, the Q-value
function is parameterized directly by a Q-network with net-
work parameters ¢:

Qp(s. @) = Riy1 )

The objective function of DDPG can be further expressed
as follow:

. 1 2
J (¢) = miny Ey [E (vi — Qg (51, ar)) }
J () = maxg Ex [Qp (s, u(s1))]

(10)

With
e =1+ yQyp (Sr+1, Ary1) (11

In the above equations, J (@) is set to maximize the expecta-
tion of Q (sy, u (s;)) by updating the network parameters 6,
so as to get the maximum cumulative reward. J (¢) is set
to minimize the expectation of the loss function, which is
defined as the square error between Q and y. y; is the value
of target Q with parameter of ¢'. r; is the instant reward at
time ¢ by taking action a;, Qg (s, a,) is the state-action value
function at state s, and a,. Solve the gradient of the above
equations, the updating of the corresponding parameters can
be expressed as follow:

Vol = Ex [(ri +vQq (si+1,1 (5,,,10"))
—Q¢ (51.a1)) VpQy (1. ar)] (12)
VoJ = Ex [VaQgp (5, @) ls=s;,a=u(s)) Vo (s10) |si]
where V,0 (s, a|¢) is the gradient of the action-value func-

tion Q (s, a) in terms of a, which denotes the update direction
in order to maximize Q. Vyu (s]6) |s; is the gradient of the
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control policy u in terms of its parameters 6, which denotes
how to update 6 to make the control policy more likely to
do the action. By combining the two parts above, VyJ can
update the policy network parameters to maximize the value
of O, and VyJ can update the critic network parameters to
minimize the value of the loss. After obtained the gradients,
the Adam Optimizer in Tensor Flow is used to update the
online network parameters. To make the training process
more stable, a copy of the online policy and Q networks are
used for softly updating the target networks with weight t as
follows:

¢ 1 +(1-1)¢

13
0 «—16/+(1—-1)6 (13)

In Section II, we specified the optimization target, state
equation, state variables and control variables. Eq.(1)~Eq.(4)
are state equations. Eq.(5) is optimization target. State vector
is x = [n.,SOC, P,,v]. Control variable is the throttle
opening of the engine, which is also the “action” in DDPG
algorithm. The negative value of instantaneous fuel consump-
tion is the reward. The DDPG-based EMS for HETV in this
paper is shown in Fig.6. The environment includes the vehicle
model and the driving cycle for training. At each training
step, the agent selects an action according to the current
policy network and its current state. However, to make the
agent has a more holistic understanding of the environment,
at some time steps, the agent will randomly choose an action
to enlarge its exploration scope. The agent will store a tuple
(si, aj, ri, si+1) in its memory reply buffer at each time step
and use mini-batch in the buffer to train the two networks at
fixed time interval. The training process of the whole driving
cycle is repeated until convergence when the optimal strategy
network is obtained.
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FIGURE 6. The basic structure of DDPG-based EMS.

VOLUME 9, 2021

B. ONONLINE UPDATING FRAMEWORK

Because driving conditions faced by the off-road tracked
vehicle are very complex and random, it is crucial for HETV’s
EMS to have strong adaptability to different driving condi-
tions. Traditionally, an optimal policy can only be the best
when it is applied on the driving cycle for training. In order
to improve the adaptability of DDPG-based EMS, an online
updating EMS framework is proposed based on the assump-
tion that the recent driving cycle is similar to the next future
cycle.

Driving under

l'ﬁiR'

If training trigger
do

DDPG training
Until convergence
Then Actor w.r.t 9"

History cycle recorder’

v

D1 (TMPy|[TMPx.1)

ve o

O° « £0" +(1-E)6° | —>
FIGURE 7. The diagram of the online updating framework.

Fig.7 shows the diagram of the online updating frame-
work. Firstly, the network is trained using existing driving
cycles to obtain the initial network parameters. Then, data
are collected in real-time when HETV operates. When dataset
reaches a predetermined length, a new training procedure is
triggered. Thirdly, when the new training process converges,
the control strategy is softly updated to obtain stable control
performance. Update can be expressed as:

0° — 20"+ (1—10)6° (14)

where 0¢ is the parameters of the online control policy net-
work, 6" is the parameters of the policy network. ¢ is the
time-varying weighting factor or adjust factor, which is used
to update 0¢ by adding information of history driving cycle
introduced by 0”. To determine the value of ¢, the charac-
teristic of power demand needs to be modeled. In this paper,
the transition probability matrix (TPM) is used to quantify
driving cycle’s power transition property, which can be cal-
culated as follows:

Pij(n) = POty1 = jlxn = i) = Nij [ N;
m
15
T (15)
j=1

where p;; (n) represents the transition probability as the power
demand transfers from 7 at time 7 to j at next time n+ 1, Ny is
the total transition number when power demand transfers
from i to j, N; denotes total transition number starts from i.

7285



IEEE Access

Z. Ma et al.: DDPG Based EMS for HETV With Online Updating Mechanism

Kullback-Leiber (KL) divergence rate is adopted to
quantify the difference between two adjacent TPMs of the
nearest past two driving cycle segments. KL. divergence rate
is calculated as follows:

Py (i)

Dir(Pil|Pi—1) = ) Pr(i)log Pt (16)

where Py (i) is the TPM of kth driving cycle segment. To sat-
isfy the existence of logarithm, Py (i) and Py_1(i) must be
positive values. Thus a matrix, whose elements are all a same
tiny constant, is added to the TPM with no change on the
probability distribution:

P =P+ol (17)

where o is a tiny constant, / is a matrix with all elements
are 1.

Because the vehicle’s velocity at adjacent points are very
close in most of time, TPM has highest value in diagonal
direction. For those elements which are highly deviated from
diagonal, values of most of them are zero, so the TPMs
are sparse matrixes. If a matrix has too many zero velues,
its KL divergence rate with another matrix can be bigger
than 1. Therefore, KL divergence rate cannot be used as the
weighting factor directly because (1-¢) in Eq.(14) needs to be
positive. In order to make the weighting factor fall in the range
(0, 1), a modified sigmoid function is used to construct the
relationship between KL divergence rate and the weighting
factor:

2

= T (18)

¢
where Dgp is the KL divergence rate, £ is a coefficient which
controls the mapping relationship.

The procedure of the online updating DDPG-based EMS is
shown in Table 3. All of the layers of actor and critic networks
are fully connected layers. The DDPG algorithm settings and
network parameters are listed in Table 4.

IV. RESULTS AND DISCUSSION

A. SIMULATION RESULT

To verify the effectiveness of the proposed DDPG-based
EMS, a real-world driving cycle, as shown in Fig.8, is col-
lected and used to train the DDPG network. Fig.9 shows
the training loss and corresponding cumulative reward as
the training process proceeds. It can be seen that after
about 30 thousand steps, the loss becomes stable, which
means the network parameters have converged. In addition,
the cumulative reward achieves nearly its maximum value
after corresponding episodes. It can be concluded from above
observations that the proposed algorithm has ideal conver-
gence property.

In order to validate the optimality of the proposed
method, DP-based global energy management, together with
Q-learning and DDPG, is adopted as a benchmark to make
a comparative study. The Classic calculation flowchart of
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TABLE 3. The pseudocode of the online updating DDPG-based EMS.

Algorithm: The online updating DDPG-based EMS

1: Initialize parameters: online policy network 6, Q-function network

¢° , empty replay buffer B_
2: In the driving cycle:
3: For each time step, run the vehicle with online policy 7, (s,a), and

record the history cycle with timer C,

4: 1f C, mod L, =0:

5:  Trigger new DDPG training

6:  Calculate TPM,, Dy, (TPM, || TPM, ), and ¢

7. Initialize parameter for new training: 0" <— 6, ¢" < ¢° .0 <&,

o
8:  For each episode:
9: Reset environment state to S,

10: Fort=1to L :

11: Observe state s, and select action

a, = Clip(ug,, (S/ ) te, aLmr’anh) , where &~N

12: Execute g, in the environment, observe next state s,,, , reward
n
13: Store (s,,a,,7,,s,,,) inthe replay buffer B
14: Randomly sample a batch of transitions,
B:{(Si’ai’ri’sul)} |y from B
15: Compute Q gradient w.r.t ¢

Yi= r+7Q¢' (S,Hau'(sin | 0') ‘ ¢’)

1 N\
L :NZ(% _Q(Si’ai | ))
Back-propagation to get gradient: VL

16: Update Q net: ¢”
17: Compute policy gradient w.r.t 6" :

1 n "

Vo (1) = 20 (50 ()19 sy ¥t (51607 15,

18: update action net: 0"
19: update target net &, ¢ using Eq.(13)
20: end for

21:  until convergence
22:  update the online control policy network: &° « 6" +(1- é’) &
23: until the end of the driving cycle

TABLE 4. The parameter settings of the algorithm.

Parameter name Value
Replay buffer size B 1000
Step size in each episode max_steps Length of the driving cycle
Minibatch size N 100
Discount factor 7 0.95
Learning rate of Action La 0.01
Learning rate of Critic L¢ 0.005
Action network layers number 3
Action network unit number 200
Critic network layers number 4
Critic network unit number 150

Q-learning is shown in Table 5. For detailed calculation pro-
cess of DP, please refer to Ref [36]. The control problem def-
inition and state equation of DP and Q-learning are the same
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TABLE 5. The pseudocode of t DP-based EMS.

Algorithm: Q-learing (off-policy TD control) for estimating

Algorithm parameters: step size « €(0,1], small £>0

Initialize O(s, a), for all s S*, a € A(s), arbitrarily except that
Q(terminal, .)=0
Loop for each episode :
Initialize S
Loop for each step of episode:
Choose 4 from S using policy derived from Q(e.g., & —greedy )

Take action 4, observe R, S’
O(S, 4) < O(S, 4) + o[ R + ymax, O(S",a) — O(S, 4)]

S« S
Until S is terminal

as that of DDPG. Namely, the state equations of all above
three algorithms are Eq.(1)~Eq.(6), the control variable is
the throttle opening, the state vector is x = [n,, SOC, P;, v],
which is a combination of engine speed, battery state-of-
charge, required power and vehicle speed. The discretiza-
tion of DP and Q-learning are the same in this paper. The
discretization granulation of engine speed, battery state-of-
charge, required power and vehicle speed are 20rpm, 5%,
10kW and Skm/h respectively.

Fig.10 shows the trajectories of the battery SOC, and it can
be seen that all of the three methods have excellent perfor-
mance to keep SOC sustainable at the final time. Overall,
compared with SOC trajectories of Q-learning, the trend of
DDPG is more similar to that of DP. During 0-100s, the curve
of DDPG mostly coincides with the curve of DP where their
EGSs stop at most of time. Similarly, during the 150-250s,
the EGS of both DDPG and DP stop, leading to the same
downward trend in SOC curves of the two methods. During
250s-521s, the EGS of DP is continuously at a stop state
at most of time, which results in a fall of SOC to 0.731.
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FIGURE 10. The trajectories of the battery SOC of the three methods.

While the EGS of DDPG starts to work to maintain SOC
around 0.743. This is the main reason for the difference in fuel
consumption between the two methods. After 700s, the EGS
on/off state of both DDPG and DP are almost the same to
finally drive the SOC back to the original value.

Fig.11 shows the engine working points for the three meth-
ods. It can be found that the engine points distributed in
range where fuel consumption rate is 245~270g/kWh for
DP method are relatively fewer. More of them are scattered
in range where fuel consumption rate is 235~240g/kWh.
Meanwhile Q-learning method has fewest engine working
points distributed in the range where fuel consumption rate
is below 240g/kWh. In addition, the result of DDPG is better
than that of Q-learning while inferior to DP.
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FIGURE 11. Engine working points of the three strategies.

To clearly evaluate the fuel economy of the proposed
method, the result of DP is used as the benchmark. In Table 6,
the economy performance of DP method is set as 100%,
the calculation formula of fuel economy is defined as follows:

FCo — FCpp
FCpp

where FC is short for fuel consumption. As can be seen
from the table, the DDPG-based EMS can achieve 91.3%
fuel economy of DP benchmark, which is 6.4% better than
Q-learning, benefiting from larger optimization space in
DDPG algorithm with both continuous state and control
variable. In addition, Table 7 shows the computation time
of the three methods. Notably, Q-learning and DDPG-based
strategies take less computation time than DP on the same
driving cycle. The calculation time consumption of DDPG
is 2.7% of the DP-based method and about 25% of the total

Fuel economy = (1 — ) x 100% (19)
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TABLE 6. Oil consumption of the three methods.

Algorithm Fuel consumption (g)  Final SOC  Fuel economy (%)
DP 220.5 0.7501 100
Q-learning  259.7 0.7509 84.9
DDPG 241.3 0.7506 91.3

TABLE 7. Computation consumption of the three methods.

Algorithm  Computation time (s)  Proportion of the driving cycle (%)
DP 9005 908.7

Q-learning 7211 727.6

DDPG 251 253

length of the driving cycle. It can be seen that the calculation
time is far shorter than the length of the driving cycle, that is
to say, the online updating framework is feasible in terms of
time consumption.

Generally, the computational burden of DP is usually more
huge than the learning based method because of the fol-
lowing two reasons. Firstly, DP tries to find the optimal
control strategy over the whole driving cycle, thus it needs
to traverse all the possible state combinations for all time
stamps. Secondly, DP needs discretization for all variables
and the computational burden increases exponentially with
the state and control variable numbers. In this paper, there
are five variables needs to be discretized. therefore, the com-
putation time of DP is relatively longer. However, for the
learning-based methods, they adopt regression model, such
as neural network to realize maneuver over continuous space
and avoid discretization. The regression model parameters
are usually fewer than all possible combinations of state
and control variables, thus its computational burden is much
lighter. In Ref [37], the computation time for DP is 46.11s
while for Actor-Critic method is 3.62s.

B. ADAPTABILITY VALIDATION

In this scenario, a combined driving cycle, which consists of
four different sub-cycles, is used to verify the adaptability of
the proposed EMS. Fig.12 shows the combined cycle and the
velocity characteristics of four sub-cycles. It can be seen that
the four sub-cycles vary differently from each other. Thus
unless the EMS has self-adaptive capability, the economic
performance over the combined cycle cannot be desirable.

Velocity(km/h)

3000 4000 5000 6000 7000 8000

Time(s)

0 ol ;
0 1000 2000

FIGURE 12. The combined driving cycle of HETV.
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According to the proposed EMS, the combined cycle is
divided into several segments with fixed length.

Fig.13 shows a part of the TPMs of the power demand for
each cycle segment. In this paper, TPM is used to characterize
the driving condition statistically. The difference of TPM in
adjacent sampling intervals represents the change of driving
condition. According to the quantitative change, the control
strategy can be updated as follows: when the driving condi-
tion changes drastically, the control strategy believes more
in the control strategy parameters obtained from most recent
data. However, when the change of driving condition is not
obvious, the change of control strategy is also small. The
updated method is used to make the control strategy have
better adaptability to driving conditions, so as to improve its
ability to cope with the actual time-varying conditions.

1y TPM(0-5005) 04 TPM(500-1000s)

45 45

45 0 apd L

FIGURE 13. TPMs of several periods fixed-length driving cycle.

Fig.14 shows the KL divergence rate of TPMs of adjacent
cycle segments, together with the corresponding adjust fac-
tor ¢. It can be seen that at 14™ update step, the KL divergence
rate exceeds 1 but thanks to the sigmoid function of Eq.(18),
the adjust factor is transformed below 1.
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FIGURE 14. The KL divergence rate and adjust factor ¢.

Fig.15 shows the SOC trajectories of the three differ-
ent methods, where DP represents dynamic programming,
DDPG denotes the static DDPG-based method without policy
updating and DDPGU is the updating DDPG-based method.
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For DP method, the whole driving cycle is assumed to be
known in advance. It can be seen that the global optimal
solution obtained from DP results in the SOC mainly decreas-
ing from start to 5870s and then fast increasing after 5870s.
Finally, the SOC increases to its initial value at the end
because of the SOC balance requirement. For the DDPG
method, at most of time, its SOC is much higher than that of
DP method. This is because its policy parameters is trained
by the driving cycle shown in Fig.9, the policy is nearly
optimal for the training cycle in Fig.9 but not for the test
cycle in Fig.14. Thus its result SOC severely deviates from
the optimal solution of DP. For the DDPGU method, its
SOC fluctuates around its initial value because the policy is
updated every 50s and the SOC balance constraint is intro-
duced in every updating procedure. In addition, because the
update is started from 500s, the SOC trajectories of DDPG
and DDPGU are the same before 500s.

Fig.16 shows the engine’s working points under three
different control policies. It can be seen that all the three
policies try to make the engine work around the area where
engine speed is between 1800rpm and 2200rpm except for
the situation when the engine torque is close to zero. In addi-
tion, DP method enables the engine have most points in
high-efficiency area, where the BFSC of the engine is less
than 230g/kWh. Compared with DDPG, DDPGU-based con-
trol policy has more points distributed in high-efficiency area.
Additionally, fuel consumption after SOC-correction for the
three policies is listed in Table 8. For the combined driving
cycle, the fuel economy of the DDPGU can achieve 89.8% as
that of the DP benchmark and increases 5.0% compared with
DDPG without updating.
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FIGURE 16. Engine working points of the three methods.
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TABLE 8. Fuel economy comparison of the three policies.

algorithm  Fuel consumption (g)  Final SOC  Fuel economy(%)
DP 1520.7 0.751 100
DDPG 1789.1 0.7345 84.8
DDPGU 1691.3 0.7501 89.8

C. HARDWARE IN-LOOP EXPERIMENT

Because the driver’s behavior is stable in most cases, the driv-
ing characteristic in the short future is similar to that at current
in statistics. Thus, the derived control policy based on recent
driving data has desirable performance in the short future
despite driver’s different actions.

To validate the performance of the proposed DDPG-based
EMS with updating, the hardware-in-loop (HIL) experiment
is conducted. As shown in Fig.17(b), the HIL test bench
consists of an industrial personal computer (IPC), a pow-
ertrain plant of the HETV (dSPACE AutoBox), a driving
simulator, an upper computer, and a CAN-Ethernet convertor
(CANET). The driver manipulates the HETV vehicle model
in the dSPACE target box through the driving simulator. The
EMS controller outputs the target throttle opening according
to the current vehicle state feedback from the vehicle model in
the dSPACE AutoBox. The DDPG trainer collects the driving
schedule data and the EMS training process will be triggered
upon the data length reaches 500s. The newly trained control
policy network parameters will be sent to the EMS controller
for EMS updating through the Ethernet communication. The
CANET is added to implement the communication between
CAN and Ethernet.
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Upper computer dSpace Autobox Drivingsimulatior]

CAN Bus |/ S/}

1]
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EMS controller

Ethernet DDPG trainer

Ethernet Ethernet

Linux IPC uopr Ethernet hub ubP Linux IPC

- o

FIGURE 17. Architecture of the hardware-in-loop test bench.

The tests are carried out with the abovementioned test
bench. The first one, named as HIL1, takes the driver’s ran-
dom operation as input to verify the real-time availability
of the DDPGU. The input signals and the collected driving
schedule during the HIL1 are plotted in Fig.18. The second
HIL follows the driving schedule of HIL1 to reproduce the
HIL process with DDPG. HIL?2 is designed to work as a
benchmark to illustrate the advantage of DDPGU. In addition,
the third HIL test also follows the driving schedule shown
in Fig.18 with DDPGU. However, the initial value and the
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FIGURE 18. The input signals and driving schedule of the HIL. (a) The
accelerator pedal signal. (b) The steering signal of the steering wheel.
(c) The collected driving schedules of the two tracks. (d) The power
demand on DC side of the two motors.
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FIGURE 19. Results of three different HIL. (a) SOC trajectories. (b) Power
distributions. (c) Engine working points. (d) Fuel consumption rate and
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final value in HIL3 are set as 0.65 to verify the impact of
different SOC on fuel consumption. All three HIL tests can
be implemented in real-time and the test results are shown
in Fig.19. Fig.19(a) shows the SOC trajectories of the three
HIL tests. The first updating happens at 697.5s, then, the SOC
trajectories of HIL1 and HIL2 become significantly different.
HIL1 can maintain the SOC around 0.75, while the SOC
in HIL2 decreases to 0.5147 at the end. This is because
the power demand of the HIL test is overall larger than
the training driving cycle shown in Fig.8, which is used to
train DDPG network parameters. This result in the throttle
opening output by DDPG method is relatively lower for the
HIL test situation. However thanks to the online updating
mechanism, DDPGU can make the final SOC close to its
initial value. Fig.19(c) shows that the engine working points
of HIL1 are distributed in more efficient areas than HIL2.
In addition, the engine working points of HIL3 are closer
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to the most efficient areas. It is because that lower SOC can
make the engine operate at a lower speed. Therefore, on the
premise of ensuring that the vehicle dynamic performance
is not affected, appropriately reducing SOC is conducive to
improving fuel economy. The power distribution of the three
HIL tests is plotted in Fig.19(b). The sum cost of fuel and
electric consumption is defined to measure the fuel economy
of HETV. The price of diesel price is 6.67(CNY/L) and the
electric price is 0.97 (CNY/kWh). The costs of the three HIL
tests are 4.95 CNY, 5.27 CNY,4.59 CNY, respectively. The
result shows that DDPGU increases fuel economy by 6.0%
than DDPG.

V. CONCLUSION

In this paper, a continuous reinforcement learning algorithm,
named DDPG, is applied to develop EMS for a HETV
for better performance in terms of fuel economy and com-
putation speed. Simulation results show that the proposed
DDPG-based method is capable of achieving a sub-optimal
fuel economy. Compared with discrete RL-based energy
management strategies, the proposed method can increase
fuel economy by 6.4%. It achieves 91.3% of the fuel-saving
performance based on DP. Meanwhile, the calculation time
of the proposed EMS is significantly shortened, accounting
for about 25% of the length of the driving cycle. In addi-
tion, an online updating framework is proposed to improve
the adaptability of DDPG-based EMS. Through scrolling
self-learning from history driving data, an EMS, which
dynamically adapts to the current driving cycle, is obtained.
For the combined validation driving cycle, simulation results
show that the proposed updating method increases fuel econ-
omy by 6% compared with the pre-trained original DDPG
without updating and achieve 90% of the fuel economy per-
formance based on DP. Moreover, in contrast to DP, no prior
knowledge of the driving cycle is necessary for the proposed
method, which is closer to the practical driving situation.
Finally, a hardware-in-loop experiment is conducted and the
result proves that the proposed algorithm can be applied in
real-time.
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