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ABSTRACT The energy consumption of network interfaces in networked control systems (NCSs) must
be reduced for sustainability. The sleep mechanisms of energy-efficient network interfaces for networked
motor control systems, in which controller and motor devices are connected by communication networks,
have attracted much interest in recent years. They reduce the energy consumption of network interfaces by
making the transmitters installed on the controller and motor devices enter a sleep period when no data are
to be transmitted. In a conventional send-on-delta (SoD)-based sleep control method, the network interfaces
decide when to enter the sleep period based on the variations of the control input and response values.
Although this method effectively reduces the communication rate for reducing energy consumption, it does
not explicitly consider the quality of performance (QoP) or control performance such as tracking errors.
In high-precision motion control systems, ensuring a certain QoP level is crucial. This study proposes a
QoP-aware sleep control method for energy-efficient networked motor control systems to maintain the QoP
at a certain level while operating the sleep mechanism. Here, the QoP is defined as the tracking error between
the command and the response values. In the proposed method, network interfaces decide when to enter the
sleep period based on the tracking error. Experimental results confirm that the QoP-aware sleep control
method outperforms the SoD-based sleep control method in terms of the tracking errors (i.e., integral square
error and steady-state error) at the expense of increased communication rates.

INDEX TERMS Data transmission, energy-efficient network, motion control, networked control system,
remote control, quality of performance.

I. INTRODUCTION
Energy-efficient industrial development is strongly desired.
However, recent industrial systems are incorporating infor-
mation and communication technologies (ICTs) such as
high-performance computing and networking that have
increased energy consumption. In particular, the energy con-
sumption of communication networks has increased continu-
ously [1]–[3]. Therefore, the energy efficiency of networked
systems has become an increasingly important issue, and as a
result, various energy-efficient networking technologies have
been developed and standardized.

Energy-Efficient Ethernet (EEE) is an energy-efficient
communication protocol that uses a sleep mechanism to
reduce energy consumption [4], [5]. EEE has been applied to
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industrial Ethernet applications that require real-time com-
munications [6], [7]. Energy-efficient passive optical net-
works (PONs) have been proposed for broadband optical
access networks [8]–[10]. To reduce energy consumption in
the optical network unit of a PON system, a cyclic sleep
mechanism in which the network interface enters a sleep
period when no data are to be transmitted is adopted. The
sleep period can take a value of the order of tens of millisec-
onds, and the minimum sleep period is set in consideration
of the wake-up time of optical transceivers [11]. A longer
sleep period improves the energy efficiency at the expense of
a longer latency. However, increased latency potentially has
a negative impact on networked industrial systems.

A networked control system (NCS) is a type of networked
industrial system [12], [13]. In particular, in a networked
motor control system, controller and motor devices are con-
nected by a communication network. In recent years, studies
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have investigated the energy efficiency of NCSs toward
developing sustainable industrial systems. Event-triggered
data transmission in network interfaces effectively reduces
the amount of communication traffic and, in turn, reduces the
energy consumption [14]. Send-on-delta (SoD) sampling is a
sampling technique that is used to reduce the communication
rate in a feedback control system over a network [15], [16].
SoD-based sampling methods utilize a threshold to determine
whether to sample a signal. This threshold can be dynami-
cally set depending on the network throughput to adapt to
a time-varying network environment [17], [18]. SoD-based
sampling methods have been applied to sensor signals [19]
and control signals [20] in NCSs.

Funakoshi et al. [21] proposed an SoD-based sleep con-
trol method for sensor signals in a networked motor control
system with optical network interfaces using the cyclic sleep
mechanism. The network interfaces decide when to enter
a sleep period based on the variation of response values,
namely, sensor signals. The motor-side transmitter enters
a sleep period when the difference between the latest and
the previously transmitted response values is less than or
equal to a threshold. However, both network-induced time
delays and sleep-induced data losses degrade the control
performance of such NCSs. To compensate for this perfor-
mance degradation, a modified communication disturbance
observer (MCDOB) was proposed [22]. SoD-based sleep
control with the MCDOB could be applied to transmitters
installed on both the controller and the motor sides, and it
effectively reduced the communication rate and thereby real-
ized energy savings. However, the conventional SoD-based
sleep control method does not explicitly consider the control
performance, such as tracking errors, and cannot maintain the
control performance at a certain level.

Guaranteeing the control performance, that is, quality of
performance (QoP), is an important requirement of indus-
trial NCSs. Studies have already discussed the relationship
between the quality of service (QoS) in network systems
and the QoP in control systems [23], [24]. A low QoS may
result in QoP degradation, such as tracking errors. There-
fore, various approaches have been proposed to codesign
control and communication systems [25]–[27]. Studies of
NCSs have considered the relationship between energy and
delay using codesign techniques [28], [29]. However, code-
sign techniques do not address the main issue in networked
motor control systems, namely, the need to maintain the QoP
at a certain level while making the network interfaces enter
the sleep period as frequently as possible.

This study proposes a QoP-aware sleep control method that
enables an energy-efficient networked motor control system
to maintain the QoP at a certain level while operating the
cyclic sleep mechanism. Here, the QoP is defined as the
tracking error between the command and the response values
in a feedback control system. The proposed method makes
network interfaces (i.e., transmitters installed on the con-
troller and motor sides) enter the sleep period if the tracking
error is less than a threshold. Network-induced time delays

and sleep-induced data losses are compensated for by using
the MCDOB, as with conventional SoD-based sleep control
methods. Experimental results confirm that the QoP-aware
sleep control method outperforms the SoD-based sleep con-
trol method in terms of tracking errors (i.e., integral square
error (ISE) and steady-state error) at the expense of an
increase in the communication rate. The proposed method is
especially effective for NCSs with optical network interfaces
that require sleep periods of the order of tens of milliseconds,
such as NCSs over PONs [30]–[33].

The remainder of this article is organized as follows.
Section II describes a networked motor control system
with an energy-efficient network interface. Section III
describes the conventional SoD-based sleep control method
for energy-efficient NCSs. Section IV describes the proposed
QoP-aware sleep control method that maintains the QoP
at a certain level. Section V presents experimental results
obtained using a direct current (DC) motor to compare the
control performances of the conventional and the proposed
methods. Finally, Section VI presents the conclusions of this
study.

II. ENERGY-EFFICIENT NETWORKED CONTROL
This section first describes a networkedmotor control system.
Then, an energy-efficient NCS configuration for enabling
the sleep control of network interfaces is described. Finally,
the MCDOB to compensate for network-induced time delays
and sleep-induced data losses is described.

A. NETWORKED MOTOR CONTROL SYSTEM
This study considers a networked motor control system that
can be applied to remote robot control and teleoperation
systems. Figure 1 shows the block diagram of the NCS
including a DC motor. This system is divided into the con-
troller and the motor sides, both of which are connected
by communication networks. The transmission delays for
the forward and feedback paths are defined as T1 and T2,
respectively. These delays are considered constant values by
introducing jitter buffers into the receivers to suppress delay
variations [34].

FIGURE 1. Angle control of a DC motor over networks.
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The controller side includes a proportional-derivative (PD)
controller Gc that is expressed as

Gc =
τn

Kn
(Kp + Kd s), (1)

where τn, Kn, Kp, Kd , and s denote the nominal time constant
of the motor, nominal steady-state gain of the motor, pro-
portional gain, derivative gain, and Laplace operator, respec-
tively. The controller calculates the voltage reference u based
on the angular command θcmd and the delayed signal of the
angular response θ res.
The motor side includes the DC motor and disturbance

observer (DOB). The transfer function of the DC motor is
expressed as

P =
K

τ s+ 1
. (2)

Here, K and τ are the actual parameters of Kn and τn, respec-
tively. Further, the nominal model of the DC motor Pn is
expressed as (3)

Pn =
Kn
τns
. (3)

The difference between P and Pn is treated as a system
disturbance that includes an unpredictable load torque. This
disturbance can be converted to vdis in voltage as (4)

vdis = vload + (P−1 − P−1n )θ̇ res, (4)

where vload and θ̇ res denote a voltage disturbance caused by
the load torque and the angular velocity response, respec-
tively.

A DOB is implemented to reject the system dis-
turbance [35], [36]. The DOB estimates the system
disturbance v̂dis as

v̂dis =
gdob

s+ gdob
vdis, (5)

where gdob denotes the cut-off frequency of the DOB. The
system disturbance can be equivalently estimated through
the high-pass filter. A DOB with large cut-off frequency
effectively rejects the system disturbance, resulting in robust
motor control.

B. NCS WITH SLEEP-ENABLED TRANSCEIVERS
Figure 2 shows a configuration of the energy-efficient NCS
with sleep-enabled transceivers. The ideal DC motor system
completely compensated by the DOB, Gp, is represented as

Gp =
Pn
s
. (6)

Figures 3(a) and 3(b) respectively show the operation of
the sleep-enabled transceivers for the forward and feedback
paths.

The operation for the forward path is as follows. The
transmission delay is defined as T1 = kt1tc, where kt1 and
tc denote the number of samples during T1 and the control
period, respectively. A data packet transmitted from the con-
troller side arrives at the motor-side receiver after a lapse

FIGURE 2. Energy-efficient NCS with sleep-enabled transceivers.

FIGURE 3. Operation of sleep-enabled transceivers.

of T1. When the transmitter is awake, the voltage reference u
calculated by the controller is equal to the transmitted voltage
reference us. By contrast, when the transmitter is asleep,
the transmitter cannot transmit the voltage reference u. There-
fore, the motor-side receiver uses the latest value received
before entering the sleep period for Ts1 = ks1tc, where ks1
denotes the number of samples during Ts1.

The operation for the feedback path is as follows. The
transmission delay is defined as T2 = kt2tc, where
kt2 denotes the number of samples during T2. A data packet
transmitted from the motor side arrives at the controller-side
receiver after a lapse of T2. When the transmitter is awake,
the angular response θ res is equal to the transmitted angular
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response θ ress . By contrast, when the transmitter is asleep,
the transmitter cannot transmit the angular response θ res.
Therefore, the controller-side receiver uses the latest value
received before entering the sleep period for Ts2 = ks2tc,
where ks2 denotes the number of samples during Ts2.

C. ANALYTICAL SYSTEM MODEL AND MCDOB
Figure 4 shows an analytical model of the energy-efficient
NCS. The operations of sleep-enabled transceivers are mod-
eled as the variable gains Ls1 and Ls2. The gain Ls1 varies
based on the state variable Sc, which is the output of the for-
ward sleep trigger (FWST) algorithm described in sections III
and IV, as given by

Ls1 =


us(k − 1)
u(k)

if Sc = 0

1 if Sc = 1
, (7)

FIGURE 4. Time-delay and data-loss compensation by MCDOB.

where k denotes the sampling time. The state variable Sc takes
a value of 0 if the transmitter is asleep and 1 if the transmitter
is awake. The gain Ls2 varies based on the state variable Sm,
which is the output of the feedback sleep trigger (FBST)
algorithm described in sections III and IV, as given by

Ls2 =


θ ress (k − 1)
θ res(k)

if Sm = 0

1 if Sm = 1
. (8)

The state variable Sm takes a value of 0 if the transmitter is
asleep and 1 if the transmitter is awake.

The transfer function from θcmd to θ res when the MCDOB
is not implemented, Hnocmp, is calculated as

Hnocmp =
GcGpLs1e−T1s

1+ GcGpLs1Ls2e−(T1+T2)s
. (9)

The denominator of Hnocmp includes the effects of
network-induced time delays and sleep-induced data losses.
To design a stable control system, all network delays and data
losses must be considered.

The MCDOB compensates for network-induced time
delays and sleep-induced data losses [22]. It estimates the
effects of time delays and data losses on the system as a
voltage disturbance, udis, given by

udis = (1− Ls2e−(T1+T2)s)us. (10)

The output of the MCDOB, θcmp, is given by

θcmp =
gcdob

s+ gcdob
(Ĝpus − θ resLs2e−T2s), (11)

where gcdob and Ĝp denote the cut-off frequency of the
MCDOB and nominal motor model with the DOB, respec-
tively. When Ĝp = Gp and gcdob→∞, θcmp can be rewritten
as

θcmp = Gpudis. (12)

Therefore, the transfer function from θcmd to θ res when the
MCDOB is implemented, Hcmp, is calculated as

Hcmp =
GcGpLs1e−T1s

1+ GcGpLs1
. (13)

The denominator of Hcmp does not include T1, T2, and Ls2,
whereas that of Hnocmp includes them. When the MCDOB
is implemented, the control system can be designed with-
out considering the effects of network-induced time delays
and sleep-induced data loss on the feedback path in terms
of closed-loop stability. Because the denominator of Hcmp
includes Ls1, the effect of the sleep-induced data loss on
the forward path should be considered for the design of a
stable control system. Sleep parameters such as the sleep
period and thresholds are adjusted based on the effect of the
sleep-induced data loss.

III. CONVENTIONAL SoD-BASED SLEEP CONTROL
This section describes the conventional SoD-based sleep con-
trol method with the MCDOB to reduce the communication
rate.

A. SYSTEM CONFIGURATION
Figure 5 shows the configuration of the energy-efficient NCS
with the SoD-based sleep control method. The delayed volt-
age reference and delayed angular response are defined as
ua and θ resa , respectively. The voltage reference calculated by
the PD controller in every control period, u, and the latest
voltage reference transmitted from the controller side, us,
are input to the FWST. The FWST controls the state of the
controller-side transmitter (i.e., asleep or awake) by using the
state variable Sc. Further, the angular response measured by
the sensor in every control period, θ res, and the latest angular
response transmitted from the motor side, θ ress , are input to
the FBST. The FBST controls the state of the motor-side
transmitter by using the state variable Sm.

B. SLEEP MECHANISM
Algorithm 1 shows the operation of the FWST for the
SoD-based sleep control method. At the initial sampling
time (i.e., k = 0), the state variable Sc is set to 1. If the
transmitter is awake and the difference between the voltage
reference u(k) and the latest voltage reference transmitted
us(k − 1) is less than the threshold h1, the transmitter enters
a sleep period for Ts1 = ks1tc at sampling time k . After the
sleep period lapses, the transmitter wakes up. This algorithm
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FIGURE 5. Energy-efficient NCS with the conventional SoD-based sleep control.

Algorithm 1 FWST in SoD-Based Sleep Control
Sc ⇐ 1
for k ⇐ 0 to kend do
if Sc = 1 then

if |u(k)− us(k − 1)| < h1 then
k0 ⇐ k
Sc ⇐ 0

end if
else if k ≥ k0 + ks1 then
Sc ⇐ 1

end if
end for

is executed in every control period until the ending sampling
time kend . The motor-side receiver keeps utilizing the latest
voltage reference received as ua(k) = us(k − kt1) when not
receiving a new voltage reference at sampling time k .
Algorithm 2 shows the operation of the FBST for the

SoD-based sleep control method. At the initial sampling time
(i.e., k = 0), the state variable Sm is set to 1. If the transmitter
is awake and the difference between the angular response
θ res(k) and the latest angular response transmitted θ ress (k−1)
is less than the threshold h2, the transmitter enters the sleep
period for Ts2 = ks2tc at sampling time k . After the sleep
period lapses, the transmitter wakes up. This algorithm is exe-
cuted in every control period until the ending sampling time
kend . The controller-side receiver keeps utilizing the latest
angular response received as θ resa (k) = θ ress (k − kt2) when
not receiving a new angular response at sampling time k .

IV. PROPOSED QoP-AWARE SLEEP CONTROL
This section describes the proposed QoP-aware sleep control
method with the MCDOB to maintain the QoP at a certain
level while operating the sleep mechanism.

A. SYSTEM CONFIGURATION
Figure 6 shows the configuration of the energy-efficient NCS
with the QoP-aware sleep control method. The error signal
between the angular command θcmd and the delayed angular
response θ resa , e, is input to the FWST. The FWST controls

Algorithm 2 FBST in SoD-Based Sleep Control
Sm ⇐ 1
for k ⇐ 0 to kend do
if Sm = 1 then
if |θ res(k)− θ ress (k − 1)| < h2 then
k0 ⇐ k
Sm ⇐ 0

end if
else if k ≥ k0 + ks2 then
Sm ⇐ 1

end if
end for

the state of the controller-side transmitter by using the state
variable Sc. In addition, the angular command θcmd is trans-
mitted to the motor side when the transmitter is awake. The
latest angular command transmitted from the controller side
is defined as θcmds . Further, the angular response measured
by the sensor in every control period, θ res, and the delayed
angular command, θcmda , are input to the FBST. The FBST
controls the state of the motor-side transmitter by using the
state variable Sm.

B. SLEEP MECHANISM
Algorithm 3 shows the operation of the FWST for the
QoS-aware sleep control method. At the initial sampling time
(i.e., k = 0), the state variable Sc is set to 1. If the transmitter
is awake and the absolute error between the angular command
θcmd (k) and the delayed angular response θ ress (k − 1), |e(k)|,
is less than the threshold he, the transmitter enters the sleep
period for Ts1 = ks1tc at sampling time k . After the sleep
period lapses, the transmitter wakes up. This algorithm is
executed in every control period until the ending sampling
time kend . The motor-side receiver keeps utilizing the latest
voltage reference received as ua(k) = us(k − kt1) when not
receiving a new voltage reference at sampling time k .
Algorithm 4 shows the operation of the FBST for the

QoP-aware sleep control method. At the initial sampling
time (i.e., k = 0), the state variable Sm is set to 1.
If the transmitter is awake and the difference between the
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FIGURE 6. Energy-efficient NCS with proposed QoP-aware sleep control.

Algorithm 3 FWST in QoP-Aware Sleep Control
Sc ⇐ 1
for k ⇐ 0 to kend do
if Sc = 1 then

if |e(k)| < he then
k0 ⇐ k
Sc ⇐ 0

end if
else if k ≥ k0 + ks1 then
Sc ⇐ 1

end if
end for

angular response θ res(k) and the delayed angular command
θcmda (k) = θcmds (k − kt1) is less than the threshold he,
the transmitter enters the sleep period for Ts2 = ks2tc at the
next sampling time k+1 after transmitting θ res(k) as θ ress (k) to
the controller side at sampling time k . The transmitter enters
the sleep period at the next sampling time because the FWST
cannot recognize the latest angular response that satisfies the
sleep condition if the transmitter enters the sleep period at
sampling time k . After the sleep period lapses, the transmitter
wakes up. This algorithm is executed in every control period
until the ending sampling time kend . The controller-side
receiver keeps utilizing the latest angular response received
as θ resa (k) = θ ress (k − kt2) when not receiving a new angular
response at sampling time k .

V. EXPERIMENT
This section describes the experimental setup of the motion
control system and presents the results of the experiments
performed to confirm the effectiveness of the proposed
QoP-aware sleep control method.

A. SETUP
Experiments were performed using a networked motion con-
trol system to compare the control performances of the con-
ventional SoD-based and proposed QoP-aware sleep control

Algorithm 4 FBST in QoP-Aware Sleep Control
Sm ⇐ 1
sleep_flag⇐ 1
for k ⇐ 0 to kend do
if Sm = 1 then

if sleep_flag = 1 then
if |θ res(k)− θcmda (k)| < he then
sleep_flag⇐ 0

end if
else
k0 ⇐ k
Sm ⇐ 0

end if
else if k ≥ k0 + ks2 then
Sm ⇐ 1
sleep_flag⇐ 1

end if
end for

methods, hereafter referred to as simply the SoD-based and
QoP-aware methods, respectively. Figure 7 shows the experi-
mental system including a controller device and a DC motor.
The PD controller, MCDOB, DOB, and sleep control meth-
ods were implemented in the controller device in a LabVIEW
environment. The transmission delays and transceiver opera-
tions were emulated in the same environment. The controller
device andDCmotor were connected via a voltage-controlled
power amplifier to drive the motor. The rotational angle of the
motor was measured by an encoder.

Table 1 shows the control parameters set in the experi-
ments. We designed the proportional gain Kp and derivative
gain Kd so as to meet the critical damping condition. In the
SoD-based method, the voltage threshold h1 and angular
threshold h2 were experimentally determined by considering
the system stability. In the QoP-aware method, the error
threshold he can be determined based on the control perfor-
mance an application requires. In this study, the threshold was
set to 0.02 rad.
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FIGURE 7. Experimental system.

TABLE 1. Control Parameters Set in the Experiments

In the experiments, a square wave was input as an angular
command for 20 s. The amplitude and frequency of the square
wave were set to 1 rad and 0.15 Hz, respectively. The con-
trol performances of the SoD-based and QoP-aware methods
were compared in terms of the communication rate, ISE, and
steady-state error when the sleep periods Ts1 and Ts2 varied.
The communication rate is defined as the time occupancy
of the period during which a transmitter is awake. A lower
communication rate indicates lower energy consumption in
the transmitter. The ISE is defined as

kend∑
k=0

(
θcmd (k)− θ res(k)

)2
tc. (14)

The steady-state error is defined as the average absolute error
between the angular command and the converged value of
the angular response for each step input. In the experiments,
the square wave input for 20 s was divided into six step inputs.
The steady-state error was calculated based on the converged
value of each step response.

B. RESULTS
Figures 8, 9, and 10 show the angular responses for Ts1 =
Ts2 = 10 ms, 60 ms, and 80 ms, respectively. Each fig-
ure shows the results obtained using the SoD-based and
QoP-aware methods. The minimum sleep periods were set to
10 ms because the wake-up time of an optical transceiver was
assumed to be of the order of milliseconds [11]. Moreover,
the maximum sleep periods were set to 80 ms because a
persistent oscillation was generated when the sleep periods
were set to 90 ms. In Fig. 8, the angular responses converged

FIGURE 8. Angular responses (Ts1 = Ts2 = 10 ms).

without any oscillations for both the SoD-based and the
QoP-aware methods. In Figs. 9 and 10, the angular responses
of the SoD-based method generated larger errors than those
of the QoP-aware methods. This is because the SoD-based
method evaluated not the errors but the variations of the data
to be transmitted, whereas the QoP-awaremethod determined
the sleep timing based on the errors. The asymmetric response
characteristics of the SoD-based method for positive and
negative values can be attributed to the disturbance exerted
on the motor.

Figure 11 shows the communication rates when the sleep
periods varied from 10 to 80 ms. The sleep periods Ts1 and
Ts2 were set to the same value. The communication rates
of the controller-side transmitter for the forward path and
the motor-side transmitter for the feedback path are shown
separately. The QoP-aware method generated larger com-
munication rates than the SoD-based method for all sleep
periods. This is because it operated based on the error,
and the transmitters rarely entered the sleep period in tran-
sient states. Both the SoD-based and the QoP-aware meth-
ods tended to decrease the communication rate when the
sleep period increased. In particular, the SoD-based method
increased the communication rate for a sleep period longer
than 70 ms because the transient responses had some oscilla-
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FIGURE 9. Angular responses (Ts1 = Ts2 = 60 ms).

tions, as shown in Fig. 10(a). The oscillations induced the loss
of the sleep timing, resulting in an increased communication
rate despite the long sleep period.

Figure 12 shows the ISEs when the sleep periods varied
from 10 to 80ms. The sleep periods Ts1 and Ts2 were set to the
same value. Both the SoD-based and the QoP-aware methods
tended to increase the ISE when the sleep period increased
because a large sleep period resulted in the loss of the data
to be transmitted. In particular, the ISEs of the SoD-based
method were approximately 1.3 times and 1.8 times larger
than those of the QoP-aware method when the sleep periods
were 70 ms and 80 ms, respectively. This is because the
oscillations of the angular response in the SoD-based method
increased the period of transient states, as shown in Fig. 10(a),
and increased the errors in the transient states.

Figure 13 shows the steady-state errors when the sleep
periods varied from 10 to 80 ms. The sleep periods Ts1
and Ts2 were set to the same value. The QoP-aware method
kept the steady-state error less than 0.005 rad regardless of
the sleep period because it controls the sleep timing based
on the error between the angular command and the angular
response even when the angular response is in the steady
state. By contrast, the SoD-based method generated a larger
steady-state error than the QoP-aware method for all sleep

FIGURE 10. Angular responses (Ts1 = Ts2 = 80 ms).

FIGURE 11. Communication rate for each sleep period (Ts1 = Ts2).

periods and tended to increase the steady-state error when
the sleep period increased. This is because it did not consider
the error and only considered the variations of the data to be
transmitted.

The above results indicate that the QoP-aware method
could maintain the tracking errors, namely, the ISE and
the steady-state error, at a constant level at the expense of
an increased communication rate compared to that in the
SoD-based method regardless of the sleep period. When
small sleep periods such as 10 ms are applied to the trans-
mitter, the superior tracking errors of the QoP-aware method
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FIGURE 12. ISE for each sleep period (Ts1 = Ts2).

FIGURE 13. Steady-state error for each sleep period (Ts1 = Ts2).

cannot be confirmed because the communication rate is com-
paratively high. However, a configurable range of the sleep
period depends on the wake-up time of the transmitter, and a
larger sleep period effectively decreases the energy consump-
tion of transmitter circuits. Therefore, the advantage of the
QoP-aware method lies in maintaining the tracking errors at
a constant level even if the sleep period increases.

VI. CONCLUSION
This study proposed a QoP-aware sleep control method
for network interfaces for energy-efficient networked motor
control systems. The conventional SoD-based sleep control
method could not guarantee tracking errors (i.e., ISE and
steady-state error) because it determined the sleep timing
based on the variations of data to be transmitted. By contrast,
the proposed QoP-aware sleep control methodmaintained the
tracking errors at a constant level by determining the sleep
timing based on the error between the angular command and
the angular response. Experimental results confirmed that
the QoP-aware method maintained the tracking errors at a
constant level at the expense of an increased communication
rate compared to that in the SoD-based method regardless of
the sleep period.

The proposed QoP-aware sleep control method can be
applied to network interfaces with large sleep periods of the
order of tens of milliseconds. Although this study applies the
proposed QoP-aware sleep control method to a networked
motion control system, this method can be utilized in any

NCSs by setting the threshold to an application-oriented
value. Future studies will aim to consider various QoP
requirements other than tracking errors and various network
environments such as unreliable wireless networks with large
time-varying delays. To evaluate the QoP in an integrated
manner, a novel index combining multiple performance met-
rics will be needed.
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