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ABSTRACT This article formulates a fully-distributed and delay-tolerant secondary control scheme for
droop-controlled AC microgrids. The proposed strategy is inspired by the cooperative control concept
of multi-agent systems (MASs). It considers the hierarchical control structure of the distributed energy
resource (DER) units. It ensures equal active power sharing between three DER units, where each unit
tracks the time-varying average load, with a finite-time convergence. As a result, the frequencies of the
DER units are regulated to their nominal values. Furthermore, it offers plug-and-play capability for DER
units, demonstrates significant robustness against load disturbances, and successfully tolerates, small as
well as large, communication time-delays. Due to the fully-distributed configuration of the proposed control
strategy, each DER unit in the test microgrid requires only its own information and information of its
neighbors. The benefit is two-fold: not only this configuration assists in minimizing the overall bandwidth
requirement, and cost of the corresponding communication network, but also it increases the reliability of the
microgrid operation. The performance and effectiveness of the proposed technique is supported by exhaustive
numerical simulations performed in Matlab/Simulink on an AC microgrid testbench comprising three DER
units. The proposed strategy renders the superior performance in several aspects as compared to the existing
developments in the literature in this area.

INDEX TERMS Plug-and-play, droop control, microgrid, consensus, cooperative control, graph theory,
Laplacian, distributed control, finite-time, multi-agent system.

I. INTRODUCTION
GENERALLY, a low voltage, small-scale electric power grid
is termed as a microgrid. It comprises distributed genera-
tion (DG) units (such as photovoltaic systems, solar-thermal
systems, wind turbines, fuel cells, geothermal systems,
low-head hydro units, internal combustion engines and mini-
and micro-gas-turbines), distributed energy storage (DES,
such as battery energy storage, super capacitor or ultra capac-
itor storage, superconducting magnetic energy storage sys-
tems and low- and high-speed flywheel systems) and loads
interconnected through power lines. A DG unit may either
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be interfaced through a power electronic converter or directly
through an AC rotating machine. The DG units with the
power electronic interface provide low inertia, high speed/fast
response time and flexibility for controlling the output volt-
age, frequency, and active/reactive power of the unit. The
DG and DES units are collectively known as the distributed
energy resources (DERs). A microgrid must be capable of
solving energy issues locally. It can be operated either in
islanded (i.e., autonomous) or grid-connected mode [1]–[4].

The microgrid possesses a hierarchical control scheme that
comprises primary/inner control (droop control), secondary
control and tertiary control levels [5]. Under normal oper-
ation, the microgrid remains connected to the main grid.
However, it will switch to the autonomous mode in case of
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some disturbance. Hence, a suitable control scheme, capable
of keeping the frequency/voltage stabilized and maintaining
active/reactive power sharing, is crucial for stable and eco-
nomically efficient operation of the microgrid. Both the fre-
quency and voltage of the microgrid are dictated by the main
grid in the grid-connected mode, however, in the islanded
mode, the primary control takes the responsibility of the
frequency and voltage control [6]–[9]. The operation of the
microgridwith the primary control layer alone, in the islanded
mode, causes the steady-state load-dependent frequency and
voltage deviations, giving rise to power quality issues and
deteriorating the healthy operation of the microgrid. Thus,
it needs to compensate for these deviations by the deployment
of an additional secondary control layer in order to restore the
frequency and voltage of each DER unit back to its nominal
(i.e., reference or standard) value [10]–[13].

The secondary control strategies include centralized con-
trol (having low reliability due to single point of failure)
[14], [15], decentralized control (having high reliability
together with reasonable cost) [15]–[17] and distributed
control (having high reliability along with low cost) [15],
[18], [19]. The distributed control concept is inspired by the
cooperative control concept of multi-agent systems (MASs).
It is based on communication among local controllers capa-
ble of exchanging information with the neighboring agents
through local communication networks [20], [21]. The DER
unit in a microgrid is regarded as an agent capable of com-
municating with its neighboring agents (other DER units)
through a sparse communication network. Thus, the micro-
grid behaves as a MAS. The conventional secondary control
scheme of AC microgrids exploits a centralized structure,
in which each node (i.e., DER unit) remains bidirection-
ally connected to all the remaining nodes. This controller
issues global commands to gather system-wide information,
thus requiring a complex and costly communication network,
lacking flexibility and prone to single point of failure. That
is, the centralized control strategy stops working no matter
whether a single node breaks down from or loses connec-
tion to the remaining communication network, caused by
the communication link failure [13], [22], [23]. Conversely,
the main advantage of the distributed control strategy is that
a node is not necessarily needed to communicate with all
the other nodes in the communication network, thus reducing
the cost and bandwidth requirement of the communication
network and enhancing the reliability of the overall microgrid
operation. Due to this attribute, the distributed cooperative
control strategies are quite popular for providing promising
solutions in microgrid and smart grid applications [24].

A wide variety of distributed cooperative secondary con-
trol strategies can be found in the existing scientific litera-
ture. Such as, in [13], a consensus-based robust secondary
frequency and voltage restoration along with active power
sharing control strategy has been implemented for an islanded
AC microgrid based on a prototype IEEE 14-bus system. The
proposed strategy has been found superior to distributed
cooperative secondary voltage control of microgrids using

feedback linearization, reported in [25] by effectively han-
dling frequent switching communication topologies, para-
metric uncertainties, plug-and-play feature, load disturbances
and communication time-delays. Since, the dynamics of DGs
in a microgrid are nonlinear and heterogeneous (i.e., non-
identical), hence, input–output feedback linearization strat-
egy was implemented to convert the nonlinear heterogeneous
dynamics of DGs to linear dynamics in [25]. However, it
ignored the dynamics of the primary controller that might
decline both the performance and stability of the microgrid
operation. Then, in [26], the same group of researchers,
in the sequel, developed a multi-agent consensus-based
distributed cooperative control strategy for secondary fre-
quency and voltage control of inverter-interfaced micro-
grids. Since, in both [25], [26], the minimum real part
of the non-zero eigenvalue of the graph Laplacian matrix
was directly involved in the proposed control law, which
was a global information, thus, indicating that the pro-
posed control schemes were not fully-distributed. This issue
has been addressed in [27] by developing a distributed
adaptive (commonly known as fully-distributed) coopera-
tive control framework for droop-controlled islanded AC
microgrid. The authors in [24] have proposed a finite-time
robust distributed secondary voltage and frequency control
technique for inverter-interfaced DGs in an islanded AC
microgrid that demonstrated accurate active power sharing
between four DGs. The proposed technique has been found
to offer plug-and-play feature, and robustness to reconfig-
uration of the communication network structure, paramet-
ric uncertainties and unmodeled system dynamics. In [15],
the authors have developed a droop-based distributed coop-
erative control technique for an islanded AC microgrid, com-
prising five DGs. The frequencies, voltage magnitudes, and
active/reactive powers of all the DGs were regulated to the
desired reference values under both fixed and switching com-
munication network topology with non-uniform time-varying
delays. The closed-loop system response becomes oscilla-
tory, or even unstable, when the communication time-delay
exceeds a certain extent, as reported in [13], [28]. The idea of
distributed-averaging proportional-integral (DAPI) controller
has been introduced, in [29], and implemented for secondary
frequency and voltage control of islanded AC microgrid,
comprising four inverter-interfaced DG units. An extensive
literature review on the decentralized, distributed and hierar-
chical control schemes has been reported in [12], covering
droop-controlled islanded as well as grid-connected micro-
grids. A significant investigation has been carried out in [28]
to demonstrate the effect of communication time-delays on
the secondary frequency control of an islanded AC microgrid
based on Canadian urban distribution system with multiple
DG units. It has been reported that the communication delay
margin increases with the increase in the proportional gains
of the secondary frequency controller. However, it decreases
with the increase in the integral gains. The communica-
tion delay effect was counteracted by a gain scheduling
approach.
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A. MOTIVATION AND SIGNIFICANT CONTRIBUTIONS
The existing developments and limitations found in the lit-
erature motivated the authors to propose a fully-distributed
multi-agent consensus-based secondary control scheme for
achieving multiple objectives, simultaneously. The major
contributions of the article are summarized below:

1) A fully-distributed and robust secondary frequency
and equal active power sharing control framework
is proposed for an AC microgrid that ensures equal
active power sharing between DER units, and in turn
regulates their frequencies to the nominal value in a
finite-time.

2) The proposed control scheme ensures equal active
power sharing and frequency regulation using a sin-
gle control protocol for each DER unit as compared
to the concepts reported in [13], [30]–[32], where a
separate control methodology has been used for both
purposes.

3) The proposed strategy, being fully-distributed, requires
only the local information, that is, information of each
constituent DER unit and its neighbors, but not about
the entire network. This feature of the proposed tech-
nique in turn minimizes the overall bandwidth require-
ment. Furthermore, it offers greater reliability and
flexibility for microgrid operation.

4) The proposed strategy successfully tolerates both
small as well as large communication time-delays and
ensures proper operation.

5) The proposed scheme offers plug-and-play feature for
the DER units.

This article is categorized as follows: the introduction
and background literature review is covered in Section I.
Section II presents preliminaries on algebraic graph theory.
Section III covers the mathematical modeling of each con-
stituent DER unit of the test microgrid. Section IV describes
the proposed fully-distributed and delay-tolerant secondary
control strategy design. Section V presents performance
validation of the proposed technique through exhaustive
numerical simulations carried out in Matlab/Simulink, and,
finally, Section VI concludes this article with the concluding
remarks.

II. PRELIMINARY ALGEBRAIC GRAPH THEORY
A microgrid itself is conceptualized as a MAS, where the
DER units play the role of communicating agents or nodes or
vertices, while the communication links are viewed as edges.
Each DER unit can communicate/share information with
its neighboring DER units through a sparse communication
network. The communication among different agents (DER
units in this case) in a MAS, consisting of N agents, is indi-
cated graphically by a directed (one-way) or undirected (two-
way) communication graph, G, and its explanation is covered
using algebraic graph theory [13].Mathematically, this graph,
G, can be described by a weighted Laplacian matrix, L ,[
`ij
]
∈ RN×N , where the diagonal and off-diagonal entries

are expressed as follows [30]:

L ,
[
`ij
]

where `ij ,


d ini =

∑
j∈Ni

aij ∀ i = j

−aij ∀ i 6= j
(1)

where d ini is the in-degree of agent i (i.e., the number of
neighboring agents it is connected to/receiving information
from or the number of edges terminating at node i), j ∈ Ni
represents the set of neighboring agents of agent i, and aij
is the weight of the communication link (or the number of
edges) between agent i and j. Note that the element aij > 0
if node i is receiving information from node j (i.e., infor-
mation flow is from node j to node i), otherwise aij = 0.
Another strategy for obtaining the Laplacian matrix of the
communication graph, G, is by using: L , Din − A, where
Din , diag

{
d ini
}
∈ RN×N and A ,

[
aij
]
∈ RN×N

are, respectively, the diagonal weighted in-degree matrix and
non-negative weighted adjacency matrix, with their entries
defined as follows:

A ,
[
aij
]

where aij ,

{
0 ∀ i = j
> 0 ∀ i 6= j

(2)

Din , diag
{
d ini
}

where d ini ,
∑
j∈Ni

aij ∀ i = j (3)

The in-degree matrix, Din, is a diagonal matrix with its
diagonal entries representing the in-degree, d ini , of agent i,
while rest of the off-diagonal entries are 0. Conversely, all
the diagonal entries of the adjacency matrix, A, are equal
to 0, while rest of the off-diagonal entries are non-negative.
The out-degree of a node i, indicated by douti , where douti =∑

i∈Nj
aji and Dout , diag

{
douti

}
∈ RN×N , represents

the number of neighboring agents it is sending information
to. When d ini = douti , for all nodes in the communication
network, the communication graph, G, is termed as balanced.
When aij = aji, that is if there is a two-way/bidirectional
communication link between nodes i and j having the same
weights in both directions, the communication graph, G,
is known as undirected.

III. MATHEMATICAL MODELING OF DER UNITS
INCLUDING PRIMARY/DROOP CONTROL
After theoretical development, the feasibility and effective-
ness of the proposed secondary control strategy has been
tested on a three-phase AC microgrid testbed, as shown
in Fig. 1. The communication between DER units is repre-
sented by blue double-headed dotted arrows. This microgrid
has four buses, two inverter-based DER units (i.e., an exter-
nal energy storage system (ESS) and a microsource (MS)),
and an internal combustion (IC) engine driven wound-field
synchronous generator-based diesel genset (GS). The ESS,
MS and GS are connected to bus 1, 3 and 4, respectively,
via 1Y-transformers. The microgrid itself is connected to
the main grid at bus 1 through a static switch (SS). The
sources are connected through transformers, series coupling
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FIGURE 1. AC microgrid testbed.

FIGURE 2. Communication graph.

inductances (Z3 and Z4) and coupling capacitor (Zg) to
the buses, while loads are connected directly to the buses.
The lines (Z1, Z2, Z12, Z13, Z24 and Z34) are modeled as
series RL branches. The overall parameters of the testbed
and the main grid are specified in Tables 1, 2, 3 and 4
in Appendix. The DER units communicate with each other
through the undirected communication graph, G, depicted
in Fig. 2.

A. MATHEMATICAL MODELING OF INVERTER-BASED
MICROSOURCE WITH PRIMARY/DROOP CONTROL AND
OVERLOAD MITIGATION STRATEGY
The inverter-interfaced MS can be modeled as a three-phase
controlled voltage source, whose frequency and voltage mag-
nitude can be set through external inputs, that is, the desired
frequency and magnitude of the desired peak line-to-neutral
(or phase) voltage at the inverter terminals (i.e., ω and Vpk ,
respectively). The outputs are instantaneous three-phase volt-
ages (va, vb and vc), as described below [33]:

va = Vpk sin(ωt + 0◦)

vb = Vpk sin
(
ωt − 120◦

)
vc = Vpk sin

(
ωt + 120◦

)
(4)

where Vpk = MdVDC , with Md representing the modulation
index, and VDC the inverter’s DC input voltage.

1) PRIMARY/DROOP CONTROL
The inverter-interfaced MS, as a controlled voltage source,
is depicted in Fig. 3, including its primary/droop control. The
Pω-droop control for MS can be expressed as follows:

ω = ωbase +1ωadj + mP
(
Preq − Pmeas

)
(5)

where ω is the frequency of the inverter-based MS, ωbase =
ω0 is the nominal microgrid frequency, 1ωadj is the fre-
quency adjustment under overload mitigation strategy, mP is
the droop gain (slope of the Pω-droop curve), Preq = Pset is
the MS active power set-point, and Pmeas is the instantaneous
measured active power.

For a frequency droop of, 1ω = π rad or 1f =
0.5Hz, the Pω-droop characteristic slope, mP, is calculated
as follows:

mP =
1ω

1P
=

2π1f
Pmax − Pmin

=
2π (0.5)

1 (pu)− 0 (pu)
= π rad/pu

 (6)

This value of mP allows the MS for an active power request
within its power range and this operation occurs within the
limit of ±0.5Hz of the normal operating frequency range.

During parallel operation with the main grid, the active
power of the MS is regulated to a desired value. However,
during an islanding event, the Pω-droop controller ensures
autonomous active load tracking, by adjusting the frequency
of the MS, ω. Such that, during an islanding event, there is a
loss of active power from the main grid. So, this loss of power
must be supplied by the DER units locally in the microgrid.
The Pω-droop controller calculates the instantaneous active
power and reduces the inverter’s output frequency as pre-
scribed by the Pω-droop characteristic [34], [35]. As a result,
the MS will immediately ramp up its active power output
to match the missing quota of active power from the main
grid, without using any explicit communication with the other
sources.

Similarly, the QV -droop control for MS can be expressed
as follows:

Vpk = Vreq − Vmeas − mQQmeas (7)

where Vreq = Vset is the MS line-to-neutral voltage
magnitude set-point, Vmeas is instantaneous measured line-
to-neutral voltage, mQ is the droop gain (slope of the
QV -droop curve), and Qmeas is the instantaneous measured
reactive power.

The voltage magnitude is allowed to droop by 5% for
every 1 pu change in reactive power, for which theQV -droop
characteristic slope, mQ, is calculated as follows:

mQ =
1V
1Q
=

1V
Qmax − Qmin

=
0.05

1 (pu)− 0 (pu)
= 0.05V/pu

 (8)
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FIGURE 3. Inverter-interfaced microsource with its primary/droop control and overload mitigation strategy.

For example, injecting 0.1 pu of capacitive reactive power,
the voltage will be allowed to sag 0.5%. Although, it seems a
very small correction, but it results in a great deal of limiting
the amount of reactive power injection.

The main function of the QV -droop controller is to adjust
the externally requested voltage magnitude to that value that
will require less injection of the reactive power from the
MS [35].

2) OVERLOAD MITIGATION STRATEGY
In a microgrid, when one of the grid-forming AC sources
reaches its power limits, while the others have not, then
a sudden load change event may overload that particular
grid-forming source that have already reached its power
limits. A prolonged overload may stall the IC engine or
damage the ESS, which may eventually collapse the overall
microgrid. This overloading condition can be mitigated by
shifting the extra load from the overloaded source, by reduc-
ing/adjusting its own frequency, to those sources which have
not yet reached their power limits [35]. Because, active power
always flows from a source with higher frequency towards
the one having a lower frequency. This overload mitigation
strategy, indicated in Fig. 3, operates autonomously without
requiring any communication. Its main advantage is to main-
tain voltage control of the grid-forming source during load
transient by redistributing the power flow in the microgrid,
and it does not require switching between the grid-forming
and grid-following control.

During overload mitigation, the active power limits of
the MS (i.e., Pmin and Pmax) must be enforced. These

limits are controlled through the maximum and minimum
frequency limits of two PI controllers. The outputs of both
the PI-controllers (i.e.,1ωmax and1ωmin) are zero, when the
MS operates within its power limits. There is a zero upper
limit of the upper PI controller, indicating that the controller
will only be activated when the active power output of the
MS exceeds Pmax . So, when Pmax is exceeded, then 1ωmax
becomes negative (i.e., never positive) to enforce the power
limit. There is also a lower −1ω limit of the upper PI con-
troller, for avoiding the active power output of the MS being
less than Pmin, which in turn protects the MS frequency from
dropping too much during sudden load transient. Thus, when
the droop-controlled MS becomes overloaded, the upper PI
controller will be activated and it will reduce the frequency
of the MS rapidly to mitigate its overload. Conversely, for
avoiding the active power output of the MS being less than
Pmin, a downward PI controller with a 1ω upper limit and
a zero lower limit is also introduced. So, when Pmin = 0 is
exceeded, then1ωmin becomes positive (i.e., never negative)
to enforce the power limit. In this way, the output of each PI
controller, in the overload mitigation block, will regulate the
frequency of the overloaded MS [34]–[36].

B. MATHEMATICAL MODELING OF INVERTER-BASED
EXTERNAL ENERGY STORAGE SYSTEM WITH
PRIMARY/DROOP CONTROL AND OVERLOAD MITIGATION
STRATEGY
The inverter-interfaced ESS also can be modeled as a
3-phase controlled voltage source, and its mathematical
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model with primary/droop control and overload mitigation
strategy is the same as that of the inverter-interfaced MS,
with one significant difference. For ESS, the minimum active
power, Pmin, is set to a negative value, that is, Pmin =
−2.5 kW = −0.1667 pu, to give an indication of the energy
storage/battery charging. This makes the slope, mP, of the
Pω-droop characteristic for the ESS, different from that of
the MS, as follows:

mP =
1ω

1P
=

2π1f
Pmax − Pmin

=
2π (0.5)

1 (pu)− (−0.1667) (pu)
= 2.6928 rad/pu

 (9)

The slope of the QV -droop characteristic, mQ, for the
inverter-based ESS is the same as that for the inverter-based
MS.

C. MATHEMATICAL MODELING OF WOUND-FIELD
SYNCHRONOUS GENERATOR-BASED DIESEL GENSET
WITH PRIMARY/DROOP CONTROL AND OVERLOAD
MITIGATION STRATEGY
The GS comprises an IC engine driven wound-field syn-
chronous generator-based diesel generator. The overload mit-
igation strategy for GS is exactly the same as that for the
inverter-based MS and ESS.

1) PRIMARY/DROOP CONTROL
The primary/droop control and overload mitigation strategy
for GS is depicted in Fig. 4. The Pω-droop control for GS can
be expressed as follows:

ω = ωbase +1ωadj + mP
(
Preq − Pmeas

)
(10)

where ω is the frequency of the GS, ωbase = ω0 is the
nominal microgrid frequency, 1ωadj is the frequency adjust-
ment under overload mitigation strategy,mP is the droop gain
(slope of the Pω-droop curve), Preq = Pset is the GS active
power set-point, and Pmeas is the instantaneous measured
active power.

Now, the QV -droop control for GS can be expressed as
follows:

Ecmd = Vreq − Vmeas − mQQmeas (11)

where Ecmd is the voltage magnitude command input to the
GS exciter controller, Vreq = Vset is the GS line-to-neutral
voltage magnitude set-point, Vmeas is the measured line-
to-neutral voltage magnitude, mQ is the droop gain for GS,
and Qmeas is the instantaneous measured reactive power. The
numerical values of the droop gains, mP and mQ, for the GS
are exactly the same as those for the inverter-based MS.

There is a voltage control/regulator block adjacent to the
QV -droop controller. It receives a voltage error from the
QV -droop controller and passes through a PI-controller.
The output of the PI-controller is then added up with a
feed-forward constant value, Vbase, which is basically the
expected voltage value needed for nominal voltage generation

at the terminals. The output of the voltage regulator block,
Ecmd , is fed into the exciter part of the GS.

The exciter receives inputs from the voltage regulator
block and the synchronous generator shaft (i.e., Ecmd and ωr ,
respectively) and generates DC excitation, Vf , that goes to the
synchronous generator field winding.

The other main physical parts of the GS include: governor
and IC engine (i.e., prime mover). The governor regulates
the mechanical/rotational speed of the synchronous generator
primarily by generating a fuel command, Fcmd , from the
speed error, (ω−ωr ), and the measured output power, Pmeas,
where ω is the frequency of the synchronous generator and
ωr is the angular frequency (or rotational speed) of the syn-
chronous generator shaft (or rotor). The speed error is fed into
a PI-controller to adjust the torque command, Tcmd , as per the
load requirement of the synchronous generator. The limiter
before the torque command is used to circumvent unrealistic
torque commands generation, especially during large load
transients. The torque command is then transformed into
a fuel command (i.e., Fcmd = Ktf Tcmd , where Ktf > 0
a constant), which is used to decouple the loading of the
synchronous generator, and is applied as an input to the IC
engine.

The IC engine is the prime mover that mechanically rotates
the rotor of the synchronous generator and feeds mechanical
energy into it. It generates mechanical power, Pmech, from the
fuel command. The intermediate steps include the fuel torque,
fuel power and friction power losses (i.e., TF , Fp and Pf ,
respectively) calculation, as follows:

TF = ηthKfvKevFcmd (12)

Fp = TFωr (13)

Pf = Kmω2
r (14)

where ηth, Kfv, Kev and Km > 0 are constants.

IV. PROPOSED DISTRIBUTED SECONDARY FREQUENCY
AND EQUAL POWER SHARING CONTROL STRATEGY
In this section of the article, the proposed consensus-based
delay-tolerant distributed finite-time secondary frequency
and equal active power sharing control strategy is presented.

Normally, the primary/droop control alone is not sufficient
to precisely regulate the frequencies of the DER units back to
their nominal values, particularly under load variation. There-
fore, an additional secondary control level is needed, besides
the primary control, for frequency restoration [11], [12].
In the proposed design, the secondary controller is equipped
with a distributed consensus-based controller, which com-
mands each droop-controlled inverter-based DER unit and
GS to share equal active power based on the average active
load connected, and in turn regulate their frequencies to the
nominal value. To fulfill this objective, and inspired by [37],
the following distributed nonlinear non-smooth active power
consensus algorithm (known as the distributed average
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FIGURE 4. Genset with its primary/droop control and overload mitigation strategy.

tracking algorithm) is proposed:

ν̇i (t) = −α
∑
j∈Ni

sgn
[
Pi,meas (t)− Pj,meas (t)

]
Pi,meas (t) = νi (t)+ ri (t)

 (15)

where i is the index set of the DER units, such that i =
{1, 2, . . . ,N } with N = 3, α > 0 is a constant, Pi,meas (t) ∈
RN is the measured and filtered active power output of the
ith DER unit, νi (t) ∈ RN is an auxiliary (or internal) state
variable, ri (t) is the external reference time-varying signal
whose derivative exists and is bounded almost everywhere,
and sgn (·) is the signum function defined component-wise
as follows:

sgn (t) =


1 ∀ t > 0
0 ∀ t = 0
−1 ∀ t < 0

(16)

The external reference signal, ri (t), is set to the aver-
age active load connected, that is, ri (t) = PLi,avg (t). The

objective is to design a distributed algorithm for an agent i,
such that all the agents will finally track the average active
load, PLi,avg (t), that changes over time. That is, for i =
1, 2, . . . ,N ,

‖Pi,meas (t)− PLi,avg (t)‖ → 0, as t →∞

The auxiliary state variable, νi (t) of the ith DER unit, is ini-
tialized as follows:

νi (0) = 0 so that
N∑
i=1

νi (0) = 0 (17)

From (15) and (17), the following closed-loop system is
obtained:

Ṗi,req (t) = Ṗi,meas (t) = ṙi (t)

−α
∑
j∈Ni

sgn
[
Pi,meas (t)− Pj,meas (t)

]
(18)

VOLUME 9, 2021 6039



S. Ullah et al.: Consensus-Based Delay-Tolerant Distributed Secondary Control Strategy for Droop Controlled AC Microgrids

FIGURE 5. Implementation procedure of the proposed secondary control technique.

with the initial conditions
∑N

i=1 Pi,meas (0) =
∑N

i=1 ri (0) =∑N
i=1 PLi,avg (0).
The implementation procedure of the proposed secondary

control technique is illustrated in Fig. 5.

A. CONVERGENCE ANALYSIS
Due to the existence of the discontinuous signum func-
tion, the solution of (18) is understood in the Filippov
sense [38].
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Lemma 1: For system in (18), if the communication graph,
G, is connected and ‖Pi,meas (t) − Pj,meas (t)‖ = 0, for all
i, j = 1, 2, . . . ,N, then ‖Pi,meas (t)−PLi,avg (t)‖ = 0, for all
i = 1, 2, . . . ,N.

Proof: The main idea behind the algorithm (18)
is as follows. First of all, (18) is designed to ensure
that

∑N
i=1 Pi,meas (t) =

∑N
i=1 PLi,avg (t) holds for

all time. Note that
∑N

i=1 Pi,meas (t) =
∑N

i=1 νi(t) +∑N
i=1 PLi,avg (t). When the graph, G, is undirected and

νi(0) = 0,, it implies that
∑N

i=1 νi(t) =
∑N

i=1 νi(0) +
α
∑N

i=1
∑

j∈Ni

∫ t
0 sgn

[
Pj,meas (τ )− Pi,meas (τ )

]
dτ = 0. As

a result,
∑N

i=1 Pi,meas (t) =
∑N

i=1 PLi,avg (t) holds for all
time. Secondly, when G is connected, if the algorithm (18)
guarantees that all Pi,meas (t) approach the same value in
finite-time, then it can also be guaranteed that Pi,meas (t)
also approaches the average active connected load, ri(t) =
PLi,avg (t), in finite-time.

V. PERFORMANCE VALIDATION THROUGH NUMERICAL
SIMULATIONS IN MATLAB/SIMULINK
This section of the article covers the performance valida-
tion of the proposed consensus-based distributed secondary
frequency and equal power sharing control strategy in Mat-
lab/Simulink through numerical simulations. Five different
case studies have been devised to demonstrate the effective-
ness and feasibility of the proposed strategy. That is:

Case 1: Performance evaluation test under the conventional
primary/droop control alone

Case 2: Performance evaluation test under the proposed
secondary control strategy, without plug-and-play and
communication time-delay

Case 3: Performance evaluation test under the proposed
secondary control strategy with plug-and-play event, but
without communication time-delay

Case 4: Performance evaluation test under the proposed
secondary control strategy without plug-and-play event, but
with communication time-delay

Case 5: Comparison of the proposed secondary control
scheme with the existing scheme

CASE 1: PERFORMANCE EVALUATION TEST UNDER THE
CONVENTIONAL PRIMARY/DROOP CONTROL ALONE
To evaluate the performance of the system under pri-
mary/droop control alone, the system is simulated with the
main grid initially connected and then islanded at t = 2 s.
The requested voltage levels of all the three DER units
are set to 208V phase-to-phase (i.e., VreqESS = VreqMS =
VreqGS = 208V). The requested active power levels of all
the three DER units are set as follows: ESS is set to 1 kW
out of 15 kW rating, MS is set to 5 kW out of 15 kW rating,
and GS is set to 10 kW out of 12.50 kW rating. The total
active load demand till t = 4 s is PL,Total = 28 kW (with

FIGURE 6. Main grid performance before and after disconnection.

FIGURE 7. ESS performance under droop control alone.

PL,Bus1 = 8 kW, PL,Bus2 = 4 kW, PL,Bus3 = 8 kW, and
PL,Bus4 = 8 kW), which is then increased to 32 kW by a step,
by setting PL,Bus2 = 8 kW, from t = 4 s towards the end of
simulation.

The behavior of the main grid before and after disconnec-
tion is depicted in Fig. 6, while the performance of the ESS,
MS and GS, under primary/droop control alone, is illustrated
in Figs. 7, 8 and 9, respectively. During transfer to islanding
mode, there is a loss of active power from the main grid. The
frequency of each DER units is allowed to sag slightly below
the nominal frequency (f0 = 60Hz), adopting the Pω-droop
characteristic. Such that, all the DER units immediately ramp
up their active powers outputs to compensate for the missing
quota of active power from the main grid, without using any
explicit communication network between the units. The DER
units will continue to ramp up their active power outputs
until the present active load demand is fulfilled, at which
stage the active power outputs of all the DER units achieve
a steady level, as depicted between t = 2 s and 4 s. During
the load increase event at t = 4 s, the two inverter-based
DER units (i.e., ESS and MS) further ramp up their active
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FIGURE 8. MS performance under droop control alone.

FIGURE 9. GS performance under droop control alone.

power outputs to meet the increased load demand, due to
their negligible inertias, by further sagging their frequencies
below the nominal frequency. However, due to its high inertia,
the GS (rotating synchronous machine-based DER unit) does
not pick up load and remains almost at its previous power and
frequency level. Note, that the change in frequency of each
DER unit is consistent with the specified frequency droop
value of 0.5Hz (i.e., 0.833%).

In a microgrid with multiple sources, the regulation of
the bus voltage levels to a specified constant value results
in large circulating VARs between the sources in the sys-
tem, which decrease the efficiency of the system and
increase the components rating. This circulating VARs prob-
lem can be minimized by adopting the QV -droop control
strategy [39].

Before the main grid disconnection at t = 2 s, the cir-
culating VARs are prominent, because the microgrid has to
regulate the bus voltage levels to the externally requested
voltage levels, Vreq, (208V phase-to-phase or 120V phase-
to-neutral). However, after islanding, once the voltage levels
are regulated to 120V, the circulating VARs are decreased to

FIGURE 10. Active power requested from each DER unit.

a minimum value. During the load increase event at t = 4 s,
the voltage levels of the buses also vary slightly, which in turn
vary the reactive power sharing output of each DER unit, until
the voltages are regulated through the QV -droop controller.
Note that the change in voltage level of each bus is consistent
with the specified voltage droop value of 5% (i.e., 6V for
phase-to-neutral voltage).

CASE 2: PERFORMANCE EVALUATION TEST UNDER THE
PROPOSED SECONDARY CONTROL STRATEGY, WITHOUT
PLUG-AND-PLAY AND COMMUNICATION TIME-DELAY
This case study is constituted to test the performance of the
proposed control strategy without giving any consideration to
plug-and-play event and communication time-delay.

The total active load demand till t = 6 s is PL,Total =
28 kW (with PL,Bus1 = 8 kW, PL,Bus2 = 4 kW, PL,Bus3 =
8 kW, andPL,Bus4 = 8 kW), giving an average load,PLi,avg =
9333.33W, per DER unit. The total load is then increased
by a step to, PL,Total = 32 kW, by setting PL,Bus2 = 8 kW
from t = 6 s towards the end of simulation, giving an average
load, PLi,avg = 10,666.67W, per DER unit. The constant, α,
in (18) is set to 0.001.

As illustrated in Fig. 10, using (18), the requested powers
from the DER units are forced to develop average consensus
in a finite-time, as depicted in the zoomed-in view. Based
on this agreed upon value of the requested powers, all the
DER units are forced to dispatch equal active powers before
and after the load variation, and track the average active load
all the time. Upon the main grid disconnection at t = 2 s,
the consensus between the power outputs of the DER units is
achieved within 2 s. Upon the load increase event at t = 6 s,
the consensus is achieved at a higher value within 1 s. In both
cases, the individual active power output of a DER unit equals
the system average load, while the combined active power
output of all the three DER units tracks/equals the system
total load, as shown in Fig. 11. The overall performance of
the ESS, MS and GS is depicted in Figs. 12, 13 and 14,
respectively. It is evident, that the frequency is quite accu-
rately regulated to its nominal value (60Hz), in each case,
before and after the load increase event. However, minor
transient disturbance can be seen in the frequency upon the
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FIGURE 11. Equal active power sharing test for DER units.

FIGURE 12. Performance of the ESS under the proposed control strategy.

FIGURE 13. Performance of the MS under the proposed control strategy.

load increase event. The reactive power is decreased to a
minimum value and the line-to-neutral bus voltage is reg-
ulated to its nominal value (120V). With the increase in
load, the bus current as well as the active power dispatch
increases.

FIGURE 14. Performance of the GS under the proposed control strategy.

FIGURE 15. Active power requested from each DER unit with
plug-and-play event.

FIGURE 16. Equal active power sharing test for DER units with
plug-and-play event.

CASE 3: PERFORMANCE EVALUATION TEST UNDER THE
PROPOSED SECONDARY CONTROL STRATEGY WITH
PLUG-AND-PLAY EVENT, BUT WITHOUT
COMMUNICATION TIME-DELAY
This case study is conducted to analyze the performance
of the proposed control strategy under the plug-and-play
event, but without giving any consideration to communication
time-delay.
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FIGURE 17. Performance of the ESS under the proposed control strategy
with plug-and-play event.

FIGURE 18. Performance of the MS under the proposed control strategy
with plug-and-play event.

FIGURE 19. Performance of the GS under the proposed control strategy
with plug-and-play event.

An important feature of the MAS-based control archi-
tecture is to support the plug-and-play feature for the
agents. Such that, the system must be capable of

FIGURE 20. Equal active power sharing test for DER units under different
communication time-delays.

re-configuring/adapting itself to the change in the com-
munication topology, resulting either from the removal/
disconnection of an in-service agent from the system, or then
from the addition/integration of an incoming agent to the
system [40].

The plug-and-play operation, in this research, is realized by
plugging out MS at t = 9 s and restoring it at t = 13 s. It is
worth mentioning, however, that plugging out MS at t = 9 s
also deactivates the two-way communication links between
MS and ESS, and between MS and GS, simultaneously,
as shown in Fig. 2.

The total active load demand till t = 6 s is PL,Total =
12 kW (with PL,Bus1 = 0 kW, PL,Bus2 = 4 kW, PL,Bus3 =
4 kW, andPL,Bus4 = 4 kW), giving an average load,PLi,avg =
4 kW, per DER unit. The total load is then increased by a step
to, PL,Total = 16 kW, by setting PL,Bus2 = 8 kW from t = 6 s
to 9 s, giving an average load, PLi,avg = 5333.33W, per DER
unit. At t = 9 s, theMS is plugged out, resulting in an average
load, PLi,avg = 8 kW, per DER unit. At t = 13 s, the MS
is restored, giving an average load, PLi,avg = 5333.33W,
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FIGURE 21. Frequency regulation test for DER units under different
communication time-delays.

per DER unit, and is kept delivering power till the end of
simulation.

As shown in Fig. 15, using (18), the requested powers from
the DER units are again forced to develop average consensus
in a finite-time. Upon the main grid disconnection at t =
2 s, the consensus between the power outputs of the DER
units is developed at 4 kW. Upon the load increase event,
the consensus is developed at an increased value of 5333W.
Upon taking MS out-of-service, the remaining DER units

FIGURE 22. Equal active power sharing test for DER units using [30]–[32].

FIGURE 23. Equal active power sharing test for DER units under
plug-and-play event using [30]–[32].

(i.e., ESS and GS) have to ramp up their active power outputs
to compensate for the power previously delivered by all the
three DER units collectively. Hence, consensus is achieved
at a further increased value of 8 kW. While upon restoring
MS, consensus is developed back at a lower value of 5333W.
In each case, the individual active power output of a DER unit
equals the system average load, while the combined active
power output of all the three DER units tracks/equals the
system total load, as illustrated in Fig. 16.

Figures 17, 18 and 19, respectively, depict the overall
performance of the ESS, MS and GS. It can be seen that
the frequency is quite accurately regulated to its nominal
value (60Hz), in each case. Both the load increase and plug-
and-play events render minor transient disturbances in the
frequency. The reactive power is decreased to a minimum
value, and the line-to-neutral bus voltage is regulated to its
nominal value (120V).

CASE 4: PERFORMANCE EVALUATION TEST UNDER THE
PROPOSED SECONDARY CONTROL STRATEGY WITHOUT
PLUG-AND-PLAY EVENT, BUT WITH COMMUNICATION
TIME-DELAY
The robustness of the proposed control strategy to communi-
cation time-delays is tested under different time-delays (i.e.,
200ms, 500ms and 800ms), in this section. It can be seen
in Figs. 20 and 21 that the closed-loop system response
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FIGURE 24. Equal active power sharing test for DER units under different
communication time-delays using [30]–[32].

FIGURE 25. Frequency regulation test for DER units using [30]–[32].

(i.e., Psharing and f of DER units) becomes oscillatory and
the convergence becomes slow under communication time-
delays. Such that, greater the time-delay, greater will be the
oscillation and slower will be convergence, and vice versa.
However, the proposed strategy is still capable of fulfilling
its objectives by successfully tolerating both small and large
communication time-delays.

CASE 5: COMPARISON OF THE PROPOSED SECONDARY
CONTROL SCHEME WITH THE EXISTING SCHEME
The proposed control scheme is further tested against the
existing distributed equal active power sharing scheme, found

FIGURE 26. Frequency regulation test for DER units under plug-and-play
event using [30]–[32].

TABLE 1. Line impedances, coupling inductances and coupling capacitor
of the test microgrid.

in [30]–[32], and expressed as follows.

Ṗi,req (t) = Ṗi,meas (t)

= −α
∑
j∈Ni

[
Pi,meas (t)− Pj,meas (t)

]
(19)

As depicted in Figs. 22-24, the control scheme presented
in [30]–[32] exhibits a slower convergence and larger devi-
ations in case of equal active power sharing, than the pro-
posed control scheme depicted in Figs. 11, 16, and 20 under
the same conditions. These deviations in power sharing are
quite prominent in case of plug-and-play operation, as shown
in Fig. 23. Similarly, in case of communication time-delays,
shown in Fig. 24, the scheme presented in [30]–[32], exhibits
larger oscillations in power sharing under large time-delays
(i.e., 500ms), than the proposed control scheme depicted
in Fig. 20, and the consensus/convergence is not achieved
even after t = 10 s.

Similarly, in case of frequency regulation, the scheme
presented in [30]–[32], exhibits much larger deviations,
as depicted in Figs. 25-27 than the proposed scheme depicted
in Figs. 12-14, 17-19, and 21 under the same conditions.
Again, these deviations are easily noticeable under plug-
and-play operation, as illustrated in Fig. 26. While in
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TABLE 2. Transformer specifications of the test microgrid.

FIGURE 27. Frequency regulation test for DER units under different
communication time-delays using [30]–[32].

case of communication time-delays, the scheme presented
in [30]–[32], as shown in Fig. 27, finds it difficult to con-
verge the frequencies to their nominal values under large
time-delays (i.e., 500ms), than the proposed control scheme
depicted in Fig. 21, still precisely regulating the frequencies.

VI. CONCLUSION
In this article, a fully-distributed and delay-tolerant robust
secondary control scheme is proposed for droop-controlled
AC microgrids. The stated strategy is inspired by the coop-
erative control concept of multi-agent systems. It considers
the hierarchical control structure of the DER units. Owing
to the fully-distributed configuration of the proposed control

TABLE 3. Specifications of the inverter-interfaced energy storage system
and microsource of the test microgrid.

strategy, each DER unit in the test microgrid requires only its
own information and information of its neighbors. This not
only minimizes the overall bandwidth requirement and cost
of the underlying communication network, but also increases
the reliability of the microgrid operation. The proposed tech-
nique ensures equal active power sharing between three
DER units by tracking the time-varying average load, with a
finite-time convergence. Consequently, the frequencies of the
DER units are regulated to their nominal values. Additionally,
the proposed strategy renders the plug-and-play capability for
DER units, and demonstrates significant robustness against
load disturbances and, both small and large, communica-
tion time-delays. A notable feature of the proposed control
scheme is that it ensures equal active power sharing and
frequency regulation using a single control protocol for each
DER unit as compared to the concepts reported in [30]–[32],
where a separate control methodology has been used for both
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TABLE 4. Specifications of the genset of the test microgrid.

purposes. The performance and efficacy of the proposed strat-
egy is validated through exhaustive numerical simulations
performed in Matlab/Simulink on an ACmicrogrid testbench
comprising three DER units. The proposed strategy exhibits
a superior performance as compared to the existing control
strategy in this area.

APPENDIX
PARAMETERS OF THE WHOLE SYSTEM
See Tables 1–4.
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