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ABSTRACT Polyphonic sound event detection (SED) is an emerging area with many applications for smart
disaster safety, security, life logging, etc. This paper proposes a two-stage polyphonic SED model when
strongly labeled data are limited but weakly labeled and unlabeled data are available. The first stage of the
proposed SED model is constructed by a residual convolutional recurrent neural network (RCRNN)-based
mean teacher model with convolutional block attention module (CBAM)-based attention. Then, the second
stage fine-tunes the student model from the first stage by applying the proposed semi-supervised loss function
to accommodate the noisy targets of weakly labeled and unlabeled data. The proposed SED model is applied
to both Detection and Classification of Acoustic Scenes and Events (DCASE) 2019 Challenge Task 4 and
DCASE 2020 Challenge Task 4, and its performance is compared with those of the baseline and top-ranked
models from both challenges by measuring the F1-score and polyphonic sound detection score (PSDS). The
experiments show that the RCRNN-based first-stage model with CBAM-based attention achieves a higher
F1-score and PSDS than the baseline and top-ranked models for both challenges. Furthermore, the proposed
two-stage SED model with the semi-supervised loss function improves the Fl-score by 6.1% and 4.6%
compared to the top-ranked models from DCASE 2019 and 2020, respectively.

INDEX TERMS Convolutional block attention module, polyphonic sound event detection, residual convo-

lutional recurrent neural network, semi-supervised loss function, unlabeled data, weakly labeled data.

I. INTRODUCTION

Sounds contain important information in our daily lives and
help us to perceive auditory scenes according to individ-
ual sound events occurring around us. Sound event detec-
tion (SED) aims to classify specific sound events in diverse
sound environments and to detect the onset and offset times
of each sound event. SED could affect a wide range of
applications associated with sound sensing [1]. For example,
acoustic monitoring could detect physical events, such as
glass breaking, a gun firing, tires skidding, or a car crash-
ing. SED can also be incorporated into audio captioning
for understanding social media content in more detail [2],
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audio monitoring in smart cities [3], life assistance and
healthcare [4], etc.

Many approaches for constructing a SED model rely upon
strongly labeled data. Over the last decade, machine learning-
based SED methods have been proposed, such as the sup-
port vector machine (SVM) [5] and Gaussian mixture model
(GMM)-hidden Markov model (HMM) [6], [7], in which
audio signals are parameterized using mel-frequency cep-
stral coefficients. Recently, deep neural network-based
approaches for SED have become mainstream due to the
advances of computing power and significant improvement
of deep learning compared to machine learning or statisti-
cal approaches. Different neural network architectures, such
as fully connected neural networks [8], convolutional neu-
ral networks (CNNSs) [9], [10], recurrent neural networks
(RNNs) [11], and convolutional recurrent neural networks
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(CRNNSs) [12], [13], have been applied to SED. These SED
models predict a strong label for each analysis frame and then
detect the onset and offset times of a sound event, referred to
as a timestamp, according to the predicted labels.

In general, the supervised learning described above
requires a sufficient amount of sound data with strong labels
to train an SED model. Moreover, such training data should
be collected in a real environment in which a target applica-
tion using SED could be deployed [1]. However, it is time
consuming to give strong labels to all training data because
strong labels should include the event type and the timestamp
of each sound event, which results in a limited amount of
strongly labeled data. An alternative is the combination of
limited strongly labeled data with an ample amount of weakly
labeled data whose labels only include the sound event types
without any information on the timestamps of the events [15],
[16]. Therefore, collecting weakly labeled data is much easier
and cheaper than collecting strongly labeled data.

To handle weakly labeled data for SED, a popular approach
is based on the multiple instance learning (MIL) framework
[17]. In the MIL framework, weakly labeled data are pro-
cessed by a CNN or an RNN to obtain a time-dependent
feature map, which is then used to construct an instance-level
prediction layer that is further pooled into a bag-level predic-
tion layer. The loss function is the binary cross-entropy (BCE)
between the output of the bag-level prediction layer and the
target event label. In the inference stage, single or multiple
event types included in the input audio clip are predicted by
the bag-level prediction layer output while the instance-level
predictions provide the timestamp of each predicted event.

Instead of only using strongly labeled data, weakly labeled
data can be additionally used to construct an SED model
based on supervised and weakly semi-supervised learning
(SWSL) [18]. In one study, SWSL was good as the unified
framework for handling strongly and weakly labeled data,
but the graph search required considerable computations to
realize the loss function [19].

In addition to strongly and weakly labeled data, unlabeled
data can be used to improve the prediction accuracy of
SED. One of the approaches using strongly labeled, weakly
labeled and unlabeled data is mean teacher learning [20]. The
mean teacher learning-based SED method has two parallel
models in the MIL framework, where the student model is
trained with the target labels that are predicted by the teacher
model. Then, the teacher model is also updated according
to the weight changes of the student model for each epoch.
In particular, the loss function of the mean teacher model
is a composition of different functions according to the data
types. In other words, the loss function for strongly labeled
data is the cross-entropy between the output of the instance-
level prediction layer and the timestamp with the target event
label for strongly labeled data. In addition, the loss function
for weakly labeled data is the cross-entropy between the
output of the instance-level prediction layer and the target
label for weakly labeled data. To treat unlabeled data, the loss
function includes the mean squared error (MSE) between the

VOLUME 9, 2021

output of the bag-level prediction layer and that of the teacher
model and the MSE between the output of the instance-level
prediction layer and that of the teacher model. Note here
that the MSEs are computed for all training data, including
strongly labeled, weakly labeled, and unlabeled data. For the
inference, only the student model is used, and the prediction
is made as in the conventional MIL framework. This mean
teacher learning-based model was introduced as a baseline
in the Detection and Classification of Acoustic Scenes and
Events (DCASE) 2019 Challenge Task 4 [21], where a CRNN
was used to represent a feature map in the MIL framework
[17]. As described above, the outputs of the mean teacher
model could provide noisy labels and timestamps for weakly
labeled and unlabeled data because the teacher model is not
perfect. To handle noisy targets, a soft bootstrapping tech-
nique that discounts the noisy target contribution in the loss
function was introduced [22].

Even though these approaches described heretofore
improved the SED performance by adding weakly labeled
and unlabeled data to strongly labeled data, several avenues
can improve the performance of SED. First, the feature map
for a mean teacher model can be improved by replacing the
CRNN with another architecture. Each sound event is char-
acterized by its loudness, pitch, perceived duration, timbre
and spaciousness [23]. Moreover, the sound events belonging
to the same sound class might have different characteristics.
Thus, to obtain a better feature map for all the sound events,
the number of convolutional blocks should be increased com-
pared to the baseline mean teacher model [21]. In this case,
a residual block prior to each convolutional block enables
us to train the neural network by overcoming the vanish-
ing gradient issue [24]. Consequently, instead of a CRNN,
a residual convolutional recurrent neural network (RCRNN)
is newly proposed to improve the feature map for the mean
teacher model. In addition, the feature map can be further
improved by incorporating an attention mechanism into the
convolutional layers by suppressing the unimportant fea-
tures for the feature map [25]. In particular, the proposed
RCRNN-based mean teacher model is designed by incor-
porating the convolutional block attention module (CBAM)
in [25].

Second, instead of directly utilizing the RCRNN-based
mean teacher model for SED, this paper proposes a two-
stage approach for SED. The RCRNN-based mean teacher
model provides a lower detection accuracy for weakly labeled
and unlabeled data than for strongly labeled data because the
predicted labels for weakly labeled and unlabeled data are
error-prone, as indicated by [22]. Therefore, the first stage of
the proposed two-stage SED model, which is the RCRNN-
based mean teacher model, acts as a pretrained model to
generate labels for weakly labeled and unlabeled data. Then,
the second stage is constructed using the same network archi-
tecture of the student model from the first-stage mean teacher
model by following the knowledge distillation technique [26].
Consequently, the second stage provides a fine-tuning model
to perform SED.
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Third, the first stage predicts noisy labels and timestamps
for weakly labeled and unlabeled data. In the second stage,
the target labels for the weakly labeled and unlabeled data
are noisy or erroneous; thus, a semi-supervised loss function
is also proposed here to accommodate such noisy target labels
in the second stage.

The effectiveness of the proposed two-stage SED model
with the semi-supervised loss function is evaluated on the
DCASE 2019 and 2020 Challenge Task 4 datasets by mea-
suring the event-based F1-score and polyphonic sound detec-
tion score (PSDS) [27]. In addition, the performance of the
proposed SED model is compared with those of conventional
ones, including the CRNN-based SED method [21], [28],
which is the baseline model for DCASE 2019 and 2020 Chal-
lenge Task 4, and the SED models that ranked first in both
challenges [29], [30].

The remainder of the paper is organized as follows. Fol-
lowing this introduction, Section II briefly reviews the mean
teacher model that is the baseline for DCASE 2019 and 2020
Challenge Task 4. Then, Section III proposes the two-stage
SED model, focusing on the RCRNN-based mean teacher
model in the first stage of the proposed SED model and
the semi-supervised loss function for the fine-tuning net-
work in the second stage of the proposed SED model. Next,
Section IV evaluates the performance of the proposed SED
model and compares it with those of the baseline and top-
ranked SED models for DCASE 2019 and 2020 Challenge
Task 4. Finally, Section V concludes this paper.

Il. CRNN-BASED MEAN TEACHER MODEL FOR SED

Fig. 1 shows the schematic diagram of the baseline SED
model for DCASE 2019 and 2020 Challenge Task 4 [21],
[28], where the network architectures for the teacher and
student models of the mean teacher model are based on
CRNN, and they are identical. As shown in the figure, the
CRNN of both the teacher model and the student model
stacks three different neural networks: a CNN, an RNN,
and a fully connected (FC) layer. In this CRNN structure,
the CNN, which is composed of a series of convolutional
modules with a convolutional layer and a pooling layer, plays
the role of a feature extractor. The numbers of convolutional
modules are set to three and seven for DCASE 2019 and 2020,
respectively. In addition, a gated linear unit (GLU) is used for
the activation function in each convolutional layer for both
DCASE 2019 and 2020. The pooled feature map from the last
CNN module is used as the input of the bidirectional gated
recurrent unit (BiGRU), which is one of the RNNs. Here,
two BiGRUs are used to form a time-dependent feature map,
and the output of the second BiGRU is connected with an
FC layer, resulting in the 2-dimensional (2-D) output whose
dimension is the number of frames by the number of sound
events to be detected in SED. This 2-D output becomes a
form of a strong label because it has timestamp information
according to each sound event. Finally, the 2-D output is
further processed by an aggregation layer that is implemented
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FIGURE 1. Schematic diagram of the CRNN-based mean teacher model.

by attention pooling, which results in a weak label (i.e., target
label without a timestamp) for the input audio clip.

To train the student model in the mean teacher model, a loss
function is defined by the sum of four different functions:

LMeanTeacher (9)
=Y "BCE; (i:0) + Y _ BCEy (i:0)
ieS ieWw
+X Y MSEs(i:6,0')+1 Y MSEw (i:6.0')
i€{S,W,U} i€{S,W,U}

ey

where i denotes the i-th training audio clip and 6 and 6 are the
student and teacher models, respectively. In addition, S, W,
and U indicate the sets of strongly labeled, weakly labeled,
and unlabeled data, respectively. The first two equations on
the right-hand side in (1) correspond to two BCE functions:
one is the BCE between the target label and the output from
the FC layer for the strongly labeled training data, and the
other is the BCE between the target label and the output of the
aggregation layer for the weakly labeled training data. Here,
the BCE is defined as

BCE (i;0) = — (y; log $ip + (1 —yp) log (1 — $i0)) (2)

where y; and y; ¢ are the target label and the output of the stu-
dent model, 6, for the i-th audio clip, respectively. Therefore,
BCEjs (i;0) and BCEw (i;60) in (1) are defined as in (2) for
strongly labeled data and weakly labeled data, respectively.

To compute the MSEs in the other two functions in (1),
the outputs of the FC layer from the teacher model, 6’, are
assumed to be strong labels composed of the target event
type and timestamps for a given audio clip while the outputs
of the aggregation layer from 6’ correspond to weak labels
predicting only target event types. Then, the MSE between
the two outputs from 6 and 6’ is computed for strong labels
and weak labels, respectively. The MSE for the i-th audio clip
is defined as

MSE (i;0,0") = |9io — Sier ; 3)
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In other words, the MSE loss functions distill knowledge
from the teacher to the student [26]. Finally, the contribution
of the MSE over the BCE is controlled by a hyperparame-
ter, A.

After computing the loss function, the parameters of the
student model, 6, are updated according to the error back-
propagation. In addition, the parameters of the teacher model,
0’, are updated by the exponential moving average (EMA)
of the pre-epoch parameters of the teacher model with the
newly updated parameters of the student model, which means
that the teacher model parameters are updated slightly toward
the student model parameters. After terminating the train-
ing, the student model is finally used to predict the event
type and timestamp for each test audio clip in the baseline
model.

The mean teacher model described so far provides a good
solution for unlabeled data training because there is no tar-
get label regarding the event type and timestamp for each
unlabeled audio clip [20]. However, the outputs from the
teacher model, which act as the target labels for the MSE loss
functions, are noisy, so the performance of the student model
is highly dependent on the degree of noisiness of the teacher
model outputs. Therefore, in this paper, a semi-supervised
loss function will be defined in Section III-B to discount the
noisiness for the weakly labeled and unlabeled data. In addi-
tion, the network architecture of the mean teacher model will
be changed from the CRNN to the RCRNN with attention
to provide a better feature map, which will be described in
Section III-A.

1Il. PROPOSED TWO-STAGE POLYPHONIC SED MODEL
This section proposes a two-stage SED model with strongly
labeled, weakly labeled, and unlabeled data. As shown in Fig.
2(a), the first stage of the proposed SED model trains a mean
teacher model that is composed of the proposed RCRNN
architecture with CBAM-based attention, where the train-
ing procedure follows the approach described in Section II.
After finishing the RCRNN-based mean teacher model, the
student model of the mean teacher model is taken as a pre-
trained model for the second stage of the proposed SED
model. Compared to the first-stage training, the second-stage
training is done with the instance-level predictions in the
MIL framework for all the strongly labeled, weakly labeled,
and unlabeled data. To obtain instance-level predictions, the
student model of the first stage is used to decode instance-
level predictions for the weakly labeled and unlabeled data,
as shown in Fig. 2(b). Note here that the strongly labeled
data have their corresponding strong target labels with a
form of instance-level predictions. The target labels for the
weakly labeled and unlabeled data are noisy or erroneous;
thus, a semi-supervised loss function is also proposed here
to accommodate such noisy target labels in the second stage.
A more detailed explanation of the RCRNN with attention
and the semi-supervised loss function will be given in the
following subsections.
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TABLE 1. Network architecture of a residual convolutional neural
network in the proposed RCRNN.

Name Layers
Input layer Input: log-mel spectrogram
(7 x 7,Conv2D, @16, GLU, BN)
2x2 pooling layer
(7 x 7,Conv2D, @32, GLU, BN)
2X2 pooling layer
(3 X 3,Conv2D, @64—,) 5
ReLU, BN
Self-attention module (CBAM)
1X2 pooling layer
3 x 3,Conv2D, @128,

( ReLU, BN ) X2
Self-attention module (CBAM)
1X2 pooling layer

3 x 3,Conv2D, @128,

( ReLU, BN )x2
Self-attention module (CBAM)
1X2 pooling layer

3 x 3,Conv2D, @128,

( ReLU, BN )%
Self-attention module (CBAM)
1X2 pooling layer

3 x 3,Conv2D, @128,
™ ety )
Self-attention module (CBAM)
1x2 pooling layer

Output shape
1x628%128

16x314x64

Stem block
32x157x32

64x157x16

128x157%8

Residual
convolutional
block

128%157x4

128X157%2

128x157x1

A. FIRST STAGE: PROPOSED RCRNN-BASED MEAN
TEACHER MODEL

Fig. 3 shows a network architecture of the proposed RCRNN
with CBAM-based attention. First, as described in [28], the
signal of a given audio clip is downsampled from 44.1 kHz
to 16 kHz and segmented into consecutive frames of 2,048
samples with a 255-sample hop size. Then, a 2,048-point
fast Fourier transform (FFT) is applied to each frame, and
the magnitude spectrum is converted into 128-dimensional
log mel-filterbanks. Next, 628 frames are grouped to make
a (628 x 128) spectral image, which is then used as the
input feature to the proposed residual CNN (RCNN) with
attention. As shown in the figure, the RCNN is composed
of one stem block and five residual convolutional blocks,
where the stem block consists of two convolutional blocks
with 16 and 32 kernels for the first and second convolutional
blocks, respectively. Each convolutional block has (7 x 7)
kernels with a stride of (1 x 1), and it is followed by batch
normalization, GLU activation, and a (2 x 2) average pooling
layer.

Fig. 4 shows a residual convolutional block with CBAM-
based attention [25]. As shown in the figure, each resid-
ual convolutional block is composed of two convolutional
layers followed by batch normalization and rectified linear
unit (ReLLU) activation; it also has the shortcut connection for
the residual learning [24]. The detailed hyperparameters for
the residual convolutional block are listed in Table 1. Next,
CBAM-based attention [25] is applied to the output of each
residual convolutional block, F', such as

F =M.(F)Q®F, @
F" =M,F)®F' (5
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FIGURE 2. Block diagram of the proposed two-stage SED model: (a) the first stage based on the RCRNN-based
mean teacher model and (b) the second stage using the proposed semi-supervised loss function.

where ® denotes elementwise multiplication. In other words,
the channel attention, M.(-), is first applied to F', and then the
spatial attention, M(-), is applied to the output of the channel
attention, F’. The channel attention in (4) is calculated by the
equation

M. (F)=0 (MLP (AvgPool. (F)) + MLP (MaxPool. (F)))
(6)
where o denotes a sigmoid function and MLP is a multilayer
perceptron with one hidden layer. In addition, AvgPool.(-)
and MaxPool.(-) are the average pooling and max pooling

functions over the spatial dimension, respectively. Similarly,
the spatial attention is applied as

M (F) = o (f ([AvgPools (F) ; MaxPool; (F)])) @)

7568

where f represents a convolution operation with (7 x 7) con-
volution filters. Moreover, AvgPool,(-) and MaxPool(-) rep-
resent the average pooling and max pooling operations over
the channel dimension, respectively. Finally, the channel-
spatially refined feature map, F”, is further processed by a
(1 x 2) pooling layer.

After finishing all the residual convolutional blocks, the
(128 x 157 x 1) feature map is applied to a recurrent block,
as shown in Fig. 4. The recurrent block consists of two
BiGRUs to learn the temporal context information, where
ReLU is used as an activation function for each GRU. The
(157 x 256) output of the recurrent block is processed by
an FC layer and then by a sigmoid function, resulting in a
(157 x 10) output, where 10 denotes the number of sound
events to be detected. Consequently, the input dimension
of 628 is reduced to the output dimension of 157; thus, the
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FIGURE 3. Network architecture of the proposed RCRNN-based mean
teacher model for the first stage of the proposed SED model.

time resolution of the output corresponds to 1,020 samples.
Note that an (157 x 10)-dimensional output is related to a
strong label including the sound event type and timestamp.
Moreover, a weighted pooling layer is applied to the (157 x
10)-dimensional output to obtain an (1 x 10)-dimensional
output that predicts a weak label for the given audio clip.

This RCRNN-based first stage of the proposed SED model
is trained according to the loss function defined in (1) for
all the training data composed of strongly labeled, weakly
labeled, and unlabeled data. After finishing the model train-
ing, the student model of the RCRNN-based mean teacher
model is brought to the second stage of the proposed SED
model.

B. SECOND STAGE: FINE-TUNING WITH
SEMI-SUPERVISED LOSS FUNCTION

As mentioned earlier, the student model of the first stage
provides the predicted target labels for each audio clip from
weakly labeled or unlabeled data, where the prediction is
performed to give only strong labels, as shown in Fig. 3.
In other words, while the student model can predict weak
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FIGURE 4. Block diagram of a residual convolutional block with
CBAM-based attention.

labels and strong labels as its output, only strong labels are
taken as the target labels for the fine-tuning model, as shown
in the right part of Fig. 2(b). Notice that the correct target
labels for strongly labeled data are already given.

The network architecture of the fine-tuning model in this
paper is identical to that of the student model, as shown in
Fig. 4, except that there is no network path for the weak label
prediction because predicted strong labels for weakly labeled
or unlabeled data are available from the pretrained student
model. To train the fine-tuning model, a loss function should
be defined. First, since strong labels are available regardless
of strongly labeled, weakly labeled, and unlabeled data, a loss
function can be given by modifying (1) as

Z BCE; (i:0). (8)

ie{S,W,U}

L) =

However, the target labels for computing (8) are noisy or
erroneous for the weakly labeled or unlabeled data while they
are given as references for strongly labeled data. It is known
that a soft bootstrapping approach can improve the prediction
performance when the target is noisy [22]. Inspired by this
approach, a semi-supervised loss function is proposed here.

For the semi-supervised loss function, the strong labels
predicted from the student model for weakly labeled and
unlabeled data are first binarized as

0 )A)i,g < thg ©)

Yio = )
! 1 otherwise
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where 6 denotes the student model and ths is a threshold
for the binarization that is set to 0.5 as in [8]. Next, a semi-
supervised loss function is defined by using both the BCE
for strongly labeled data and soft bootstrapping for weakly
labeled and unlabeled data, such as

Loemi = »_BCE(i:6;)+ Y BCEyuu(i:6,) (10)
ieS ie{w,U}

where 6; denotes the fine-tuning model of the second stage
of the proposed SED model, as shown in the right part of
Fig. 2(b). In addition, BCE (i;6;) is defined as in (2), and
BCEq(i;0;) is the BCE between the binarized target from (9)
and the predicted output from 6,. In other words, BCEjy; (i;6;)
is defined as

BCE o (i3 6,) = —(3; log 3i.0,+(1—5,) log (1 — 3i9,) (11)

where J; g, 3i.0, is the output of the fine-tuning model, 6;, for
the i-th audio clip. In (11), y; is an interpolated target between
the binarized strong labels in (9), and it is computed as

yi = BYio + (1 — B) i, (12)

where B8 (0 <B < 1) is an interpolation parameter to control
the influence of weakly labeled and unlabeled data on the
predicted target label. As § in (12) is set to be close to one,
it implies that the predicted target label from the student
model is reliable. However, S is set to be smaller than one if
the binarized predicted target label is noisy. In the following
section, the performance evaluation depending on different
settings of 8 is presented.

IV. PERFORMANCE EVALUATION

A. DATASET

The performance of the proposed two-stage RCRNN-
based SED model was evaluated on two different tasks:
DCASE 2019 Challenge Task 4 and DCASE 2020 Challenge
Task 4. The two tasks focused on large-scale sound detection
in domestic environments, and there were 10 sound event
types including speech, dog, cat, alarm/bell/ringing, dishes,
frying, blender, running motor, vacuum cleaner, and electric
shaver/toothbrush sound events [21].

Table 2 describes the data distributions of the training set,
development set, and evaluation set for DCASE 2019 Chal-
lenge Task 4 and DCASE 2020 Challenge Task 4. As shown
in the table, DCASE 2019 Challenge Task 4 included three
datasets: 1) a weakly labeled dataset without timestamps,
2) an unlabeled in-domain dataset without any labels, and
3) a strongly labeled synthetic dataset. The weakly labeled
and the unlabeled in-domain datasets were taken from the
AudioSet dataset [31] while the strongly labeled dataset was
generated using the Scaper soundscape synthesis and aug-
mentation library [32]. The numbers of audio clips were
14,412, 1,578, and 2,045 in the unlabeled, weakly labeled,
and strongly labeled datasets, respectively. Each audio clip
was stored as both mono- and stereo-channel signals that were
sampled at 44.1 kHz with a maximum duration of 10 seconds.
DCASE 2020 Challenge Task 4 also had three datasets as in
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TABLE 2. Comparison of the datasets between DCASE 2019 Challenge
Task 4 and DCASE 2020 Challenge Task 4.

Dataset DCASE DCASE
2019 Task 4 2020 Task 4
Training Strongly labeled dataset 2,045 2,584
set Weakly labeled dataset 1,578 1,578
Unlabeled dataset 14,412 14,412
Dev set Validation test dataset 1,168 1,168
Eval set Evaluation test dataset 692 -

DCASE 2019 Challenge Task 4. The unlabeled and weakly
labeled datasets of DCASE 2020 Challenge Task 4 were
identical to those of DCASE 2019 Challenge Task 4 while
the number of audio clips for the strongly labeled dataset
was increased from 2,045 to 2,584. In this paper, 20% of the
strongly labeled data were used to validate the neural network
models during training while 80% of the strongly labeled data
with all the weakly labeled and unlabeled data were used to
train the models. Note here that the SED models applied to
DCASE 2019 Challenge Task 4 and DCASE 2020 Challenge
Task 4 were trained using only the training sets denoted in the
second and third rows of Table 2, respectively.

For the performance evaluation of the SED models, two
datasets were prepared: a validation test dataset, referred to
as the Dev set; and an evaluation test dataset, referred to as
the Eval set. The Dev set was composed of 1,168 strongly
labeled audio clips that contained 4,093 sound events for both
DCASE 2019 and 2020 Challenge Task 4. The Eval set was
only available for the evaluation of DCASE 2019 Challenge
Task 4, and it had 692 strongly labeled audio clips with 2,765
sound events [21].

B. EXPERIMENTAL SETUP

To train the proposed SED model, the neural network weights
of the mean teacher model in the first stage were initialized
by using Xavier initialization [33], but the biases were all
initialized to zero. Next, the mini-batchwise adaptive moment
estimation (ADAM) optimization algorithm [34] was applied,
where dropout was also applied at a rate of 0.5 [35]. In addi-
tion, the learning rate was set according to the ramp-up
strategy [36], where the maximum learning rate reached
0.001 after 50 epochs.

For the second stage of the proposed SED model, the stu-
dent model from the mean teacher model of the first stage was
fine-tuned using 5-fold cross-validation that divided all the
data in the training set into 5 folds, where 4 out 5 folds were
used for training and the remaining fold was used for vali-
dation. Here, the learning rate was initially set to 0.001 and
it was reduced by a simple learning rate schedule when the
semi-supervised loss function defined in (10) plateaued on
the validation set (commonly known as ReduceLRonPlateau
in PyTorch) [37]. After finishing the 5-fold cross-validation
training, the 5-fold models were linearly combined to form
an ensemble classifier. In this paper, the hyperparameter, 3,
in (12) was set from 0.3 to 0.9 at a step size of 0.2 in order to
examine the effect of different degrees of influence of weakly
labeled and unlabeled data on the predicted target label.
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The performances of the proposed SED model applied
to DCASE 2019 and 2020 Challenge Task 4 were first
compared with those of the baseline models released by
DCASE 2019 Challenge Task 4 [21] and DCASE 2020
Challenge Task 4 [28]. In addition to the baselines, the
performances of the top-ranked models throughout the
challenges were compared. The top-ranked models in
the DCASE 2019 and DCASE 2020 Challenge Task 4 were
based on a teacher-student model with guided learning
[29] and a mean teacher model with a transformer [30],
respectively.

All the neural network models in this paper were imple-
mented using a deep learning package in Python 3.6.9 with
PyTorch 1.6.0, and the training and evaluation of the models
were conducted on an Intel Core 17-7700 workstation with an
NVidia GTX 1080ti GPU. However, instead of running the
baselines and top-ranked models in DCASE 2019 and 2020,
their performances were taken from the reports corresponding
to each model [29], [30].

C. EVALUATION METRICS

The performance of SED models was compared in objective
measures, such as Fl-score, error rate (ER), and PSDS. The
F1-score was defined as [38]

2 - Precison - Recall
F1 — score = - (13)
Precison + Recall

where Precision = TP/(TP + FP) and
Recall = TP/(TP + FN). Here, TP, FP, and FN are the num-
bers of true positive, false positive, and false negative sam-
ples, respectively. A higher F1-score implies better detection
performance for SED. In fact, an event-based F1-score was
first calculated following [21]. Then, the macro average
Fl1-score was computed by averaging the Fl-scores across
all sound event types.

The ER measured the number of errors in terms of inser-
tions (I), deletions (D), and substitutions (S), and it was
defined as [38]

Y iSO+Y, DO+ ;10)
2N (@)
where 1(i), D(i), S(i), and N (i) are the numbers of inserted,
deleted, substituted, and ground truth sound events in the i-th
audio clip, respectively. Note that a lower ER indicates better
SED performance.
Last, PSDS was defined as the normalized area under the

polyphonic sound event detection—receiver operating charac-
teristic (PSD-ROC) curve, r (e), as [27]

ER =

(14)

€max

PSDS = L r (e) de. (15)

€max JO
To compute r (e), the effective FP rate (eFPR) and effective
TP rate (eTPR) were computed as [27]

1
eFPR : ¢* 2 Rpp. + act o1 > sccRereer (16)
- ¢#c

eTPR : 7 (e) = ptp (¢) — astoTp (€) 7)
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TABLE 3. Comparison of the F1-scores and ERs between the baseline of
DCASE 2019 Challenge Task 4 and the first stage of the proposed
RCRNN-based SED model with or without CBAM-based attention.

Model Dev set Eval set
F1-score ER F1-score ER
Baseline of DCASE 2019 [21] 23.7 - 29.0

First stage of the proposed
model (RCRNN w/o CBAM)
First stage of the proposed
model (RCRNN with CBAM)

42.6 1.19 48.8 0.95

46.8 1.12 51.4 0.92

where Rgp . is FP for the c-th sound type and Rcr; is
the cross-trigger (CT) rate. In particular, Rpp . and Rcr .2
correspond to the false alarm rate in the classification and
the substitution ER of an event type, c, as ¢, respectively.
By differently setting act in (16), the eFPR could reflect the
effect of substitution over the overall false alarms. In (17),
utp (e) and orp (¢) were the mean and standard deviation
of TP across all sound types, respectively. ast controlled the
degree of the confidence intervals. Moreover, e;,,4, in (15) was
set to the maximum value of €. Actually, the computation of
PSDS was done by using a public open-source [27] where
the parameters of (opTC, OGTC, ACTTC, CCT, AST) Were set to
(0.5, 0.5, 0.3, 0, 0) for PSDS and (0.5, 0.5, 0.3, 1.0, 0) for
PSDS CT.

D. EXPERIMENTAL RESULTS ON DCASE 2019 TASK 4

First, the performance of the first stage of the proposed two-
stage SED model was compared with that of the DCASE
2019 baseline. Compared to the baseline, the first stage of the
proposed SED model was characterized by residual convolu-
tional layers and CBAM-based attention. Table 3 compares
the eventwise F1-scores of both models. Note here that the ER
for the baseline was not available. As shown in the table, the
F1-scores of the RCRNN-based mean teacher model without
CBAM-based attention of the proposed SED model were
improved by 18.9% and 19.8% for the Dev set and Eval
set, respectively, compared to the CRNN as the baseline.
Moreover, applying CBAM-based attention to the RCRNN
achieved further improvements of 23.1% and 22.4% for the
Dev set and Eval set, respectively, compared to the baseline.
From then on, the performance of the proposed SED model
was used when the CBAM-based attention was applied to the
first stage.

Next, the proposed two-stage SED model including the
first and second stages was compared with the top-ranked
model in DCASE 2019 Challenge Task 4. To examine the
effect of the semi-supervised loss function on the perfor-
mance of the proposed SED model, the interpolation param-
eter, B, in (12) was differently set from 0.3 to 0.9 at a step
size of 0.2. Note that 8 = 1.0 made the semi-supervised
loss function, L., in (10) be the same as L (0) in (8) with
binarized target values. Table 4 compares the F1-scores and
ERs of the proposed SED models according to different 8s
and the top-ranked model. Here, the performance of each
of the proposed SED models with RCRNN was obtained by
averaging the F1-scores and ERs over 5-fold cross-validation
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TABLE 4. Comparison of the F1-scores and ERs between the top-ranked
SED model of DCASE 2019 Challenge Task 4 and the proposed
RCRNN-based SED model with different semi-supervised loss functions.

TABLE 6. Comparison of the F1-scores and ERs between the baseline,
top-ranked SED model of DCASE 2020 Challenge Task 4 and the proposed
RCRNN-based SED model with different semi-supervised loss functions.

Dev set Eval set Dev set

Model Fl-score ER Fl-score ER Model F1-score ER

Top-ranked model of DCASE 445 ) 455 ) Baseline of DCASE 2020 [28] 34.8 -

2019 Task 4 [29] ) ) Top-ranked model of DCASE 2020 Task 4 [30] 46.0 -
RCRNN, $=0.3 50.1 0.99 55.5 0.81 CRNN, $=0.5[39] (single model) 42.5 1.14
RCRNN, p=0.5 50.6 0.99 56.1 0.81 First stage of the proposed model 46.8 L13

RCRNN, p=0.7 49.8 1.00 55.5 0.81 (RCRNN with CBAM) ) )
RCRNN, 4=0.9 49.9 0.99 54.4 0.83 RCRNN, 4=0.3 50.2 1.00
RCRNN, 4=1.0 48.9 1.00 52.7 0.80 RCRNN, 4=0.5 50.0 1.01
RCRNN, p=0.7 50.6 0.98
TABLE 5. Comparison of the F1-scores and ERs between the top-ranked RCRNN, =0.9 49.1 1.01
ensemble SED model of DCASE 2019 Challenge Task 4 and the proposed RCRNN, =1.0 49.9 1.00

RCRNN-based ensemble SED model with different semi-supervised loss
functions.

Dev set Eval set

Model F1-score ER F1-score ER
Top-ranked model of DCASE
2019 Task 4 453 - 47.7 -
(6 model ensemble) [29]
RCRNN, =0.3
(5 model ensemble) 52.3 0.93 55.6 0.8
RCRNN, $=0.5
(5 model ensemble) 322 0.94 56.2 0.8
RCRNN, $=0.7
(5 model ensemble) 306 0.98 333 0.8
RCRNN, =0.9
(5 model ensemble) S17 0.94 330 0.8
RCRNN, p=1.0

(5 model ensemble) S 0.94 340 0.81

while the performance of the top-ranked model was set as
the top-1 in the literature [29]. As shown in the table, among
the proposed SED models with different s, the proposed
SED model with 8 = 0.5 achieved the highest F1-score
and the lowest ER. Moreover, compared to the top-ranked
model of DCASE 2019, the proposed SED model increased
the F1-scores by 6.1% and 10.6% for the Dev set and Eval set,
respectively. In addition, the semi-supervised loss function
with 0 < B < 1 provided better performance than the super-
vised loss function with 8 = 1. Finally, the proposed SED
model was constructed by ensembling single models from
5-fold cross-validation, and its performance was compared
with that of the ensemble version of the top-ranked model.
As shown in Table 5, all the proposed SED models with
different Bs always had higher F1-scores than the top-ranked
model. In particular, the best performance was achieved for
the proposed SED model when 8 = 0.3 and 8 = 0.5 for the
Dev set and Eval set, respectively. Therefore, it is concluded
that the proposed SED model, which was characterized by
the RCRNN structure, CBAM-based attention, and the semi-
supervised loss function, achieved better performance than
the state-of-the-art model for DCASE 2019 Challenge Task 4.

E. EXPERIMENTAL RESULTS ON DCASE 2020 TASK 4

In this subsection, the proposed SED model was applied to
DCASE 2020 Challenge Task 4, and its performance was
compared with those of the baseline and the top-ranked
model throughout the challenge. Table 6 compares the even-
twise Fl-scores of the different SED models, such as the
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TABLE 7. Comparison of the F1-scores and ERs between the top-ranked
ensemble SED model of DCASE 2020 Challenge Task 4 and the proposed
RCRNN-based ensemble SED model with different semi-supervised loss
functions.

Dev set

Model F1-score ER
Top-ranked model of DCASE 2020 Task 4 506 )
(6 model ensemble) [30] )
CRNN, £=0.5 [39] (5 model ensemble) 45.2 1.05
RCRNN, £=0.3 (5 model ensemble) 51.4 0.97
RCRNN, $=0.5 (5 model ensemble) 50.8 0.98
RCRNN, $=0.7 (5 model ensemble) 51.6 0.95
RCRNN, $=0.9 (5 model ensemble) 50.3 0.97
RCRNN, $=1.0 (5§ model ensemble) 50.6 0.97

DCASE 2020 Challenge Task 4 baseline, the top-ranked
model in DCASE 2020 Challenge Task 4, the first stage of
the proposed SED model, and the proposed SED models with
different Bs. In addition, the performance of our SED model
when we participated in DCASE 2020 Challenge Task 4
[39] was compared. Compared to the proposed SED model
in this paper, our SED model, which was the version that
participated in DCASE 2020 Challenge Task 4, used the
CRNN for the mean teacher model and applied the semi-
supervised loss function without any binarization to the noisy
targets. Note here that the ERs for the baseline and top-ranked
SED models were not available. As shown in the table, the
first stage of the proposed SED model provided a higher
F1-score than the baseline and top-ranked models. Moreover,
it significantly improved our previous version of the SED
model. In particular, the proposed two-stage SED models
improved the F1-score by more than 3.8% regardless of the
setting of B, and the best performance was achieved when
B =0.7.

Second, the ensemble versions of the proposed SED and
top-ranked model in DCASE 2020 were compared, as shown
in Table 7. Consequently, it was shown that the proposed SED
model with 8 = 0.7 had the best Fl-score and ER, and it
increased the F1-score by 1.0% compared to that of the top-
ranked model.

Third, the Fl-score was decomposed depending on the
event class in order to investigate the effectiveness of the
proposed SED model on each sound event class. Table 8 com-
pares the F1-scores for each sound event class, where the per-
formances of the first-stage-only and two-stage SED models
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TABLE 8. Comparison of the F1-scores according to 10 different audio
event types between the baseline and proposed SED models on
DCASE 2020 Challenge Task 4.

TABLE 9. Comparison of the PSDSs between the baseline and proposed
SED models on DCASE 2020 Challenge Task 4.

Model Baseli Proposed Model PSDS PSDS-CT

Event Type e Firststageonly  Two-stage DCASE 2020 baseline [28] 0.610 0.524
Alarm/bell/ringing 35.5 48.5 50.4 First stage of proposed model 0.624 0.542
Blender 30.6 46.2 60.2 (RCRNN with CBAM)
Cat 35.0 45.0 495 RCRNN, $=0.7 0.737 0.689
Dishes 24.8 33.1 38.2
Dog 24.2 32.8 37.3
Electric shaver/toothbrush 33.0 53.1 59.2
Frying 37 50.0 540 PSD-ROCs averaged over all sound event classes for two
Running water 29.2 425 425 different cases: 1) average TP vs. average FP by setting (acT,
Speech 527 61.5 653 ast) = (0, 0) in (16) and (17) and 2) average TP vs. FP with
Vacuum cleaner 498 554 9.2 a penalty for misclassification by setting («cT, ast) = (1, 0),

, where the x-axis was discretized into 100 intervals by setting
1.0 1

0.6

eTPR

0.4

0.2 02

baseline: 0.52438
Propased (first stage): 0.53960
Proposed (two stage): 0.68943

baseline: 0.61020
Proposed (first stage): 0.62377
Proposed {two stage): 0.73691

0.0+ 0.0
1] 20 40 60 80 100 o 20 40 60 80 100
eFPR {acr:0.00, agr:0.00) per hour eFPR (acr71.00, agr:0.00) per hour

(a) (b)

FIGURE 5. Comparison of the PSD-ROCs and areas, where (a) («ct o5t/
Emax) = (0, o, 100) and (b) (acr, oSty emax) = (1, 0, 100).

were taken when § = 0.7 in Tables 6 and 7, respectively.
As shown in the table, the first-stage-only and the two-stage
proposed SED models improved the F1-scores for all classes
compared to the baseline. As expected, the proposed two-
stage SED model outperformed the first-stage-only model for
all the classes except the running water class.

Fourth, the PSD-ROCs were depicted using the toolkit
[27] to examine the performance of the proposed SED
model across all possible operating points. Fig. 5 shows the

(a) S o "(b)

FIGURE 6. Grad-CAM illustrations of feature maps constructed by CRNN, RCRNN without CBAM-based attention, and RCRNN with CBAM-based attention
for three different audio clips from Dev set: (a) Y5UMWvLV5DGU_40.000_50.000.wav, (b) YOoudYrPGNN8_30.000_40.000.wav, and (c)
Y5lw-BHt_rXY_30.000_40.000.wav.
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emax = 100. In addition, Table 9 compares the PSDSs by
integrating the PSD-ROC:s for the baseline, the first stage of
the proposed SED model, and the proposed two-stage SED
model, respectively. As shown in the table, the proposed two-
stage SED model achieved the highest PSDS for both cases.
In particular, all eTPRs of the proposed two-stage SED model
were higher than those of the baseline, as shown in Fig. 5.
This implies that the proposed two-stage SED model could
provide better detection performance than the baseline by
setting an arbitrary decision threshold.

Finally, to examine how effectively the feature map
is constructed when using the proposed RCRNN, visual-
ization using gradient-weighted class activation mapping
(Grad-CAM) [40] was performed. Fig. 6 compares the fea-
ture map constructed by the CRNN in the baseline and
that constructed by the RCRNN without/with CBAM-based
attention in the proposed SED model. The figure shows that
the RCRNN, regardless of the implementation of attention,
provided a clearer map than the CRNN. By investigating the
areas indicated by dotted boxes, the feature map constructed
by applying CBAM-based attention had a higher correlation
to the strong labels compared to that without attention.

Input log mel
spectrogram feature

Grad-CAM of
CRNN

Grad-CAM of RCRNN
without attention

L
| Grad-CAM of RCRNN
| with attention

I Strong label

(c)
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V. CONCLUSION

This paper proposed a two-stage polyphonic SED model
using a mixture of strongly labeled, weakly labeled, and unla-
beled data. Compared to the baseline of DCASE 2019 and
DCASE 2020 Challenge Task 4, the main contributions were
as follows:

1) The RCRNN-based mean teacher model was formed
by combining a residual convolutional network and a
recurrent neural network to improve the feature map
of sound events compared to CRNN-based feature map
in the challenge baselines. In addition, CBAM-based
attention was applied to the convolutional layers in the
proposed RCRNN-based mean teacher model to further
improve the feature map.

2) By using the RCRNN-based mean teacher model as
a predefined model for labeling weakly labeled and
unlabeled data, a two-stage SED model was formed.
The mean teacher model was directly used as the SED
model in the baselines.

3) A semi-supervised loss function was used to train the
second stage model of the proposed SED model to
accommodate the noisy target labels from the first stage
of the proposed two-stage SED model.

In other words, the first stage of the proposed SED model
consisted of an RCRNN-based mean teacher model with
CBAM-based attention, and the second stage was a fine-
tuning model from the student model trained in the first stage,
where a semi-supervised loss function was used to effectively
train the weakly labeled and unlabeled data.

The effectiveness of the proposed two-stage SED model
was evaluated by applying it to both DCASE 2019 and
DCASE 2020 Challenge Task 4, and its performance was
compared with those of the baseline and top-ranked models
from both challenges by measuring the F1-scores, ERs, and
PSDSs. First, the contribution of the proposed RCRNN-based
mean teacher model to SED was confirmed by comparing
the performance of the CRNN-based mean teacher model
of the baseline for each of the challenges. Consequently,
it was shown that the Fl-scores of the proposed RCRNN-
based mean teacher model were improved by 23.1% and
12.0% for the Dev set of DCASE 2019 Challenge Task 4 and
DCASE 2020 Challenge Task 4, respectively, compared to
those of the CRNN-based baseline. Second, the performance
of the proposed two-stage SED model was compared to that
of the baseline that corresponded to the first stage of the pro-
posed two-stage model. When the semi-supervised loss func-
tion was not employed, i.e., 8 = 1.0 in (12), the Fl-scores
of the proposed two-stage SED model were improved by
2.1% and 3.1% for the Dev set of DCASE 2019 and 2020
Challenge Task 4, respectively, compared to those of the first-
stage model only. Third, after applying the semi-supervised
loss function, the F1-scores of the proposed two-stage SED
model were further increased by 1.7% and 0.7% for the Dev
set of DCASE 2019 and 2020 Challenge Task 4, respectively,
compared to those of the proposed two-stage SED model
without the semi-supervised loss function.
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Furthermore, the proposed two-stage model with the semi-
supervised loss function was the best in terms of the F1-score
and PSDS. Interestingly, the semi-supervised loss function
worked well with any value of the control parameter.
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