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ABSTRACT Nowadays personal names are not the only way to refer to celebrities and experts from different
fields, instead, they can be referred to by their aliases on the web. Associated aliases have remarkable
importance in retrieving information about the personal name from the websites. Therefore, disclosing
aliases can have an important role in overcoming many real-world challenges. In this research, the aim
is to explore and propose a reliable algorithm that can detect aliases that occurred due to transliteration of
Arabic names into English. An extension to the Enhanced N-gram distance algorithm (E-N-DIST) which was
previously published is introduced in this paper. The proposed algorithm is called the Extended Enhanced
N-gram distance algorithm (E-E-N-DIST). The differences between E-N-DIST and E-E-N-DIST are two
main changes in calculating the cost of substitution and transposition. First, E-E-N-DIST is computed based
on 2n+1 − 1 states. The second is the use of an edit operation called the ’Exchange of Vowels’ to count
the common spelling errors that happen due to the transliteration from one language to another. The idea of
exchange of vowels is to search for vowels (viz. = a‘, = e‘, = i’, = o‘, and = u‘) and the non-vowel character
= y‘ that has a vowel sound or a part of it in other languages to estimate the operations cost of insertion and
deletion. The proposed algorithm tested using a dataset for the literature; the results obtained are compared
with other algorithms from the state of the art. The proposed algorithm outperforms other algorithms; it
achieved a better average percentage of similarity than all other compared algorithms.

INDEX TERMS Alias detection, edit distance (ED), Levenshtein distance (LD), E-N-DIST, dynamic
programming.

I. INTRODUCTION
Due to the wide use of the internet and the huge data gener-
ated by users every day, detection methods play a vital role
in many important domains. Several detecting methods have
been explored to detect aliases and fake information in the
internet, databases, and other storage methods. Researchers
explored different methods and algorithms for detection such
as detecting name alias [1], malicious domain detection [2],
[3], terrorism intentions detection [4], [5], community intelli-
gence [6], fake website detection [7]–[9], fake news detection
[10], [11], fake social media use detection [12], [13], fake
comments and reviews detection [14], drug name recognition
[15], [16].

Detect names, aliases or strings are very important to
many real-world applications related to various domains.
If any individual has more than one name, these names are
called aliases. Alias detection is a widespread method used
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to detect names in many areas such as the user’s behav-
ior monitoring, databases and marketing, social network
analysis, intelligence community, and biology [18]. Alias
detection is applied for flag malicious intents, clean data,
link knowledge, Passenger Prescreening Systems Assisted by
Computers, Biopolitics of Terrorist Watch listing etc. [19].
According to [20], there are two main types of aliases: (i)
the first type can be through string similarity for instance
‘‘Mohammed Hadwan’’ and ‘‘M. Hadwan’’ and (ii) the sec-
ond type is nicknames that have low or no string sim-
ilarity such as ‘‘Abu Abdulwahab’’ is the nickname for
‘‘Mohammed Hadwan’’ refer to Figure 1. In this research,
the focus is to explore the first type. Arabic names have no
single methodology in place for Latin script representation
due to confounding transliteration practices. Using the Latin
alphabet, the name of Libyan ex-presidentMuammarGaddafi
for instance can be written over one hundred ways [19].
These combinations include, for instance, Mouammar Kad-
hafi, Mu‘ammar al-Qadafi, Moamar Gaddafi, and Muammar
Qaddafi.
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FIGURE 1. Main types of Aliases [20].

FIGURE 2. Alias detection techniques [13].

For detecting these different name combinations,
researchers introduced many algorithms for alias detection.
One way to detect alias is to measure the similarity and
differences between two strings.

In [13], a classification of alias detection techniques pre-
sented based on four main categories: 1) String-based, 2)
Stylometric-based, 3), Social network-based and 4) Time
profile-based refer to Figure 2.

In this paper, the researcher focuses on investigating tech-
niques for string-based matching focusing on an alias that
consists of text strings. The attention is paid to detect aliases
variations in Arabic names that occurred due to the transliter-
ation process to English language. Transliteration is the tech-
nique of using the words of one language using the alphabets
of another language [21].

This paper is organized as follows; Sections II describes the
theoretical background. Section III presents the state of the
art. Section IV discusses the proposed algorithm. Followed by
Section V introduces the experimental study. Section VI and
VII devoted for the discussion and conclusion respectively.

II. THEORETICAL BACKGROUND
The focus of this research is on alias string-basedmatching. If
names X and Y have a sequence of size n and m respectively,
the Edit Distance (ED) denotes the editing operations mini-
mum cost of deletion, substitution and insertion to convert the
sequence of X into Y [22].

FIGURE 3. Cases of LD algorithm in the two strings.

For instance, the ED of the following medicine name (-
Zantac‖ and -Xanax‖) is 3. Because it needs two substitutions
(Z → X and c → x) and one deletion (letter t). In this
research, editing operations (deletion and insertion) have a
cost of one is w1 and w2, respectively. Therefore, the edit
distance between X and Y is given by Lev(i,j) calculated
using equation (1) as follows:

Levs,t (i, j) =


Max (i, j) (i= 0 or j= 0)

Min


Levs,t (i, j− 1)+ w1, is1.
Levs,t (i−1,j)+ w2, is1.
Levs,t (i−1,j− 1)+ w3

(1)

Equation 1 used to compute the substitution cost (replace-
ment, Cr) the cost can be noted Cr. The Cr can have a value
within an interval [0.0, 1.0]. Its value is one when the source
does not equal the target and it is set to zero otherwise as
shown in figure 3 for Case 1 representing match and mis-
match characters.

In [23], Damerau–levenshtein distance (DLD) is presented
which is relatively similar to the LD algorithm. DLD differs
from LD in that it allows for one more transposition edit
of two adjacent characters. The DLD algorithm describes
the distance between two strings s and t as follows in using
recursive relation presented in equation (2).

DLevs,t (i, j) =



Max (i, j) (i = 0 or j = 0)

Min



DLevs,t (i, j− 1)+ w1, is1.
DLevs,t (i− 1, j)+ w2, is1.
DLevs,t (i− 1, j− 1)+ w3

DLevs,t (i− 2, j− 2)+ w4

(2)

Equation 1 computes the substitution and transposition
cost denoted by (Crt). Crt can assigned interval value between
[0.0, 1.0]. The two possible transposition of two adjacent
characters representing match and mismatch characters by
characters, respectively. Cases are shown in Figure 4.

In [24], a MDLD was introduced and verified using two
input strings with multiple characters supported by block
transpositions. MDLD applied on the Oracle database with
O(N3) of the time complexity. This computes the cost of
substitution and transposition denoted by Crt. Crt can be
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FIGURE 4. Cases of DLD algorithm in the two strings.

FIGURE 5. Cases of MDLD algorithm in the two 2 strings.

assigned a value within an interval of [0.0, 1.0]. The two
possible cases are presented in Figure 5 representing match
and mismatch Block by Block respectively.

The N-DIST in [25] proposed by Kondrak, merges features
applied by grams of size n for noncrossing-links constraints.
For the drug’s name, the Initial letter is repeated at the begin-
ning. To clarify its mechanism let us assume that two strings
are given: X = x1 . . . xk and Y = y1 . . . yk . Let Ti;j =
(x1 . . . xk , y1 . . . yk ) and Tni;j = (xi+1 . . . xi+n, yj+1 . . . yj+n).
Strings are divided by aligned and compared by forming all
possible N consecutive sub-strings letters. The measure of n-
gram distance score is introduced in Equation (3) as follows:

dn(T ni,j)=
1
n

n∑
u=1

d1(xi+u,yj+u), (3)

The NDISTs,t is used to show the recursive relation
between string s and t as introduced in Equation (4) as fol-
lows:

NDIST s,t (i, j)

= Min


NDIST s,t (i−1,j)+1.
NDIST s,t (i, j− 1)+1.

NDIST s,t (i−1,j− 1)+ dn
(
T ni,j
)

.

(4)

For drug names, 3 is the distance between ‘‘Zyrtec’’ and
‘‘Zantac.

Affixing and normalization are included in the compared
algorithms to measure the distance. To emphasize initial
segments, the affixing method is employed to determine the
similarity of the words. A unique symbol is defined for every
letter of the original alphabet. A prefix is augmented for each
word to compose n-1 copies of special symbols corresponds
to the initial letter.

For instance, if n= 2 then ‘‘Qassim’’ is transformed into ‘‘-
Qassim’’ or if n= 3 then it transferred into ‘‘–Qassim’’, while
if n = 4 then Qassim will be transferred into ‘‘—Qassim’’.
For this example, a similar cost for edit operation (insert,
delete, and replace) will be given by the compared algorithm
as it does not give any attention to the letter’s similarity. This
affects the quality and accuracy of the compared algorithm
when applied to English and other languages as well. N-DIST
algorithm needs to find the weights set W = {weight (w1);
w2;...; wn}, using Equation (5).

Number of Stats = 2n (5)

When n = 2, Equation (6) is used to compute a set of four
weights, i.e. W= {w1= 0, w2= 1, w3= 0.5 and w4= 0.5}.
Similarly, a modified equation can be used for larger values
of n, e.g. W = {w1; w2;... ; w8} when n = 3 and W ={w1;
w2;... ; w16} when n = 4 and so on.
Different costs for substitution and transposition of

two final letters of the word strings last is given by
the N-DIST algorithm, the operations are shown in
Equation (6).

dn(T ni,j)

=



w1 = 0, if (Si−1 = Tj−1) and (Si = Tj) Case 1

w2 = 1, if
(
Si−1 = Tj−1

)
and

(
Si = Tj

)
Case 2

and (Si−1 6= Tj) and (Si 6=Tj−1)

w3 = 0.5, if
(
Si−1 = Tj

)
and

(
Si = Tj−1

)
Case 3

w4 = 0.5, (Si−1 6=Tj−1) and (Si = Tj) Case 4

(6)

In [26] E-N-DIST algorithm is proposed based on the idea
of N-DIST. The E-N-DIST algorithm improved the accuracy
ofmatching names. E-N-DIST needs to find the set of weights
W = {w1; w2;...; wn} of the scale of distance as in Equa-
tion (7).

Number of multiple states = 2n+1−1 (7)

When n= 2, Equation (8) is used to compute a set of seven
weights, i.e. W = {w1 = 0, w2 = 1, w3 = 0.5, w4 =

0.5, w5 = 0.5, w6 = 0.5, w7 = 0.5}. Similarly, a modified
equation can be used for larger values of n, e.g. W = {w1;
w2; . . . ;w15} when n= 3 andW= {w1; w2; . . . ;w31} when
n = 4 and so on. The transposition and substitution cost of
E-N-DIST algorithm is computed based on the states weights

7954 VOLUME 9, 2021



M. Hadwan: Extended E-N-DIST Algorithm for Alias Detection

as introduced in Equation (8).

dn
(
Tn
i,j

)

=



w1 = 0, if
(
Si−1 = Tj−1

)
and

(
Si = Tj

)
Case 1

w2 = 1, if
(
Si−1 = Tj−1

)
and

(
Si 6= Tj

)
Case 2

and (Si−1 6= Tj) and(Si 6= Tj−1)
w3 = 0.5, if

(
Si−1 = Tj

)
and

(
Si = Tj−1

)
Case 3

w4 = 0.5, if
(
Si−1 6= Tj−1

)
and

(
Si = Tj

)
Case 4

w5 = 0.5, if (Si−1 = Tj−1) and(Si 6= Tj) Case 5
w6 = 0.5, if (Si−1 = Tj) and (Si 6=Tj−1) Case 6
w7 = 0.5, if

(
Si−1 6= Tj

)
and

(
Si = Tj−1

)
Case 7

(8)

To measure the similarity, the proposed algorithm uses
the same measures for algorithms (N-DIST, A-N-DIST, and
E-N-DIST) as in Equation (9). Where

[(
distance

)]
_(S,T )

(i,j) denotes the similarity between the strings Si and Tj.
For strings Si and Tj, the maximum value of the characters
contained is denoted by max (|si|, |tj|).

Similaritys,t (i, j)= 1−
Distances,t (i, j)
Max (|s| , |t|)

(9)

III. RELATED WORK
In this section, the related work to the proposed algorithm
is presented. Detection methods in general and Alias detec-
tion in particular has attracted the attention of researchers
to investigate, explore, and introduce effective methods and
techniques.

In [27], A detection method was developed for aliases
in online systems by analyzing the feedback of the users’.
Another extension is introduced by [9], [28], to detect the
similarity to identifymalicious and fraudulent websites. Alias
detection combined algorithm is proposed in [29] by taking
the advantages of orthographic and semantic information
where a method for Multilingual person name recognition
and transliteration is introduced. Alias detection for Arabic
names is studied in [21] by improving Approximate String
Matching (ASM) algorithm, which measures the similarity
between two strings (the name and alias). For analysis of
intelligence data, a Qualitative Alias Detection was intro-
duced by [30] using Fuzzy Order-of-Magnitude Based on
Link Analysis for terrorism-related datasets. Exploration of
the name aliases using webmining techniques and the seman-
tic web is presented in [31]. For web and social media,
[32] proposed a context-based text mining approach to deter-
mine alias names sharing a common name. According to
[33], the entity alias detection problem has a closer linking
to the problem of data matching. For detecting users that
use multiple aliases for the non-concealed case, the simi-
larity of two aliases is used. Based on the state of the art,
Edit Distance (ED) measures have been suggested by sev-
eral researchers. For instance, Damerau-Levenshtein distance
(DLD) [23], Levenshtein distance (LD) (also called Edit
distance (ED) [22], Modified Damerau-Levenshtein distance

(MDLD) algorithm [24], N-gram distance algorithm (N-
DIST) by [25] and adjusted N-gram distance [34]. The idea
of ED is utilized in this research to calculate the similarity
between two strings.

This paper focuses on detect aliases variations in Arabic
names that happen because of transliteration to English lan-
guage. The Arabic language does not use short vowels, which
makes it a hard task for exact transliteration to English (Latin
alphabets) [21]. One of string edit operation methods called
‘exchange of vowels’ was introduced by[35] to identify errors
occurs due to the transliterations The idea of exchange of
vowels’ is to list vowels (viz. ‘a’, ‘e’, ‘i’, ‘o’, and ‘u’) in
addition to the non-vowel character ‘y’ that sounds like a
vowel or a part of vowels in some languages as in Danish and
Swedish languages. This helps to detect the most commonly
occurred typographic errors effectively.

Branting in [36] deliberated the effect of various types of
spelling variations that make alias detection an extremely dif-
ficult task by enumerating several types of orthographic vari-
ations for aliases. These variations are: name permutations,
cross-lingual transliterations, misspelling, titles, phonetic
similarities, name changes, nicknames, identifying phrases,
and omissions. Alias detection poses several issues for the
English and Arabic language in the A-N-DIST algorithm
[34]. Therefore, a novel algorithm based on the idea of
E-N-DIST is introduced which enhanced the accuracy of
alias detection is introduced by [26]. The proposed algorithm
called the Extended Enhanced N-gram distance algorithm
E-E-N-DIST.

Kondark in [25] proposed the orthographic N-DIST algo-
rithm, which have been successfully used in several English
language-based applications. An enhancement for origi-
nal N-DIST algorithm focusing on Arabic language called
DIST-A is introduced in [34]. For alias detection, adjusted
N-DIST algorithm (A-N-DIST) is introduced based on the
idea of N-gram Distance for detecting Arabic names aliases
that occurred due to transliteration variations [37]. A pub-
lic dataset was used to test A-N-DIST, the results showed
that, A-N-DIST outperformed other methods from the state
of the art. Further investigation to improve the weakness
found in A-N-DIST, Enhanced N-gramDistance (E-N-DIST)
were developed by [26], the obtained results using E-N-DIST
was better than the compared algorithms using the same
dataset. Therefore, the research presented in this paper aims
to further extend the E-N-DIST algorithm in [26] by con-
sidering multiple states of transposition operation in order
to deal with different errors. In addition, to use the idea of
‘exchange of vowels’ (a, e, i, o, u, y) that helps in increase the
detection accuracy. The proposed algorithm is discussed in
section IV.

IV. EXTENDED E-N-DIST ALGORITHM
Extended E-N-DIST algorithm, which is called the
E-E-N-DIST algorithm, is introduced in this section. The
main difference between the proposed algorithm and the
E-N-DIST algorithm [26] is twofold. First, the cost of
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substitution and transposition in E-E-N-DIST is computed
according to 2n+1 − 1 states according to Equation (7) in
addition to using ‘exchange of vowels’ (a, e, i, o, u, y). Sec-
ond, E-E-N-DIST depends on the number of states divided by
n and ‘exchange of vowels’ to estimate the operations cost of
insertion and deletion. The ultimate goal of E-E-N-DIST is
to furtherly enhancing the accuracy of detecting alias names.
This was done by considering different types of spelling
errors in English language. The ‘exchange of vowels’ (a,
e, i, o, u, y) is a new edit operation added to E-E-N-DIST
for computing the cost of the transposition and substitution
operations.

This edit operation helps in finding the most common
orthographic and typographical errors in personal names.
It counts the most frequent spelling errors of vowels that
occur when names are converted from one language to
another.

The substitution and transposition of vowels in names
are ignorable compared to dictionary words. For instance,
(osama, usama) and (some, same) are two string pairs with
one vowel difference only. However, it can be noticed that the
difference in pair 1 (osama, usama) can be ignored due to the
fact that the exchange in vowels does not change themeaning.
While in the other case, the (some, same) the meaning is
change completely due to changing the vowels. Based on
this observation, the ‘exchange of vowels’ edit operation is
introduced to detect the name aliases efficiently. This led us
to consider any two names that differ only in vowels to be
assumed as aliases. Due to the case of the Arabic language,
where no possibility of writing short vowels, such aliases may
occur in the vowel variations. This makes the vowel action
process essential to insert short vowels in the target language,
which is the English language.

Therefore, E-E-N-DIST employs the edit operation known
as ‘exchange of vowels’ to detect these types of name vari-
ations (errors). This operation is more tolerant of swapping
and substitution of vowels rather than considering the list by
giving less penalty cost (0.5 in this work). Such cost penalty
reduction (especially for names in Arabic) resulted in scores
similarity of the name-alias pairs as described in section
2.1. The function for computing the cost of substitution and
transposition operations of exchange of vowels is present
in figure 6. The function is initialized to n then it depends
upon the state’s condition where the cost is decreased by 1.
It is noted that the conditions if (ni< n - 1) and if (ni >= n
- 1) are both considered to achieve the symmetry property,
e.g. the distance between ’abdal muaz’ and ’abdal muiz’ is
the same as the distance between ’abdal muiz’ and ’abdal
muaz’. Figure 6. Presents the function to compute the cost of
substitution and transposition operations for the exchange of
vowels’.

A. DATASETS
A collection of datasets of Arabic names transliterate into
English are used to evaluate E-E-N-DIST for Alias detection.

FIGURE 6. The function to compute the cost of substitution and
transposition operations for exchange of vowels’.

As there is no available standard dataset for alias detection,
two datasets have been used in this researchwhere it extracted
from open source web-page based on ‘20 Ground Truth Enti-
ties’, refer to [38].

Each dataset includes different possible variations for
aliases with typographical and spelling errors of the same
names. All kinds of variation have been collected and con-
sidered.

For a comparison purpose, we use the same datasets that
include 10 pairs that were used in [34], [35] to do the experi-
ments and comparison for E-E-N-DIST.
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FIGURE 7. The Comparison between proposed algorithm and compared
algorithms.

FIGURE 8. Comparison between algorithms with trigram (tri = 3) and
fourgram (four = 4).

V. THE EXPERIMENTAL STUDY
As this research is an extension of previous work, the pro-
posed algorithm is compared against the original N-DIST
[25], A-N-DIST algorithm [34], and E-N-DIST [26] in addi-
tion to Basic Levevshtein (BLev) and Adjusted Levenshtein
(ALev) in [35].

Table 1 and figure 7 present 10 pairs of names that were
used to evaluate the performance of E-E-N-DIST and other
algorithms. Based on the obtained results, it is clear that the E-
E-N-DIST algorithm gives the best results compared to other
algorithms, especially when comparing names transposition
as for the name in rows 1 and 4.

Datasets preparation and experimental results obtained by
E-E-N-DIST are introduced and analyzed along with a com-
parison against different algorithms from the literature.

Table 2 and figure 8 present the accuracy comparison of
the percentage similarity between E-E-N-DIST and other
algorithms using trigram (tri = 3) and fourgram (four = 4).

TABLE 1. Comparison between algorithms.

TABLE 2. Comparison between algorithms with trigram (tri = 3) and
fourgram (four = 4).

VI. DISCUSSION
According to the obtained results in table 1, the E-E-N-DIST
algorithm is shown to be sensitive to replacement as presented
in rows 2, 3, 5, and 6. In addition, for repeated letters, deletion
and dictation errors, E-E-N-DIST handles these situations in
a perfect manner compared to other algorithms used for this
evaluation as displayed in table 1, rows 7, 8, 9, and 10. There-
fore, when comparing the E-E-N-DIST to other compared
algorithms, it provides accurate results for all instances in
table1 for all tested pairs.

The accuracy of the percentage similarity is also used for a
comparison between E-E-N-DIST and other algorithms using
trigram (tri= 3) and fourgram (four= 4) as shown in table 2.
According to table 2, E-E-N-DIST gets an accuracy of 97.0%
when (Tri = 3) and 94.0% when (Four = 4) respectively.
While N-DIST and A-N-DIST and E-N-DIST algorithms
get 86%, 94%, 88%, when (Tri = 3) and 87%, 94%, 88%,
when (Four= 4) respectively. This because E-E-N-DIST was
taken into account the characteristics and unique features
of ‘exchange of vowels’ (a, e, i, o, u, y) for alias detection
while other A-N-DIST and E-N-DIST algorithms not. Even
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Blev and Alev used the exchange of vowel idea, E-E-N-DIST
shows to perform much better due to considering multiple
states of transposition operation in order to deal with different
errors.

VII. CONCLUSION
Aliases detection gain the researcher’s attention to introduce
reliable and accurate algorithms. In this research, an attempt
to increase the detection accuracy of aliases that occurs due to
the transliteration errors, happen when using English letters
to write Arabic names. This research presented a novel alias
detection algorithm called E-E-N-DIST. E-E-N-DIST evalu-
ated using a public dataset from the literature for alias detec-
tion. The proposed algorithm outperformed other comparing
algorithms by increasing the percentage similarity. This pro-
posed algorithm can play a big role in increasing the accuracy
of information and data retrieval. Especially when it comes to
detecting the aliases of common strings or names, such as the
names of experts and celebrities in various fields that may
have been referred to by their personal names or aliases on
the web and social media.

Other benefits of the proposed algorithm can be gained
by local and global communities in different areas, such as
the intelligence community, databases search, social network
analysis, biology,medical, marketing. In addition to datamin-
ing, extraction of new features or new items to find people’s
interests, tendencies, and problems based on the real names
or aliases. Besides, the proposed algorithm can be employed
in the data warehouse development, especially in the data
cleaning process, the unification of data items a step forward
to support the data integration in data warehouses. Further
investigation of other methods to detect aliases is highly
suggested. For instance, monarch butterfly, and moth search
(MS) algorithm.
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