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ABSTRACT Threshold private set intersection (TPSI) allows a receiver to obtain the intersection when the
cardinality of the intersection is greater or equal to the threshold, which has a wide range of applications
such as fingerprint matching, online dating and ridesharing. Existing TPSI protocols are inefficient because
almost all of them rely on lots of expensive public-key techniques or require an exponential number of
possible combinations among the shares. In this work, we design an efficient TPSI protocol, which achieves
computational security in semi-honest model. To improve the efficiency of the TPSI protocol, we design
a new TPSI protocol based on garbled Bloom filter (GBF) and threshold secret sharing, which uses a
small amount of public-key operations. Moreover, our protocol combines with the Reed-Solomon decoding
algorithm to reconstruct the secret which is a feasible method to avoid calculating all possible combinations
among the shares. The performance analysis shows that our protocol is more efficient than the previous
TPSI protocols. To the best of our knowledge, the optimal TPSI protocol implemented by Zhao and Chow
(WPES’18) has an online time of 78 seconds to compute the intersection of two datasets of 100 elements
each with threshold t = 50. In contrast, our protocol has a total time of 2.988 seconds.

INDEX TERMS Garbled bloom filter, secure multiparty computation, threshold private set intersection,
threshold secret sharing.

I. INTRODUCTION
Private set intersection (PSI) is one of the important branches
of secure multiparty computation (MPC). An ideal private
set intersection protocol guarantees the security of elements
other than the intersection while each participant gets the
intersection. There are several common PSI application sce-
narios, such as measure advertisement conversion rates,
search potential friendships via social networks, botnet detec-
tion, human genomes testing and proximity testing. Google
introduced a browser Password Checkup in 2019, giving
browser users a tool to check whether their personal log-in
passwords are leaked. The principle of the Password Checkup
tool is based on PSI.

The development of the Internet has spawned many new
industries in recent years, such as ridesharing and online
dating. Taking ridesharing as an example, the routes of the
two strangers may not be completely the same under the
normal circumstance (the possibility of complete consistency
is negligible). In order to protect their own privacy, the two
parties do not want to share their own route to the other party.
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How to share the common route shared by the two parties
is the top priority in this scene. Therefore, Hallgren et al. [1]
introduced the threshold PSI to solve this problem. This
provides a new way to study PSI. Threshold PSI can also be
used in typical scenarios such as fingerprint matching, online
dating and ridesharing. In general, these data are private, and
this approach provides good privacy protection for the data
owner.

A. RELATED WORK
Yao [2] introduced the idea of secure computation, which
enables parties to securely compute a function that relies on
private datasets. As an important branch of MPC, PSI [3]–[7]
has been widely concerned by scholars. PSI is a vibrant
research field, and lots of PSI protocols are proposed in recent
years. These protocols are classified as follows.
Public-Key-Based PSI: The protocol based on public-key

encryption is mainly to perform relatively complicated
public-key encryption operations on set elements, and then
carry out corresponding calculations on ciphertext, such as
homomorphic encryption. The PSI protocol based on obliv-
ious polynomials combined with homomorphic encryption
was introduced by Freedman et al. [3], and they gave specific
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protocols in the semi-honest and the malicious setting respec-
tively. Subsequently, Freedman et al. [8] used different hash
structures to represent set elements to reduce computational
complexity, compared their performance, and implemented
the semi-honest security protocol in the standard model.
Kolesnikov et al. [9] constructed an efficient PSI protocol that
used oblivious pseudorandom function (OPRF) batch which
is an improvement on [10]. A new and improved method, that
is, 1-out-of-2 oblivious transfer (OT) extension, was used in
this protocol, which is especially efficient when generating
large numbers of OPRF instances. Lv et al. [11] studied
the unbalanced private set intersection cardinality based on
commutative encryption in the semi-honest model.
OT-Based PSI: Dong et al. [12] constructed a novel data

structure called garbled Bloom filter (GBF) and proposed
first PSI protocol based on GBF and OT extension which
handles set elements up to the size of billions and mainly
relies on efficient symmetric encryption operations. However,
there are two problems in this protocol: one is the malicious
sender may send the wrong shares, the other is the two input
datasets are not independent. Rindal and Rosulek [13] further
proposed a new structure called random garbled Bloom filter
and solved the above problems by using the new structure
and cut-and-choose. They gave the two-party PSI protocol
in the malicious setting. Zhang et al. [6] further proposed
and implemented the multi-party PSI protocol, which guar-
antees the malicious security in the case that there are two
non-colluding servers. Their experimental data show that
both time and communication cost depend on the number of
participants. Pinkas et al. [10] described a new PSI protocol
based on OT extension. They compared the performance of
several different protocols on the same platform and their
protocol improves the operational efficiency of previous pro-
tocols. Pinkas et al. [14] found a better balance between the
communication and computational overhead of the two-party
PSI protocol. In general, the protocol has the lower monetary
cost than other protocols.
Circuit-Based PSI: The circuit-based protocols are gen-

eral security computing protocols that allow arbitrary func-
tions to be computed. Although the PSI protocols based on
the circuit have universality, flexibility and scalability, the
design of circuit-based PSI protocols generally requires a
large number of gates and circuit depth. So protocols based
on circuit technology generally have low computation effi-
ciency. But they have improved greatly in efficiency in recent
years.

Huang et al. [15] explored three PSI protocols for
datasets with different characteristics based on garbled cir-
cuit. Pinkas et al. [16] applied a new method, which denotes
as Phasing, for PSI protocols based on circuit. Their result
shows that Phasing can significantly improve the perfor-
mance and their protocol is faster than the protocol proposed
by Huang et al. [15]. In the two-party model, the PSI proto-
col based on symmetric-key primitives proposed by Rindal
and Rosulek [17] is secure against malicious adversary and
is 12 times faster than their previous protocol [13].

Pinkas et al. [18] constructed variants of Cuckoo hashing
and proposed new PSI protocols with almost linear compar-
isons. In addition, their protocol can be extended to multi-
party. To our knowledge, PSI protocols based on Cuckoo
hashing are hard against malicious adversaries. Because the
participant who uses simple hashing may not map his ele-
ments to both tables at the same time in the malicious setting.
To solve the above problem, Pinkas et al. [19] designed a
novel structure probe-and-XOR of strings and proposed the
malicious PSI protocol by using cuckoo hashing.
Cloud-Server-Based PSI: With the development of cloud

technology, the PSI protocol based on cloud server has also
become the research interests of most researchers. The advan-
tage of cloud server is that it has good computing power and
storage capacity, which effectively improves the efficiency of
these protocols, and provides a mature optimization method
for the existing PSI protocols.

Kerschbaum proposed two PSI protocols for outsourcing
computation. The first one [20] realized anti-collusion out-
sourcing PSI protocol by using one-way functions, and the
second one [21] combining BonehGohNissim homomorphic
encryption [22] and Sander Young Yung technology [23] had
a great impact on performance. Kamara et al. [24] designed
the PSI protocols in three different models, and used dummy
sets to prevent the malicious server from sending wrong
results. At the same time, they were still able to achieve good
efficiency under the condition that the data volume of all
parties was 100 million. Aydin et al. [25] implemented the
static semi-honest adversary’s multi-party PSI protocol and
assumed that the server is not colluding with the participants.
The protocol uses polynomials in point-value form to rep-
resent the set elements, which is different from the general
method of coefficient vector representation. Ali et al. [26]
first proposed the attribution-based outsourcing PSI scheme.
The solution provides fine-grained access control and the data
owners do not have to be online after the data is outsourced.
Threshold PSI: In addition to the standard PSI function-

ality, many works achieve TPSI functionality which enables
parties to get the intersection if the cardinality of the inter-
section is greater or equal to the threshold t . Suppose that
t = 4, if the cardinality of intersection |X

⋂
Y | < 4,

then the function outputs ⊥, as shown in Fig 1(a). If the
number of intersection |X

⋂
Y | ≥ 4, the function outputs the

intersection X
⋂
Y , as shown in Fig 1(b).

The simplest way to achieve the threshold PSI is to first
compute the cardinality of the intersection, then compare it
with the threshold and decide whether to output the inter-
section, such as [1], [3], [18], [27], [28]. Freedman et al.
[3] described a variant of private matching for set cardinality
that the client could learn whether |X

⋂
Y | ≥ t . Similarly,

Pinkas et al. [18] also proposed a simple method to determine
whether the cardinality of the intersection is greater than the
threshold, which is based on the size of the intersection. Zhao
and Chow [29] proposed a method called secret transfer with
access structure (STAS). The receiver can obtain the secret
(the message) when a certain condition is met, which is the
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FIGURE 1. Threshold PSI with a threshold t = 4.

general case of threshold PSI. In the threshold PSI scenarios,
the parties can obtain the intersection when the cardinality
of the intersection is greater or equal to the threshold t .
Zhao constructed threshold PSI for special scenarios, and
implemented two threshold PSI protocols by using STAS.
Hallgren et al. [1] constructed a threshold-key encapsulation
mechanism which implements a threshold PSI protocol and
applied the threshold PSI to privacy-preserving ridesharing.
Their protocol only works well on small datasets since it
needs to computeC t

n possible combinations to reconstruct the
secret. The cost of timewill be very highwhen the datasets are
large. Zhao and Chow [27] not only studied the threshold PSI
with |X

⋂
Y | > t , but also the threshold PSI with |X

⋂
Y | 6

t , where X and Y are private sets of sender and receiver
respectively. Moreover, Zhao et al. also outsourced heavy
computations in the protocols to a cloud server to achieve
better efficiency. To date there are only two TPSI protocols
[1], [27] implemented. Ghosh and Nilges [28] proposed a
new tool called oblivious linear function evaluation, and
constructed a threshold PSI protocol by using the algebraic
method. Ghosh and Simkin [30] studied the communication
cost of threshold PSI, and proposed the first protocol with the
communication complexity that relies on threshold t . Subse-
quently, Badrinarayanan et al. [31] designed two multi-party
TPSI functionalities in which the communication complexity
increases with the size of set difference. The first functional-
ity allows parties to learn the intersection if the sets and the
intersection differ by at most t . The second one allows parties
to learn the intersection if the union and the intersection differ
by at most t , which is more efficient than the first protocol.

B. CONTRIBUTIONS
In this work, we propose an efficient TPSI protocol. To the
best of our knowledge, to date only Hallgren et al. [1] and
Zhao and Chow [27] implemented their TPSI protocols.
We analyzed the reason why TPSI is difficult to achieve.
A series of works [1], [27], [28], [30], [31] propose the TPSI
functionality using lots of expensive public-key techniques.
In addition, some of them require an exponential number
of possible combinations among the shares. Specifically,
Hallgren et al. [1] designed a threshold-key encapsulation
mechanism needs to compute C t

n possible combinations to

reconstruct the secret to implement TPSI protocol. Further-
more, the existing TPSI protocols are only suitable for small
datasets. However, our protocol can support larger datasets.
Our contributions are as follows:
• We implement a novel TPSI protocol based on GBF
and threshold secret sharing. Our protocol requires a
small amount of base OTs and avoids heavily public-key
operations.

• Moreover, our protocol combines Reed-Solomon decod-
ing algorithm to reconstruct the secret. It does not
require calculating all possible combinations among the
shares.

• Our protocol supports larger datasets than the existing
TPSI protocols. In the existing TPSI protocols, the max-
imum data size tested is 4092 in [1] which has a total
time of 5629 seconds. In contrast, our overall running
time is 30.4 seconds. Further, we set the maximum data
size is 16384 and the overall time is 519 seconds.

The experiment shows that our protocol is more efficient.
Specifically, we set n = 100 and t = 50, where n is the
number of set element and t is the threshold and the time cost
is 2.988 s. Our protocol is much faster than [27] which has
a total time of 3.6 minutes. In [1], their threshold t is set to
80%n and the running time is 5629 seconds when n is set to
4092. In contrast, our overall running time is 30.4 seconds.
See section 5 for more details.

C. ROADMAP
In this paper, the structure is as follows. Chapter II mainly
describes some basic knowledge that our protocols involved.
Chapter III describes our new threshold PSI protocol. In
Chapter IV, we analyse the parameters and the security of
the protocol. We test our TPSI protocol and compare the
performance of our protocol with the existing protocols in
Chapter V. Finally, in Chapter VI, we make a summary for
the paper.

II. PRELIMINARIES
A. NOTATION
In this paper, we use λ and σ to represent computational and
statistical security parameter, respectively. We write [n] to
denote {1, . . . , n} and [m] to denote {1, . . . ,m}. There are
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FIGURE 2. Ideal functionality for PSI.

two participants sender S and receiver R, who have their own
private datasets X and Y , respectively. The elements in X and
Y are expressed as xi ∈ {0, 1}λ and yi ∈ {0, 1}λ where i ∈ [n].
The hash function is denoted by h(x) : {0, 1}∗ → [m]. We
write s ∈ F to denote the random secret where F is a finite
field. Let si, Ind i ∈ {0, 1}λ denote the i-th share of s and the
corresponding index which satisfies f (Ind i) = si in Shamir’
scheme.

B. PSI AND THRESHOLD PSI
PSI allows parties to learn the intersection from their datasets
securely, which protects their private elements. We give the
ideal function of the two-party PSI with one-side output in
Fig 2.

Threshold PSI is a variant of traditional PSI, which guar-
antees that the receiver can obtain the intersection when
the cardinality of the intersection is greater or equal to the
threshold t . We give the ideal function of two-party threshold
PSI in Fig 3.

C. THRESHOLD SECRET SHARING AND REED-SOLOMON
CODE
Secret sharing is a basic cryptographic primitive that splits a
secret s ∈ F into n shares s1, . . . , sn and distributes them to
n parties. The parties take n shares to reconstruct the secret
s. Shamir [32] and Blakley [33] proposed threshold secret
sharing schemes based on Lagrange interpolation theorem
and Gaussian elimination, respectively. They allow t or more
correct shares to reconstruct the secret instead of n shares,
where t is the threshold and smaller than n. Our protocol calls
the sharing phase of Shamir’ sharing scheme and denotes it
by FTSS. We give the ideal functionality of Shamir’s scheme
in Fig 4. See [32] for the specific scheme.

Reed-Solomon codes are a kind of error-correcting codes
proposed by Reed and Solomon [34]. Later, a series of
Reed-Solomon code algorithms [35]–[37] are proposed. The
Reed-Solomon decoding algorithms provide extensions and
generalizations of Shamir’s scheme. In order to reconstruct

FIGURE 3. Ideal functionality for Threshold PSI.

FIGURE 4. The functionality of FTSS.

the secret, Reed-Solomon decoding algorithm ignores a few
incorrect shares and outputs the polynomial. Our protocol
combines with the Reed-Solomon decoding algorithm [37]
to reconstruct the secret s, which uses fast Fourier transforms
and does not reveal the error position or magnitudes.

D. OBLIVIOUS TRANSFER
Oblivious transfer [38], [39] is an important cryptographic
primitive. There are a sender holding data m0, m1 ∈ {0, 1}∗

and a receiver holding a choice bit b ∈ {0, 1}. The receiver
can safely get mb from the sender according to the choice bit
b by performing the OT functionality. Meanwhile, the sender
does not know whether the receiver receives m0 or m1. The
construction of OT needs a heavy cost in practical applica-
tion, because the implementation of OT requires expensive
public-key operations. Oblivious transfer extension [40], [41]
provides a more efficient way to apply in practical appli-
cations which uses a small amount of base OTs and avoids
heavily public-key operations.

E. (GARBLED) BLOOM FILTER AND PSI WITH GBF
Bloom filter [42] is an efficient structure that can store and
query items by using k hash functions easily. In general, the
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FIGURE 5. The data structure of Bloom Filter.

capacity of Bloom filter is expressed as m, and k hash func-
tions are expressed as h1, h2. . . , hk . Supposed that we have an
item x and we want to store it in this data structure, then the
item x will be mapped by k hash functions one by one into
k bins. Let hi(x) denote the location where x is indexed by
the i-th hash function in Bloom filter. But Bloom filter has a
property called false positive. In other words, the item y is not
stored in the Bloom filter, but the values in the k bins are all 1,
and the index positions of these bins are h1(y), . . . , hk (y). The
probability of false positive is determined by the parameters
k and m. Generally speaking, we hope that the probability of
false positive p is negligible. If n is the number of elements,
m and k satisfy m ≥ n log2 e · log2 1/p and k = (m/n) · ln 2
respectively in the optimal case. The formal description of
Bloom filter is given in Fig 5.
Garbled Bloom filter (GBF) is an improved data struc-

ture of Bloom filter proposed by Dong et al. [12] to better
represent set elements. The structure takes advantage of the
feature of secret sharing, and stores the elements into share
values in the GBF data structure with negligible false positive
when querying an element. The formal description of GBF is
given in Fig 6. Let’s review the protocol of DCW [12] and the
formal description is given in Fig 7.

F. SECURITY MODEL
We consider the security of the protocol in the static
semi-honest adversaries setting. There is an adversary who
controls one of the parties and fully follows the protocol
specification in the semi-honest model. But the adversary
tries to get more additional information from the protocol.
Please refer to [43], [44] for a more detailed and formal
description.

In the threshold PSI protocol, there are two parties: a sender
S with input X and a receiver R with input Y . They execute

FIGURE 6. The data structure of Garbled Bloom Filter.

the two-party protocol which computes the function f and
outputs f (X ,Y ).

We define the functionality f : {0, 1}λ × {0, 1}λ →
{0, 1}λ, where f = X

⋂
Y and f is a deterministic function-

ality (X and Y are the input sets of the sender and receiver
respectively). Define π as a two-party protocol that com-
putes the functionality f . The view of the sender and the
receiver are denoted by viewπ

S (X ,Y , λ) and viewπ
R (X ,Y , λ)

respectively, where λ is the computational security param-
eter. The output of the sender is ⊥ and the output of the
receiver is outputπR (X ,Y , λ) which is null or X

⋂
Y . That

is, if |X
⋂
Y | ≥ t , outputπR (X ,Y , λ) = X

⋂
Y . Otherwise,

outputπR (X ,Y , λ) = null.
Definition 1: Let f be a deterministic functionality.

The protocol π computes the functionality f against
semi-honest adversary securely if there exist probabilistic
polynomial-time (PPT) algorithms SimS and SimR satisfy:

SimS (1λ,X ,⊥)
c
≡ viewπ

S (X ,Y , λ) (1)

SimR(1λ,Y ,outputπR (X ,Y , λ))
c
≡ viewπ

R (X ,Y , λ) (2)

where X ,Y ∈ {0, 1}∗ and |X | = |Y |.

III. THE THRESHOLD PRIVATE SET INTERSECTION
PROTOCOL
In the section, a detailed description of the TPSI protocol
is given. Our protocol is secure against passive adversary in
semi-honest setting and the new TPSI protocol is shown in
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FIGURE 7. The PSI Protocol of DCW.

Fig 8. The main idea of our protocol is that determine the
relationship between |X ∩ Y | and the threshold t through
the secret sharing scheme. The protocol satisfies that enough
correct shares to reconstruct the secret s. This means there
are enough elements in the intersection and the receiver could
compute the polynomial of the secret sharing scheme. Only
when the above conditions are met, can the receiver obtain
the intersection.

For the sender, a simple approach is to assign a share of the
secret s to each element. If the receiver can get enough correct
shares, she could output the intersection. But there is a serious
problem: If the cardinality of the intersection does not reach
the threshold, the receiver can get additional information from
the correct shares. That means the elements corresponding to
the correct shares are in the intersection.

To solve the above problem, we design a new GBF that
can establish the relationship between set elements and the
secret shares and use it as threshold detection for the threshold
PSI. In addition, the index corresponding to each share is also
stored in the GBF, and the receiver can check whether the
share she obtained is correct. The construction of the new

GBF is similar to GBF, and the setting of parameters is the
same as GBF. If |X ∩ Y | ≥ t , the receiver can get enough
correct shares, and then reconstruct the secret s. Otherwise,
the protocol is terminated and outputs ⊥, and the receiver
cannot get any information from the execution of the protocol.

We suppose that the size of dataset is n. The sender ran-
domly selects secret s from the finite field F and calls Shamir’
scheme to generate n shares. It satisfies t or more correct
shares to recover s. Based on GBF and Shamir’ scheme,
we give Algorithm 1 to generate the new GBF of a set X .
Similar to Dong’s GBF, the security of the new GBF struc-
ture depends on the parameter k . Namely, the false positive
probability of the new GBF is at most 2−k . Different from
Dong’s GBF, the new GBF has two changes:

• Instead of storing xi, we store xi
⊕

si in GBF, where xi
is the i-th element and si is the i-th share.

• Each random string mhj(xi) in the bin will be connected
to another random string Ihj(xi), and satisfy Ih1(xi)⊕· · ·⊕
Ihk (xi) = indi, where indi is the index of the share si of
the secret s, that is, f (indi) = si. For security, Ihj(xi) has
the same length as mhj(xi).

In addition, our protocol combines with the Reed-Solomon
decoding algorithm to reconstruct the secret which is a fea-
sible method to avoid calculating all possible combinations
among the shares, and we need to ensure that at any value
of threshold t , the receiver has the possibility of getting the
intersection. In order towe design both parties to add the same
d dummy elements. See section IV-A for specific analysis.

IV. PROTOCOL ANALYSIS
A. PARAMETERS
In order to use Reed-Solomon code to achieve arbitrary
threshold PSI, we design both parties to add the same d
dummy elements. The number of dummy elements is related
to the threshold t and the cardinality of the set of parties n.
The specific calculation process is given below.

We assume that the size of dataset of parties is n and the
threshold is t . Thismeans the number of intersection elements
is greater or equal to t , the receiver can obtain the intersection.
According to the requirements of our protocol, the parameters
need to satisfy the following constraints:

• For TPSI protocol, the receiver gets the intersection X ∩
Y if |X ∩ Y | ≥ t .

• For Reed-Solomon code, the secret s is reconstructed in
the TPSI protocol if |X ∩ Y | ≥ t + (n− t)/2.

If we apply the Reed-Solomon code to secret reconstruc-
tion, it requires that the number of wrong shares should be
less or equal to (n− t)/2, that is, the number of correct shares
should be greater or equal to t + ((n+ d)− t)/2. In order to
ensure that the Reed-Solomon code can reconstruct the secret
in the requirements of the TPSI parameters, we add n − t
dummy elements to the sets of both parties.1

1Let d denote the number of dummy elements, and compute the equation
t + d = t + ((n+ d)− t)/2 to get d = n− t .
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FIGURE 8. The TPSI Protocol based on DCW.

These dummy elements are chosen by pseudo-random gen-
erator with the seed selected by the parties. The length of
dummy elements is the same as the private elements, which
is 128. Therefore, the probability of the collision between
dummy elements and private elements is (n− t)/2128.

B. SECURITY PROOF
In the section, we first give the security analysis of the
protocol. We conduct the security analysis in two different
cases, namely the sender or the receiver is corrupted. Since
the protocol is not symmetrical, the proof of the two cases
will be different.
Theorem 1: The TPSI protocol is secure in semi-honest

setting when the threshold secret sharing scheme is seman-
tically secure.

Proof: We prove the above theorem by analyzing
the corrupt sender and corrupt receiver respectively. In two

different cases, we simulate the input and output of the cor-
rupt party separately.
Case 1: The sender S is corrupted. In the case, there is a

simulator SimS to generate the computationally indistinguish-
able view from the following view:

viewπ
S (X ,Y , λ) = {X , seedS , s, si, indi,X

′,mi, ri,⊥}

which is the view in the real execution, where seedS is the
random seed, s is the secret in Shamir’ scheme, si is the i-
th share of s, indi is the index of si, X ′ includes xi ∈ X and
dummy elements, mi and ri are random strings.
SimS performs the following to simulate the view. It first

creates an empty view and adds its simulated items to the view
according to the order of execution of the protocol. In the
phasing of setup, it adds the uniformly selected sẽedS , s̃ to
the view. Then, it generates sẽedR, X̃ and Ỹ . The SimS gets
the dummy elements, X̃ ′ and Ỹ ′. As before, these values are
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Algorithm 1 BuildNewGBF(X , n,m, k,H , λ, S, I )
Input: A set X , n,m, k,H = {h1, . . . , hk}, two sets S, I
Output: A (n,m, k,H , λ, S, I )-garbled Bloom filter

GBFX
GBFX = new m-item array of bit strings;
for i = 1 to m do

GBFX [i] = NULL;
for ` = 1 to n do

foreach x` ∈ X , s` ∈ S, ind` ∈ I do
emptyBin= −1, lastShare = x` ⊕ s`||ind`;
for i = 1 to k do

j = hi(x`);
if GBFX [j] == NULL then

if emptyBin == −1 then
emptyBin=j;

else
GBFX [j]

r
← {0, 1}2λ;

lastShare=lastShare⊕GBFX [j];

else
lastShare=lastShare⊕GBFX [j];

GBFX [emptyBin] = lastShare;

for i = 1 to m do
if GBFX [i] == NULL then

GBFX [i]
r
← {0, 1}2λ;

appended to the view. In the phasing of OT extension, SimS
randomly chooses m̃i and r̃i and appends them to the view.
Finally, SimS adds ⊥ to the view and outputs the view.
The input is fixed and the intermediate parameters are ran-

domly selected in both views. We conclude that the simulated
view and the real view are computationally indistinguishable.
Case 2: The receiver R is corrupted. In this case, there is a

simulator SimR to generate a computationally indistinguish-
able view from the following view:

viewπ
R (X ,Y , λ)={Y , seedR,Y

′, bi, s′i||ind
′
i , f (x)

′,F(X ∩ Y )}

which is the view in the real execution, where seedR is the
random seed, Y ′ includes yi ∈ Y and dummy elements, bi
is the choose bit, s′i||ind

′
i is the message received from the

sender, f (x)′ is the polynomial computed by the receiver and
F(X ∩ Y ) is the output.
SimR performs the following to simulate the view. It first

generates the input set Y ′ and creates an empty view and adds
the items it simulates to the view according to the order of
execution of the protocol. In the phasing of setup, it adds the
uniformly selected seed ′R to the view. In the phasing of OT
extension, SimR chooses bi to obtain the messages from the
sender S and appends it to the view. In the end, SimR computes
F(X ∩ Y ) and outputs the view.

Since the interaction between the two parties is only in the
setup stage and theOT stage, the security proof of the protocol

is also in these two stages. It is easy to see that the simulated
view and the real view are computationally indistinguishable.

After the above analysis, it’s proved that our protocol is
secure in the semi-honest setting, and our proof is completed.

V. PERFORMANCE AND COMPARISON
We implemented the TPSI protocol in C++, and the experi-
ment was run on two Ubuntu 18.04 virtual machines with an
Intel(R) Xeon(R) E5-2630 v4 @2.2GHz CPU, 64GB RAM.
Let the computational security parameter λ = 128, the
statistical security parameter σ = 40 and the number of hash
functions k = 128.
We firstly analyze the communication complexity of our

protocol. In the setup phase, the sender sends seedS ∈
{0, 1}λ and H (s) ∈ {0, 1}λ to the receiver and receiver sends
seedR ∈ {0, 1}λ to the sender. The communication cost of
the parties is based on the length of the Bloom filter. For
producing m OTs of 256-bit string, the concrete cost of OT
extension stage is m · 256 bits plus an additive overhead of
a small amount of extended OTs. There is no communica-
tion between the two parties in the last two stages. Then
we discuss the computational complexity of our protocol.
Parties generate their garbled Bloom filter or Bloom filter
which needs (2n − t)k hash computations. In addition to
the hash computations, S also requires a part of the XOR
computations, so the time to generate GBF seems to be longer
than the time to generate BF. In the OT extension stage,
parties require 2m + 336 hash computations. R reconstructs
the secret s using the Reed-Solomon decoding algorithm and
the computational complexity of O(nlogn). Finally, R checks
her shares which requires n polynomial computations. The
result of our analysis is shown in Table 1.

TABLE 1. The communication and computational complexity of our
protocol.

The set size of parties is n and the threshold is t . We set t is
30%n, 50%n, 80%n and 95%n respectively and test the cost
of time and communication when the set size is fixed. The
cost of time and communication of our protocol are shown in
Table 2 and Table 3. Fig 9 and Fig 10 show the total running
time and communication of our protocol running on datasets
ranging from 512 to 16384 elements with different threshold.

We can see that the time cost increases with the increase of
the threshold with the same set size from the Fig 9. Obviously,
the communication is inversely proportional to the threshold
in Fig 10. The same data size causes different communica-
tions because the threshold changes also change the number
of dummy elements. We give the number of dummy elements
added in Table 4.
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TABLE 2. The time cost of our protocol (On seconds).

TABLE 3. Communication cost of our protocol (In MB).

TABLE 4. The number of dummy elements added.

FIGURE 9. The time cost of our protocol.

In order to get the time cost of each stage, we tested the
time cost of several stages when the threshold is 80%n and
showed our results in Fig 11. As we can see in the figure, the
more time cost phases are the query intersection stage and the
reconstruction stage, followed by the stage of construction of
GBF. In addition, we also give the time cost of the offline and
online stages. As we can see from Fig 12, the time cost of the
online stage is the major factor.

The asymptotic costs comparison of [1], [27], [28], [30],
[31] and our protocol is shown in Table 5 for the set size
n, security parameter λ, the number of hash functions k ,
the threshold t and the length of Bloom filter m. [31] is
multi-party threshold PSI, and N is the number of parties.

In the existing TPSI protocol, only [1] and [27] were
implemented, so we compared our protocol with [1] and [27].

FIGURE 10. The communication of our protocol.

TABLE 5. Asymptotic costs comparison.

TABLE 6. Compared time cost with [1] and [15] (On seconds).

We give a comparison with [1], [15] in Fig 13. It is easy to
see that the total time of our protocol is less than [15]. The
maximum set size is 4092 and their tests were conducted on
a single machine with an Intel i7-4790@3.6GHz CPU, 16GB
RAM. As can be seen from the Fig 13, our protocol is more
efficient. We give a comparison between the protocol of [1],
[15] and ours in Table 6. The protocol [1] is not efficient since
it requires to compute C t

n possible combinations to recon-
struct the secret. By contrast, our protocol avoids calculating
all possible combinations among the shares and saves the cost
of time.

In [27], their protocol is also based on Bloomfilter. In order
to ensure the privacy of the cardinality, Zhao et al. spent
much time in the steps of encrypting Bloom filter, encrypting
polynomials and evaluating polynomials. Our protocol uses
threshold secret sharing to determine whether to output inter-
section, which avoids the above expensive operations. Zhao
and Chow [27] tested the overhead of set size n = 100,
threshold t = 50, and the length of Bloom filter m =
4500. Their experiment was run on a Windows machine
with 2 Intel(R) Core(TM) i5-4590 @3.3GHz CPUs and 8GB
RAM and their total time cost is 85.278s for P1 and 139.755s
for P2. In contrast, we tested our experiment on a Windows
machine with an Intel(R) Core(TM) i7-8700 @3.2GHz CPU
and 8GB RAM and our total time cost is 2.988s. Obviously,
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FIGURE 11. The time cost of each stage.

FIGURE 12. Online time and offline time of our protocol.

FIGURE 13. Compare with [1] and [15].

our protocol is more efficient and suitable for bigger
data.

VI. CONCLUSION
Threshold PSI has a wide range of applications, such as
fingerprint matching, online dating and privacy ridesharing.
In this work, we design an efficient TPSI protocol with

semi-honest security. To improve the efficiency of the TPSI
protocol, we design a novel TPSI protocol based on GBF
and threshold secret sharing, which uses a small amount of
public-key operations. In addition, our protocol combines
with Reed-Solomon decoding algorithm to reconstruct the
secret, which avoids calculating all possible combinations
among the shares. Finally, the performance analysis shows
that our protocol is more efficient than the previous TPSI
protocols.
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