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ABSTRACT Online state-of-health (SOH) estimation is critical for second-use retired lithium-ion batteries.
However, the SOH of retired batteries is highly nonlinear, and the existing degradation trend data are limited.
Consequently, achieving accurate and effective SOH estimation remains a challenge. To address the above
problem, an online SOH estimation based on a weighted least squares support vector machine (WLS-SVM)
is proposed in this paper. In this work, the health features (HFs) are first extracted from the partial charging
curves of retired batteries, and the Pearson correlation coefficient is applied to select the important HFs
that are strongly correlated to the SOH. These selected HFs are used as the estimation model inputs for
characterizing the aging procedure of the retired battery effectively. Then, to enhance the accuracy and
robustness of SOH estimation, the standard support vector machine (SVM) is improved by a weighting
function and linear equations. Last, the online SOH estimation is conducted by using the test data sets
of second-use batteries with different battery materials and under different conditions. The results show
that compared with the most popular methods, such as the back-propagation neural network (BPNN)-based
method, the Gaussian process regression (GPR)-based method, and the standard SVM-based method, the
performance of the WLS-SVM-based method is superior. The root mean square error (RMSE) for the SOH
estimation with the WLS-SVM-based method for all the test cells is less than 1.85% at different aging paths
and levels, whereas the RMSEs of the BPNN-based method, GPR-based method, and standard SVM-based
method are within 3.6%, 5.7%, and 7.6%, respectively. The proposed WLS-SVM-based method can thus
provide highly robust and accurate online SOH estimation.

INDEX TERMS Electric vehicles, second-use lithium-ion battery, online SOH estimation, WLS-SVM, HF.

NOMENCLATURE
A. ABBREVIATIONS
SOH state-of-health
WLS-SVM weighted least squares support vector

machine
HF health feature
SVM support vector machine
BPNN back propagation neural network
GPR Gaussian process regression
EV electric vehicle
EKF extended Kalman filter
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RBF radial basis function
NMC Li(NiCoMn)O2
IC incremental capacity
CC constant current
MSE minimal square error
MAE mean absolute error
RMSE root mean square error

B. SYMBOLS
ρSOH,HF Pearson correlation coefficient between

SOH and HF
C t the capacity of the t-th cycle
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CN the nominal capacity
C the penalty parameter
ξ i slack variable
ai Lagrange multiplier
K(xi, x) the kernel function
γ the radius of the radial basis kernel function
f (xi) the estimated SOH
yi the actual value
l the number of samples
vi the weight vector of WLS-SVM
Ŝ the standard deviation,
MAD(ei) the median absolute deviation
I the identity matrix

I. INTRODUCTION
As more electric vehicles (EVs) have appeared on roads,
the disposal of EV batteries has become an increasing con-
cern [1]. When the energy storage capacity of an EV battery
declines to 80%, the battery is no longer suitable for EVs
and must be replaced [2]. It is estimated that the number of
retired EV batteries will reach approximately 10,446 tons in
China alone by 2020 [2], [3]. If the used EV batteries cannot
be handled appropriately, it will not only waste resources
but also cause great harm to the environment. It is essential
to deal with retired batteries reasonably. Although retired
battery packs do not meet the requirements for EVs, most
the battery cells are still healthy and fully functional [4].
Accordingly, instead of disposal, reusing is regarded as the
best way to deal with the retired batteries [5]. Currently,
retired batteries are usually repurposed in residential energy
storage devices, which have a lower peak power demand
and relatively smooth energy consumption. To safely and
efficiently use retired batteries, an accurate state estimation is
critical to assess their second-life service. An online state-of-
health (SOH) estimation is themost important deciding factor
for ensuring the safety of the second-use retired batteries.

The SOH is a battery age metric that reflects the ability
of a battery to store and deliver energy relative to its initial
condition [6]. It can be expressed as:

SOH =
Ct
CN

(1)

where Ct is the capacity of the t-th cycle and CN is the
nominal capacity. The battery aging rate depends on the bat-
tery operation state, including charging and discharging rates,
the depth of discharge, and the external environment, such
as ambient temperature and storage conditions [7]. A clear
understanding of second-use battery aging information can
help users improve second-use battery application condi-
tions and avoid the occurrence of safety hazards. Therefore,
researchers have made great efforts to develop SOH estima-
tion methods.

In recent years, studies on SOH estimation have increased
[7], [8] and have been classified into model-based methods
and data-driven methods [9]. Model-based methods, includ-
ing equivalent circuit models and electrochemical models,

consider the degradation process, and the failure mode is
applied to estimate battery SOH. Wang et al. [10] estimated
the battery SOH by using a state-space model of the discharge
rate. Relying on an empirical model [11], Yu et al. [12]
applied a particle filter to estimate battery SOH. Kim and Cho
[9] employed a battery equivalent circuit model and used the
extended Kalman filter (EKF) method to estimate the SOH.
Guha [13] proposed a fusion method for SOH prediction that
combines a capacity reduction model and an internal resis-
tance growth model. However, these model-based methods
require complex computations and a large amount of prior
knowledge to describe the degradation mechanism and mate-
rial properties, so it is difficult to achieve online estimation.
The data-driven approach is an efficient and effectivemethod.
Data-driven methods extract the hidden information and evo-
lution rules from the battery data to realize the online SOH
prediction of lithium-ion batteries, which do not require accu-
rate physical models [14], [15]. Liu et al. [16] predicted the
battery SOH by using a Gaussian process regression (GPR)-
based method. Li et al. [17] presented an SOH estimation
approach by combining an ensemble learning neural network
with a characteristics analysis of the charge-discharge curve
[18]. Yang et al. [19] selected a three-layer back-propagation
neural network (BPNN) to obtain an accurate SOH estima-
tion. He et al. [20] estimated the battery SOH online by
using dynamic Bayesian networks to give reasonable pre-
diction results. Although these present data-driven methods
can improve the estimation accuracy to some extent, they
require sufficient training data, which is difficult to achieve
in practical applications [21], [22]. Additionally, the SOH of
a second-use battery is strongly nonlinear. These methods
have difficulty obtaining good estimation results with limited
samples.

To overcome the above problems, the support vector
machine (SVM) has been proposed because it is more suitable
for nonlinear problems with a small number of samples.
Chen et al. [7] proposed an SVM with a radial basis func-
tion (RBF) as the kernel function to estimate the SOH.
Xu et al. [23] identified the battery SOH using an SVM. In the
above studies, the SVM can provide good estimation results
under specific working conditions, but the robustness of the
SVM is poor because it can be easily misled by abnormal
training points. An SVM only selects a few data points as
support vectors for training. If there are abnormal training
points in these data, the estimation error based on the SVM
method will increase significantly.

To improve the estimation performance, a weighted least
squares support vector machine (WLS-SVM)-based method
is proposed in this paper. The purpose is to achieve a trusted
online SOH estimation for second-use lithium-ion batteries
with limited training data sets. TheWLS-SVM-basedmethod
takes all training data as support vectors to fully character-
ize the deterioration of second-use lithium-ion batteries and
uses a weight function to weight error variables, which can
obtain SOH estimation with high accuracy. The robustness
and feasibility of the proposed WLS-SVM-based method
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TABLE 1. The tested cells.

are systematically validated by applying test data sets from
different battery materials under different conditions.

The main contributions of this study are twofold: (1) First
is the construction and selection of health features (HFs).
Considering the effective extraction of HFs in practical appli-
cations, we select the charging capacity as the HF from
partial charge profiles. The HFs we select are not affected
by the change in charging current rate. The Pearson correla-
tion coefficient is applied to determine the key HFs that are
strongly correlated to the SOH. Then, using the key HFs as
the estimation model input, the aging of the retired battery
can be reflected effectively. (2) Second is the development
and verification of the WLS-SVM model. We improve the
standard SVM with a weighting function and linear equa-
tions, allowing the estimation model to fully characterize the
deterioration of second-use lithium-ion batteries and reduce
computational complexity. Then, applying several second-
use lithium-ion battery data sets with different conditions and
different battery materials, the SOH estimation is conducted
and compared with the most popular SOH estimation meth-
ods to verify the proposed method.

The remainder of this paper is organized as follows.
Section 2 describes the methodology, which includes healthy
feature selection and theWLS-SVM-basedmethod. The SOH
estimation results and a discussion are offered in Section 3.
Section 4 presents the conclusions.

II. METHODOLOGY
A. THE METHOD FRAMEWORK
To enhance the performance of online SOH estimation, this
paper proposes aWLS-SVM-basedmethod. As shown in Fig.
1, the proposed method can be implemented in three steps:
feature selection, offline modeling, and online estimation.
First, HFs are selected based on Pearson correlation coeffi-
cients. Second, the WLS-SVM model is trained offline by
using data sets that involve HFs and real SOH. Finally, taking
the test data sets as input, the WLS-SVM model is used to
estimate the SOH online.

B. HEALTHY FEATURE SELECTION
Because it is difficult to build a direct mapping relationship
between the second-use battery SOH and the measured data,

TABLE 2. Experimental conditions of the batteries.

it is crucial to select appropriate healthy features for the
SOH in the characterized second-use battery. In this section,
by introducing second-use battery experiments, the key HFs
are determined by the Pearson correlation coefficient, which
can evaluate the correlation between the HFs and the target.

1) LITHIUM-ION BATTERY DATA
In this work, Li(NiCoMn)O2 (NMC) and LiFePO4 batteries
are obtained from the retired battery packs of several pure
electric passenger cars. These EVs had been used for over
three years, and theirmileagewas over 35,000 km. The retired
batteries still possessed approximately 80%-85% of their
initial capacities. Before the life cycle tests, we screened the
batteries for consistent capacity. Table 1 presents the remain-
ing capacities and the nominal capacities of these batteries.

We divided these batteries into three groups to conduct life
cycle tests under different load profiles. A schematic of the
test bench is shown in Fig. 2. It consists of a BitrodeMCV12-
100 for the battery test, a thermal chamber for environmental
control and a host computer for operational control and data
display/storage. The experiments were carried out at room
temperature, and the experimental conditions of the second-
use batteries are shown in Table 2. The retired batteries are
mostly used under a low current rate during second use [1],
so the maximum discharge current rate we selected is 1C. The
charging current rates we chose include 0.5C and 1C.

To obtain the degradation trends of second-use battery
SOHs under different conditions, we select the data sets of
B1, B3, B5, and B7, which are used to train the WLS-SVM
model. We select the data sets B2, B4, B6, and B8 to test the
performance of the proposed method.

2) FEATURE EXTRACTION
The HF is crucial in determining the performance of the
SOH estimation method; therefore, the HFs are analyzed
and extracted in this section. Generally, battery degeneration
is primarily influenced by its working voltage, current and
temperature, and its degeneration degree is also represented
by changes in these three characteristics [24]. Thus, the main
problem is when and how to acquire these measurements.

When comparing the charge and the discharge conditions,
the discharging process is volatile, which makes it difficult to
extract HFs. As a result, hidden information during charging
is often seen as an important healthy feature because the
charging process is relatively stable. Li et al. [25] selected
incremental capacity (IC) curves during charging as the
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FIGURE 1. Overall view of the proposed SOH estimation method.

FIGURE 2. Schematic of the test bench.

healthy indicator. It can be seen that the IC peaks at different
aging states have unique shapes, amplitudes and positions,
which is a key for indicating the SOH through the change of
the peaks [26]. However, the limitations of the incremental
capacity analysis, such as requiring a low current rate for
measurement, eliminating the noise of the curves, and engag-
ing a high computational effort for the microcontrollers, are
hard to overcome in practical applications. Li et al. [17]
selected the ratio of constant current (CC) during the charging
phase and the time spent in the selected equidistant voltage
interval as the healthy features. Chen et al. [27] chose the CC
mode duration as the input feature in their proposed method.
Zheng and Deng [28] took the area under the CC mode,
the time duration from 3.9 V to 4.2 V under the CC mode
and the end time of the CC mode as the training data sets.
The CC charging process is more stable, and the represen-
tative features can be extracted to create a more accurate
SOH estimation model. Nevertheless, there is little chance
for full charge or discharge during practical applications [23].

Therefore, it is difficult to obtain the ratio of the CC mode,
the CC mode duration, and the end time of the CC mode for
online SOH estimation.

Utilizing the partial charge curves to estimate the
online SOH of second-use batteries is more practical [29].
Feng et al. [23] estimated the SOH by comparing the simi-
larities of the charging voltage segment curves, which essen-
tially compares the geometrical characterizations. Whereas
this approach showed very good performance under constant
charging current conditions, it is difficult to guarantee the cor-
relation between SOH and geometrical characterization when
the current rate changes, such as when the charger is replaced.
Meng et al. [30] selected several voltage ranges as healthy
features to estimate the SOH. This approach provides more
flexibility for SOH estimation, but the correlation between
battery SOH and each selected voltage range is not always
the strongest. Therefore, in practical applications, the healthy
features extracted from partial charge profiles with high cor-
relations to the battery SOH are the best inputs to the training
model for SOH estimation accuracy [31].

To select the healthy features from partial charge profiles,
we examine the charging curves. Fig. 3 shows the charging
voltage and current curves of battery B1 at SOH 80%, SOH
75%, SOH 70%, SOH 65%, SOH 60%, SOH 55%, and SOH
50%. Although the current in the CC charging stage is the
same as shown in Fig. 3(b), the slopes of the second-use
battery voltage curves are different under different battery
degeneration degrees, as shown in Fig. 3(a).

In a certain voltage range, the different slopes of the voltage
curves result in different charging times and charging capac-
ities, as shown in Fig. 4. Nevertheless, under the same tem-
perature, the charging time will be changed when the charger
is replaced or the battery degenerates. The charging capacity
is only affected by battery degeneration. A further analysis
of the charging curves for different degeneration degrees
reveals that in the CC phase, the different battery degener-
ation degrees will lead to inconsistent charging capacities
at different voltage intervals. Therefore, we can speculate
that there is a certain correlation between the SOH and the
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FIGURE 3. Charge profiles of B1 with different SOHs. (a) Charging voltage.
(b) Charging current.

FIGURE 4. Charging curves.

charging capacity at different voltage intervals. Based on this
conclusion, 8 HFs can be extracted from the CC charging
phase:

HF1: the charging capacity from 3.8 V to 3.85 V under the
CC mode.

HF2: the charging capacity from 3.85 V to 3.9 V under the
CC mode.

HF3: the charging capacity from 3.9 V to 3.95 V under the
CC mode.

HF4: the charging capacity from 3.95 V to 4 V under the
CC mode.

HF5: the charging capacity from 4 V to 4.05 V under the
CC mode.

HF6: the charging capacity from 4.05 V to 4.1 V under the
CC mode.

FIGURE 5. Effects of second-use battery degeneration on HFs. (a) HF1.
(b) HF2. (c) HF3. (d) HF4. (e) HF5. (f) HF6. (g) HF7. (h) HF8.

HF7: the charging capacity from 4.1 V to 4.15 V under the
CC mode.

HF8: the charging capacity from 4.15 V to 4.2 V under the
CC mode.

Due to the characteristics of the second-use battery charg-
ing voltage at SOH 50%, the voltage intervals are divided
from 3.8 V. The CC charging phase from 3.8 V to 4.2 V is
divided into 8 voltage intervals, with 0.05 V for each interval
The charging capacities during these 8 voltage intervals are
regarded as health features and named HF1-8.

The effects of second-use battery degeneration on HFs are
shown in Fig. 5. The HFs of the second-use battery decrease
with the SOH. HF3 and HF4 are very close to the second-
use battery SOH, as shown in Fig. 5(c) and (d), respectively.
However, HF6, HF7, and HF8 do not track the second-use
battery SOH. HF1, HF2, and HF5 are only partially tracking
the SOH trend. Obviously, the correlation between HF4 and
SOH is the highest, as shown in Fig. 5(d). To be clearer,
we introduce the Pearson correlation coefficient to judge the
correlation between different HFs and the SOH.

The correlation between SOH and HFs can be evaluated
by the Pearson correlation coefficient, which is calculated by
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FIGURE 6. The correlation coefficient between SOH and HFs. (a) B1.
(b) B3. (c) B5. (d) B7.

the variance and covariance of the two variables. The closer
the correlation coefficient is to 1, the better the correlation
between the two variables is. The Pearson correlation coeffi-
cient can be obtained by:

ρSOH ,HF =
Cov(SOH ,HF)

√
Var[SOH ] · Var[HF]

(2)

where Cov(SOH ,HF) is the covariance between SOH and
HF ; Var[SOH ] is the variance of SOH ; Var[HF] is the
variance of HF .
The correlation coefficients calculated using all the train-

ing data sets are shown in Fig. 6. The correlation coefficient
of HF4 calculated using the data set of battery B1 is 0.988,
which is the closest to 1, as shown in Fig. 6(a). The correlation
coefficients of HF4 calculated by applying the data sets of
battery B3, battery B5, and battery B7 are shown in Fig. 6(b),
(c), and (d), respectively. The results of the correlation coef-
ficient show that the correlation coefficients of HF3 and
HF4 are high, which are closer to 1 than others. It means that
HF3 and HF4 strongly relate to the SOH in second life cycle
of batteries. Therefore, HF3 and HF4 are selected as inputs
for the proposed method in this paper.

C. WLS-SVM BASED SOH ESTIMATION METHOD
SVMs were first used to solve classification problems [32].
With continuous improvement, SVMs can be applied to
solve regression problems. Practical application has shown
that SVMs exhibit good performance in regression prob-
lems, especially with dealing with high-dimensional function
approximation problems [6].

To solve linear regression problems, the best objective
function f (x) = wT x+b can be obtained by an SVM solving

FIGURE 7. Online SOH estimation flowchart based on the WLS-SVM.

the convex quadratic programming problem:

min
w,b,ξ,ξ∗

1
2
‖w‖2 + C

n∑
i=1

(
ξi + ξ

∗
i
)

s.t.


((w · xi)+ b)− yi ≤ ε + ξi, i = 1, · · · , n
yi − ((w · xi)+ b) ≤ ε + ξ∗i , i = 1, · · · , n
ξi ≥ 0, ξ∗i ≥ 0, i = 1, · · · , n

(3)

where n is the size of the training data set and C(C > 0) is
the penalty parameter. ξi and ξ∗i represent slack variables.
To simplify the problem, the primal function, kernel trick

and corresponding constraints can be fed into Eq. (3). Then,
the dual problem can be deduced from Eq. (3) by the Karush-
Kuhn-Tucker condition and Lagrange multiplier.

min
a(i∗)

1
2

∑n

i,j=1

(
a∗i − ai

) (
a∗j − aj

) (
xi · xj

)
+ ε

n∑
i=1

(a∗i + ai)−
n∑
i=1

yi(a∗i − ai)

s.t.


n∑
i=1

(a∗i − ai) = 0

0 ≤ a(∗)i ≤ C i = 1, · · · , n

(4)

where ai and a∗i are Lagrange multipliers, and only the points
that meet the condition (ai−a

∗
i ) 6= 0 are support vectors. The

objective function can be converted as:

f (x) =
n∑
i=1

(a∗i − ai)
(
x∗i · x

)
+ b (5)

To solve the nonlinear problems and change the complex-
ity of the calculation, the kernel function is introduced into
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FIGURE 8. SOH estimation results for battery B2. (a) Results for BPNN. (b) Results for GPR. (c) Results for SVM. (d) Results for WLS-SVM.
(e) Errors. (f) Statistical indicators.

Eq. (5). The new objective function can be described as:

f (x) =
n∑
i=1

(a∗i − ai)k (xi, x)+ b (6)

where K (xi, x) is the kernel function. Due to its good ability
to deal with nonlinear problems, the radial basis kernel is one
of the most widely used functions [33]; it can be written as:

K (xi, x) = exp
(
−γ ‖xi − x‖2

)
(7)

where γ is the radius of the radial basis kernel function.
γ is crucial for prediction accuracy. In this paper, the grid
search algorithm is used to search the parameter γ , and cross-
validation is applied to measure the grid search algorithm
on the training set [7]. More concretely, the minimal square
error (MSE) is employed to evaluate the selection of γ based
on the cross-validation calculation. A suitable γ can be deter-
mined when the MSE achieves a minimum.

MSE =
1
l

l∑
i=1

(f (xi)− yi)2 (8)

where f (xi) is the estimated SOH, yi is the actual value, and
l is the number of samples.

As seen in Eq. (4), only the training data that satisfy
the condition (a∗i − ai) 6= 0 are used as support vectors.
Obviously, not all the training data meet this condition,
which brings about the sparseness of the SVM. Generally,
the sparseness of an SVM simplifies the calculation as an

advantage. However, the sparseness of the SVM results in the
dependence of the objective function on the support vectors,
which may cause the objective function to fail to characterize
the training data set due to the presence of abnormal training
points. Therefore, to enhance the robustness of the SVM,
the WLS-SVM-based method is employed to train the model
and estimate the second-use battery SOH in this paper. Taking
all the training data as the support vector, the least squares
method improves the SVM by transforming the quadratic
programming problem of the SVM into solving linear equa-
tions to reduce the computational complexity, and the weight
function improves the SVM by weighting the error variables
to enhance the robustness. The optimization problem can be
transferred to solve the minimum of Eq. (9).

J (w, ei) =
1
2

∥∥∥w2
∥∥∥+ 1

2
C

N∑
i=1

vie2i (9)

The constraint of the equation is as follows:

yi = W Tϕ (xi)+ b+ ei (10)

where vi is the weight vector of the WLS-SVM. vi can be
obtained as follows:

vi =


1

∣∣∣ei/ Ŝ∣∣∣ ≤ m1

m2 −

∣∣∣ei/ Ŝ∣∣∣
m2 − m1

m1 <

∣∣∣ei/ Ŝ∣∣∣ ≤ m2

10−4 otherwise

(11)
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FIGURE 9. SOH estimation results for battery B4. (a) Results for BPNN. (b) Results for GPR. (c) Results for SVM. (d) Results for WLS-SVM.
(e) Errors. (f) Statistical indicators.

where Ŝ = 1.48MAD(ei) is the standard deviation and
MAD(ei) is the median absolute deviation. To minimize Eq.
(9), the Lagrange function can be built by introducing the
Lagrange multiplier ai as follows:

L (w, ai, b, ei)=J (w, ei)+
N∑
i=1

ai[yi−wTϕ (xi)−b−ei](12)

The Karush-Kuhn-Tucker conditions are given by the
following: 

∂L
∂ω
= 0 H⇒ w =

N∑
i=1

aiϕ (xi)

∂L
∂ai
= 0 H⇒ wTϕ (xi)+ b+ ei

∂L
∂b
= 0 H⇒

N∑
i=1

ai = 0

∂L
∂ei
= 0 H⇒ ai = γ viei

(13)

Eq. (14) can be obtained by eliminating the variables ei and
w as: [

0 (ln)T

ln �+ I/γ v

] [
b
a

]
=

[
0
y

]
(14)

where a = (a1, a2, . . . an), ln = (1, 1, . . . 1)T , �ij =

ϕ (xi)Tϕ
(
xj
)
, y = (y1, y2, . . . yn), v = diag (v1, v2 . . . vn),

and I is the identity matrix. The WLS-SVM can be acquired
as:

ŷ (x) =
N∑
i=1

aiK (xi, x)+ b (15)

where K (xi, x) is the kernel function determined by Eq. (7).
Generally, the quadratic loss function is applied in the

WLS-SVM, which results in all the training points in the
training becoming support vectors. The objective function of
the WLS-SVM can weight all the training data sets. There-
fore, the WLS-SVM has the competence to efficiently estab-
lish a robust model for second-use battery SOH estimation
under various working conditions and eliminate the influence
of abnormal training data points.

Although the WLS-SVM has more support vectors than
an SVM, it is worth noting that the proposed WLS-SVM-
based SOH estimation method does not need to retrain the
model as the battery working condition changes, which saves
considerable time and reduces the computational burden. The
procedure for online SOH estimation based on the WLS-
SVM is shown in Fig. 7. The inputs for the onlineWLS-SVM
model are HF3 and HF4, namely, the charging capacity from
3.9 V to 3.95 V and from 3.95 V to 4 V under the CC mode.
The output of the online WLS-SVM model is the estimated
SOH. Next, the results analysis and estimation precision are
discussed.
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FIGURE 10. SOH estimation results for battery B6. (a) Results for BPNN. (b) Results for GPR. (c) Results for SVM. (d) Results for WLS-SVM.
(e) Errors. (f) Statistical indicators.

III. SOH ESTIMATION RESULTS AND DISCUSSION
As mentioned in Section 2.2.1, the data sets for batter-
ies B2, B4, B6, and B8 are applied to test the proposed
WLS-SVM-based method. To verify the proposed method,
the SOH estimation of second-use batteries is conducted
by the proposed method and the most popular methods,
including the BPNN-based method, the GPR-based method,
and the standard SVM-based method. A BPNN [27] is a
multilayer feedforward neural network in an artificial neu-
ral network, which is the most representative and extensive
approach. The GPR [28], [33]–[35] is designed based on
the Bayesian framework [36], [37] and is widely used in
prediction tasks [38]–[40]. In SOH estimation, the inputs
for the BPNN-based method, the GPR-based method, and
the standard SVM-based method are also HF3 and HF4.
The output for these data-driven techniques is the estimated
SOH. It is necessary to mention that the WLS-SVM, BPNN,
GPR, and standard SVM are realized based on the LSSVM,
NN, GPML, and LIBSVM toolboxes under MATLAB,
respectively.

The training set design concept and the selected features
are also verified through the SOH result evaluation. The
accuracy of the SOH estimation results is evaluated in
terms of the mean absolute error (MAE) and root mean
square error (RMSE). Smaller MAE and RMSE val-
ues imply better performance. The MAE and RMSE are

calculated as:

MAE =
1
N

N∑
k=1

∣∣SOH k,real − SOH k,estimate
∣∣ (16)

RMSE =

√√√√ 1
N

N∑
k=1

(SOH k,real − SOH k,estimate)2. (17)

The estimation results and errors for battery B2 are shown
in Fig. 8. It can be seen that the SOH estimation results for
the proposed WLS-SVM-based method are closer to the real
SOH. The error value for the standard SVM-based method
is the largest, as shown in Fig. 8(e). The standard SVM only
selects a few data points that meet the condition (a∗i − ai) 6=
0 as support vectors for training, as mentioned in Eq. (5).
If there are one or several abnormal training points in these
data points, the error based on the SVMmethod will increase.
However, the WLS-SVM-based method takes all training
data as support vectors and uses a weight function to weight
the error variables, which can obtain a SOH estimation with
high accuracy. The BPNN-based method and the GPR-based
method show similar characteristics to the WLS-SVM-based
method, but the errors are larger, as shown in Fig. 8(a) and
(b). The MAE and RMSE are applied to assess the results.
As shown in Fig. 8(f), the MAE and RMSE of the proposed
WLS-SVM-based method are lower than those of the other
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FIGURE 11. SOH estimation results for battery B8. (a) Results for BPNN. (b) Results for GPR. (c) Results for SVM. (d) Results for WLS-SVM.
(e) Errors. (f) Statistical indicators.

methods, and theMAE values and RMSE values of theWLS-
SVM-based method are under 1.45%.

During the battery test, the discharge current of battery
B4 is different from that of battery B2, and the aging rate is
also different. The robustness of the proposed method under
different conditions can be verified by using the data sets from
battery B4 to estimate the SOH.As shown in Fig. 9, the results
show superior performance for the proposed WLS-SVM-
based method than the other methods in SOH estimation.
The SOH estimated by the GPR-based method and standard
SVM-based method cannot track the real SOH well after
the 225th cycle, as shown in Fig. 9(a) and (c). The SOH
error of the BPNN-based method increases when the real
SOH fluctuates significantly at the 200th cycle, as shown
in Fig. 9(b). Although the real SOH curve is not smooth
during all the discharge-charge cycles, as shown in Fig. 9(d),
the MAE value and the RMSE value of theWLS-SVM-based
method are lower than 1.85%, which implies high accuracy
and robustness in SOH estimation.

The material for battery B6 is the same as that for batteries
B2 and B4, but its nominal capacity is larger than that of
the two batteries. As shown in Fig. 10, the SOH estimation
results show that the real SOH can be tracked well by the
WLS-SVM-based method, although the nominal capacity
is different. However, the SOH errors for the other three
methods are relatively large. In addition, as shown in Fig.
10(a), (b), and (c), although the SOH errors are small at the

beginning, the SOH estimations by the BPNN-based method,
the GPR-based method, and the standard SVM-based method
are easily affected by the battery capacity regeneration phe-
nomenon at the 950th cycle. Due to the usage of the weight
function, the WLS-SVM method can minimize this impact.
As shown in Fig. 10(d) and (e), from the 1000th cycle to the
last cycle, the SOH estimation by theWLS-SVMmethod can
come close to the real value. TheMAEvalue andRMSE value
can more specifically verify the effectiveness and robustness
of the proposedmethod, and their values are 1.18% and 1.7%,
respectively, which are the minimum errors compared with
other methods, as shown in Fig. 10(e).

As shown in Fig. 11, although the battery material and
charge current of battery B8 are different from those of
the other test batteries, by using the data set of battery
B8, the WLS-SVM-based method can still obtain a small
error, which further validates the high robustness of the
proposed method. The MAE value and RMSE value of the
proposed WLS-SVM-based method are 0.27% and 0.39%,
respectively, as shown in Fig. 11(f). Although the battery test
conditions and battery materials have changed, the proposed
method can still obtain high estimation accuracy.

In addition, comparing the estimation results of batteries
B2, B4, B6, and B8 shows that the accuracy of the proposed
method is higher than that of the BPNN-based method and
GPR-based method because the WLS-SVM-based method is
more suitable for nonlinear problems with little training data.
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However, the BPNN-based method and GPR-based method
require more training data to obtain good performance.

IV. CONCLUSION
This article proposes an approach for online SOH estimation
of second-use lithium-ion batteries based on a weighted least
squares support vector machine. In this proposed method,
considering that there is little chance for full charge or dis-
charge during practical applications, the charging capacity in
a partial voltage range is selected as the key HF by using
Pearson correlation coefficient analysis, and the WLS-SVM-
based method is used to train the model and estimate SOH
online. The proposed method is verified by several second-
use lithium-ion battery data sets involving different condi-
tions and different battery materials. The application results
show that compared to the BPNN-based method and GPR-
based method, the SOH accuracy estimated by the WLS-
SVM-based method is the highest because the proposed
method is more suitable for nonlinear problems with limited
training data. Compared to the standard SVM being easily
misled by abnormal training points, the WLS-SVM-based
method can improve the SOH estimation performance by
weighting the error variables. Additionally, although the test
data sets of batteries involve different battery materials and
different conditions, the WLS-SVM-based method still per-
formed well. The root mean square error (RMSE) of the SOH
estimation with the WLS-SVM-based method for all the test
cells is less than 1.85%, whereas the RMSEs of the BPNN-
based method, GPR-based method, and standard SVM-based
method are within 3.6%, 5.7%, and 7.6%, respectively.
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