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ABSTRACT Service function chaining (SFC) is an indispensable technique for Internet service providers
to efficiently manage their networks. However, SFC poses requirements of additional processing time of
service functions (SFs) and increased routing time owing to detoured paths. In this paper, we introduce
the use of a programmable data plane (PDP) to reduce the additional processing and routing times in SFC.
Wefirst classify the existing PDP-empowered SFC schemes and analyze their pros and cons. An optimization
problem, to find the optimal SF embedding strategy minimizing the SFC completion time while efficiently
utilizing the PDP switch resources, is formulated and a flow-aware SF embedding (FASE) algorithm that
complementarily combines the redundant SF and re-circulation approaches is devised. FASE is implemented
over a commercial PDP switch and experimental results demonstrate that FASE can reduce the SFC
completion time by up to 33% compared with conventional approaches while utilizing the switch resources
efficiently.

INDEX TERMS Service function chaining, programmable data plane, in-network computing.

I. INTRODUCTION
Service function chaining (SFC) [1] is a prevalent tech-
nique for connecting a sequence of service functions (SFs)
(e.g., load balancer (LB), firewall (FW), and deep packet
inspection (DPI)) and for steering packets to different SFs [2],
[3]. In SFC, softwarized SFs (i.e., virtualized network func-
tion (VNF)) can be flexibly provisioned on general-purpose
servers through network function virtualization (NFV), and
software-defined networking (SDN) efficiently constructs
a routing path according to the provisioned locations of
the softwarized SFs [4]. Therefore, SDN/NFV-based SFC
is perceived as an indispensable technique for network
management and operation of Internet service providers
(ISPs).

However, despite the flexible provision and efficient path
management, detoured paths in SFC are inevitable because
softwarized SFs should be provisioned on off-path servers.
Such detoured paths prolong the SFC completion time and
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can be an obstacle for supporting latency-sensitive services.
Moreover, the processing performance of softwarized SFs
is one or two orders of magnitude lower than that of hard-
warized SFs [5] owing to the huge performance gap between
virtualized processors (of softwarized SFs) and dedicated
processors (of hardwarized SFs). Consequently, it is critical to
accelerate the processing of softwarized SFs and to reduce the
SFC completion time and to realize the low-latency service.

Recently, programmable data planes (PDPs) have attracted
considerable attention because of their easily reconfigurable
data planes and line-rate packet processing performance.
Moreover, PDP has also been instrumental in enabling a new
computing paradigm in which parts of an application’s logic
runwithin the network core (i.e., in-network computing) [15].
This salient feature can mitigate the above-mentioned limita-
tions of softwarized SFs owing to its high performance and
reconfiguration. For example, several types of SFs, such as
layer-4 LBs [5] and network cache [7], can be implemented
on PDP switches and the implemented SFs shows the higher
performance than that of softwarized SFs. In addition, several
approaches for the implementation of SFC in the PDP switch
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FIGURE 1. The IETF SFC and PDP architectures.

that can satisfy the requested SF processing orders have
been studied, which can be categorized into: 1) redundant
SF approach [9] and 2) re-circulation approach [3], [10].
Chen et al. [9] allowed redundant SF embedding to a PDP
switch, and thus, the SF processing order of the requested
SFCs could be easily satisfied at the line rate. However,
as more than one SF is redundantly embedded, the resources
of the PDP switch can be abused and only a few SFCs
can be supported at a time. In contrast, Lee et al. [10] and
Wu et al. [3] employed a packet re-circulation function to
satisfy the requested SF processing order. Specifically, if the
embedded SF order was different from the requested SF
processing order, the packet was recirculated from the egress
port to the ingress port. Thus, the requested SF processing
order could be satisfied; however, the line-rate performance
could not be guaranteed owing to the re-circulation. In sum-
mary, the redundant SF and re-circulation approaches have
contrasting advantages and disadvantages.

By achieving a balance between these approaches,
we attempt to find the optimal SF embedding strategy
that minimizes the SFC completion time while utilizing
the PDP switch resource efficiently. A flow-aware SF
embedding (FASE) algorithm that complementary combines
the redundant SF and re-circulation approaches is devised
to solve the formulated optimization problem with low-
complexity. However, not all requested SFCs can be sup-
ported without re-circulation owing to the limited resources
of the PDP switch. Thus, in FASE, SFC flows with higher
incoming rates are first processed by the redundantly embed-
ded SFs. Subsequently, SFC flows with lower incoming rates
are processed by employing re-circulation. Consequently,
SFC flows with higher incoming rates can be supported with-
out re-circulation, which contributes to the reduction of the
overall SFC completion time. FASE has been implemented
on a commercial PDP switch (i.e., a Tofino switch supporting
a processing performance of 3.2 Tbps with 32 ports).1

1The implemented code of FASE and its test code on the Tofino switch
can be found at https://github.com/jaewook2/FASE.

Experimental results demonstrate that FASE can reduce the
SFC completion time by up to 33% compared with the
redundant SF and re-circulation approaches while utilizing
the given switch resource efficiently.

The remainder of this paper is organized as follows.
In Section II, we provide the background knowledge on
SFC and PDP. After that, we review the conventional
PDP-empowered SFC approaches in Section III and propose
the FASE algorithm in Section IV. We then describe the
experimental results in Section V and present open research
topics in Section VI. Finally, Section VII concludes this
paper.

II. BACKGROUND
In this section, we first describe the IETF SFC architec-
ture [1] and introduce a representative PDP architecture
(i.e., protocol-independent switch architecture (PISA)).

A. SERVICE FUNCTION CHAINING
Figure 1 compares the IETF SFC architecture and PDP with
embedded SFs. As shown in Figure 1, the IETF SFC archi-
tecture [4] consists of 1) an SFC control plane and 2) an SFC
data plane. The SFC data plane has four SFC entities: an
ingress node (or classifier), service function forwarder (SFF),
SF, and egress node. The ingress node performs classification
to apply an appropriate SFC for an incoming packet according
to the classification rules. Then, the incoming packet is encap-
sulated by adding a network service header (NSH) [2], which
includes two identifiers: 1) a service path identifier (SPI) and
2) a service index (SI). The SPI and SI represent the path ID
of an instantiated SFC and the number of SFs that processed
the packets, respectively. Generally, the initial value of the SI
is set to 255, and the value is decremented by one when the
packet is processed by an SF. According to the SPI and SI,
the SFF creates a forwarding table and forwards the incom-
ing packets to satisfy the SF processing order. For instance,
in Figure 1, the SF processing orders of SFC1 and SFC2 are
defined to [FW → LB] and [FW ], respectively. The SPIs
of SFC1 and SFC2 are assumed as 1 and 2, respectively.

6114 VOLUME 9, 2021

https://github.com/jaewook2/FASE


J. Lee et al.: FASE Algorithm in PDP

A packet of SFC1 is classified as an NSH of SPI= 1 and
SI= 255 at the ingress node. The packet is forwarded to FW1
by SFF1, and the SI is decremented by one after processing
at FW1. Subsequently, SFF2 forwards the packet to LB1, and
the SI of the packet will be set to 253 after LB1 processes the
packet. In contrast, a packet of SFC2 is forwarded to FW2
by SFF2. Finally, the egress node decapsulates the received
packets by removing the NSH if they are processed by all the
SFs defined in SFC.

Moreover, the control plane manages the data plane and
constructs paths for the requested SFCs. To construct a path,
the control plane selects the SFs that are involved in the
path. To this end, it determines the SPI to deliver the packets
according to the selected SFs and constructs the paths by
building the packet-forwarding table in the SFFs. As shown
in Figure 1, in the conventional SFC framework, the pack-
ets need to be detoured to be processed by the SFs provi-
sioned on off-path servers, which incurs an inevitable delay
in SFC.

B. PROGRAMMABLE DATA PLANE
The aforementioned detoured path can be avoided by embed-
ding SFs on on-path switches. Moreover, the processing
time of SFs can be significantly reduced because the switch
can provide line-rate processing performance. Owing to
its programming capability for packet processing oper-
ations through high-level and domain-specific languages
(e.g., P4 [11]), SFs can be easily embedded in the PDP
switch with high performance. Moreover, PDP is considered
a promising approach to enable the in-network computing [6].
A representative PDP switch model (i.e., PISA) that general-
izes reconfigurable match-action tables (RMT) [12], has sev-
eral programmable components (i.e., parser, ingress/egress
pipeline, and de-parser). The header fields that the user wants
to process can be extracted and assembled by programming
the parser and de-parser. In contrast, the extracted header field
can be processed using programmed match-action tables in
the pipelines.

Several SFs (e.g., LB [5], cache [7], and FW [8]) have
been implemented based on the PDP switch. The right part
in Figure 1 shows a PDP switch in which an LB and FW are
embedded. Before embedding the SFs, the network operator
writes programs that define how programmable components
process the packets to provide the LB and FW functions.
For instance, to define an FW, a parser is programmed to
extract the header fields that are inspected (e.g., IP address),
and match-action tables are defined to inspect the extracted
header fields and the appropriate actions (e.g., drop or pass).
In contrast, a de-parser is programmed to assemble the
extracted headers. Based on the written program, the LB
and FW are embedded, and the packets can be processed
by the embedded LB and FW while passing through the
PDP switch. Compared with the conventional SFC, as shown
in Figure 1, PDP-based SFs can significantly reduce the SFC
completion time because of the high performance of the PDP
switch and the absence of the detoured path.

FIGURE 2. P4SC architecture.

III. PDP-EMPOWERED SFC APPROACHES
In this section, we analyze recent PDP-empowered SFC
approaches, which can be classified into the redundant SF
approach [9] and re-circulation approach [3], [10].

A. REDUNDANT SF APPROACH
In the redundant SF approach, SF tables are redundantly
embedded in the PDP switch. The processing order of the
requested SFCs can be easily satisfied at the line rate because
of the redundant embedding. Chen et al. [9] proposed a
P4 service chaining (P4SC) framework that allows redun-
dant SF embedding. Figure 2 shows the P4SC framework
consisting of control and data planes. The control plane is
responsible for determining the SFs that will be redundantly
embedded and mapping the requested SFC to the embed-
ded SFs. To this end, P4SC employs the longest common
sub-sequence (LCS) based algorithm. In the proposed algo-
rithm, intermediate representation (IR) is generated as an SF
sequence that represents the embedding order and mapping
result. To generate IR, the LCS-based algorithm first extracts
the common SF processing order in the SFC requests and
accordingly determines the embedding order. At this step,
the SFs that do not exist in the common processing order
can be redundantly embedded to satisfy the processing order.
After determining the embedding order, the mapping result is
determined by the processing order of the SFC requests.

The overall procedure for embedding SFs in P4SC is
depicted in Figure 2. First, the control plane receives SFC
requests (i.e., SFC1 and SFC2) from the network operator
(step 1). Then, the converter merges the SFC requests and
generates IR (step 2). In this step, the IR is initially set to
SFC1, that is, the IR is represented as [FW → NAT →
LB]. To insert SFC2 (i.e., [LB → FW → NAT ]) to the
IR, the algorithm determines the longest common processing
order as [FW → NAT ]. Based on the common processing
order, the first SF (i.e., LB) of SFC2 is inserted at the front
of the IR, which is then updated as [LB→ FW → NAT →
LB]. After determining the embedding order, the embedded
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SFs are mapped to the SFC requests. Thus, the former and
the latter LBs are mapped to SFC1 and SFC2, respectively.
In contrast, FW and NAT are mapped to both SFC1 and
SFC2. Subsequently, the generator embeds the SFs according
to the determined embedding order through the compiler
(steps 3-4). Using the run-time API, the control plane man-
ages the packet processing according to the mapped SFs
(step 5).

P4SC can significantly reduce the SFC completion time
compared with the conventional software-based SFC, as the
packets can be processed according to the requested pro-
cessing orders while passing through the PDP switch [9].
However, inefficient resource usage of the PDP switch cannot
be avoided because of the redundant SF embedding. In addi-
tion, as all the packets should be processed by the embedding
order, the accommodation of a new SFC request cannot be
guaranteed even if the SFs in the requested SFC have already
been embedded. For instance, we assume that SFC3 having
[NAT → FW ] is requested at P4SC in Figure 2. P4SC
cannot support SFC3 although NAT and FW have already
been embedded because none of the embedding orders can be
matched to [NAT → FW ]. In addition, if all the resources of
the PDP switch are fully used, no more SFs can be embedded
to support SFC3. Therefore, supporting diverse SFC requests
and improving the resource usage of the PDP switch are the
remaining challenges of the redundant SF approach.

B. RE-CIRCULATION APPROACH
Most switch ASICs support the packet re-circulation function
to repeat the ingress processing on a packet after completing
the egress processing [11]. Several studies have used the
re-circulation function [3], [10]. As their ideas are almost the
same, we describe the re-circulation approach of the Dejavu
framework proposed in [3].

Figure 3 shows the Dejavu framework with a single
pipeline PDP switch. The main role of the control plane is
to determine the embedding order and the SFCs that need
re-circulation to satisfy the processing order. The overall
procedure is described as follows. First, the control plane
receives SFC requests (i.e., SFC1 and SFC2) from the net-
work operator and maintains the incoming rates of each
requested SFC (step 1). Then, it determines the embedding
order as [LB → FW → NAT ] by considering the incoming
rates. In this case, as SFC2 has a higher incoming rate than
SFC1, the control plane prefers an embedding order that
can support SFC2 without any re-circulation. However, such
an embedding order does not match with the SF processing
order of SFC1; therefore, re-circulations need to be employed
to support SFC1 (step 2). Subsequently, the control plane
embeds SFs to the data plane according to the embedding
order and creates the run-time API to manage the embedded
SFs (step 3). Finally, it manages the embedded SFs and the
re-circulation through the run-time API (step 4).

In the re-circulation approach, arbitrary SF processing
orders can be supported if the requested SFs can be embed-
ded. However, as re-circulation causes a prolonged SFC

FIGURE 3. Dejavu architecture.

completion time, an embedding order with a lower num-
ber of re-circulations should be determined. For instance,
as SFC1 and SFC2 in Figure 3 have reverse processing
orders, re-circulation is inevitable for either SFC1 or SFC2.
In this case, as SFC2 has a higher incoming rate than
SFC1, the overall SFC completion time can be further
reduced when the packets of SFC2 are processed without
re-circulation. To summarize, an embedding order that min-
imizes the SFC completion time needs to be determined,
and the under-utilization of PDF switch resources should be
avoided.

IV. FLOW-AWARE SERVICE FUNCTION EMBEDDING
ALGORITHM
In this section, we propose the FASE algorithm to minimize
the SFC completion time while providing efficient resource
usage. We first present the underlying system architecture
and formulate an optimization problem to find the optimal
embedding strategy. Subsequently, we provide the details and
an illustrative example of FASE.

A. ARCHITECTURE OF FASE
Figure 4 shows the architecture of FASE consisting of a
control plane and a data plane. In the control plane, the SFC
manager (SFCM) and PDP manager (PDPM) collaboratively
operate to support all the requested SFCs. In detail, the SFCM
maintains the incoming rates of the requested SFCs and
requests appropriate SF embedding from the PDPM. In addi-
tion, it manages the embedded SFs to process packets accord-
ing to the SF processing order. To manage the embed-
ded SFs, the SFCM determines identifiers (i.e., SPI and
SI) for SFCs and inserts the determined identifiers as the
match key in the embedded SF tables. Moreover, it manages
the re-circulation operation for each SFC by interacting
with the SFF table in the PDP switch via the run-time API.
On the other hand, the PDPM is responsible for embedding
the SFs and mapping the requested SFCs to the embedded
SFs. To this end, it solves an optimization problem using
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FIGURE 4. FASE architecture.

the FASE algorithm.2 Then, it embeds the SFs according to
the determined embedding order and notifies the determined
mapping result to the SFCM.

B. DESCRIPTION OF FASE
In FASE, the SFC completion time is considerably affected
by the number of re-circulations, which is determined by
the embedding order of SFs and the mapping result of SFC
requests. Therefore, we formulate an optimization problem
on the embedding order and the mapping result to mini-
mize the number of re-circulations while satisfying the SF
processing order. Specially, we define the objective function
as

min
C∑
c=1

Ic

fc∑
k=2

N∑
n=1

N∑
n′=n

yk−1,c,n′yk,c,n (1)

where C and Ic represent the number of required SFCs and
the incoming rate of SFC c, respectively. On the other hand,
fc and N denote the number of SFs in SFC c and the number
of stages in the PDP switch, respectively.3 In contrast, yk,c,n
is a binary decision variable to indicate whether the kth SF
in SFC c is mapped to the embedded SF in the nth stage.

Thus,
N∑
n=1

N∑
n′=n

yk−1,c,n′yk,c,n denotes whether a re-circulation

is required to process the kth SF in SFC c for the mapping
results (i.e., yk,c,n and yk−1,c,n′ ).

Because of differently requested processing orders and the
limited resource of a PDP switch, we need to consider several
constraints on the embedding order and mapping results.

2The details of the optimization problem and FASE algorithm will be
elaborated in the next sub-section.

3The stage is the resource of the PDP switch for embedding the
match-action table.

First, since all SF types in the requested SFCs should be
embedded at least once, we define the corresponding con-
straint as

N∑
n=1

xs,n ≥ 1, ∀s (2)

where xs,n is a binary decision variable to indicate whether
the nth stage is the first one where the SF type s is embedded.
Meanwhile, each stage cannot be simultaneously used by
more than one SF and thus the corresponding constraint is
denoted by

S∑
s=1

as,n ≤ 1, ∀n (3)

where as,n is an auxiliary binary variable to represent whether
SF s is embedded at the nth stage.
Since each SF requires a different number of stages,

SF should be consecutively embedded over the required
number of stages. The corresponding constraints are defined
as

N∑
n=1

as,n = rs
N∑
n=1

xs,n, ∀s, (4)

and

xs,n ≤ as,n+1 ≤ . . . ≤ as,n+rs−1, ∀s, n ≤ N − rs + 1 (5)

where rs is the required number of stages to embed SF s. On
the other hand, due to the limited stages of a PDP switch,
the number of used stages to embed SFs cannot be bigger
than the total number of available stages, and thus we have
the corresponding constraint of

S∑
s=1

N∑
n=1

as,n ≤ N . (6)
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Finally, each SF in the requested SFCs should be mapped
to one of the stages where the corresponding SF type is
embedded and therefore the corresponding constraints are
represented by

yk,c,n ≤ xs,n, ∀s = tk,c, k, c, n, (7)

and
N∑
n=1

yk,c,n = 1, ∀k, c (8)

where tk,c represents the type of the kth SF in SFC c.
Since the formulated optimization problem is an inte-

ger non-linear programming (INLP) with high complexity,
we devise the FASE algorithm to find out a practical solu-
tion to the formulated problem. The detailed FASE algo-
rithm can be described as follows. The FASE algorithm
first determines the embedding order and mapping result
without any redundant SF and re-circulation to minimize
the SFC completion time under the available resources. At
this step, all the SFC requests are sorted according to their
incoming rates. Subsequently, the SFs in the sorted SFCs
are included in the embedding order, and the SFCs are first
mapped to the included SFs. Note that an SF can be included
only when it does not exist in the embedding order. As
all the SFs are embedded at once, all the requested SFCs
can be supported. However, if several SFs are redundantly
embedded, the SFC completion time can be further reduced.
Thus, if some resources remain, several SFs are redundantly
embedded in the FASE. To reduce the SFC completion time,
it is intuitive to allow redundant SFs for the SFC requests
with high incoming rates. Therefore, after sorting all the SFC
requests according to their incoming rates, redundant SFs are
embedded one-by-one until no resources remain in the PDP
switch.When nomore SFs can be embedded owing to limited
resources, the embedding order is determined. In contrast,
if not all SFs in the requested SFCs are not mapped to
the embedded SFs, the remaining SFCs are supported by
re-circulation.

Figure 4 shows an example of FASE with three SFCs:
1) SFC1 of [FW → NAT → LB], 2) SFC2 of [NAT → FW ],
and 3) SFC3 of [LB → NAT ]. SFC1 and SFC3 have the
highest and lowest incoming rates, respectively. As SFC1
has the highest incoming rate, the embedding order is first
determined as [FW → NAT → LB], and the required
SFs of SFC1 are mapped to the embedded FW, NAT, and
LB. At this step, all types of SFs are now embedded in the
PDP switch, and thus FASE needs to determine the SFs that
will be redundantly embedded to the remaining resources.
In Figure 4, as SFC2 has a higher incoming rate than SFC3
and it requiresNAT → FW , an FW is additionally embedded,
and the embedding order is updated as [FW → NAT →
LB→ FW ]. As no more resources exist in the PDP switch to
embed the other SFs, [FW → NAT → LB→ FW ] is finally
determined as the embedding order. As this embedding order
cannot support SFC3, re-circulation from the egress port to
the ingress port is allowed for SFC3. To summarize, the PDP

switch can support SFC1 and SFC2without any re-circulation
while supporting SFC3 only with one re-circulation.

V. EXPERIMENTAL RESULTS
For performance evaluation, we implemented FASE,
P4SC [9], and Dejavu [3] over a representative PDP switch
(i.e., Tofino switch) and compared their average SFC com-
pletion times, T , and the required resource ratio to the total
resource of the switch,R. Note that as Dejavu does not specify
a detailed algorithm for the embedding order, it is assumed
that its embedding order is determined without redundant SF
embedding after sorting all the SFC requests according to
their incoming rates.

We consider four types of SFCs that have been widely
used in mobile networks and data center networks [9],
[14]. Specifically, SFC1 and SFC2 require [FW →

NAT → L3 routing (L3) → LB] and [LB → FW ],
respectively. Whereas, SFC3 and SFC4 require [NAT →
L2 switching (L2)→ LB→ L3→ FW ] and [LB→ NAT ],
respectively. In addition, we randomly set the incoming rates
of SFC1, SFC2, SFC3, and SFC4 to a value in [1, 2, 3, 4]
mega packets per second (Mpps).

A. REQUIRED RESOURCE RATIO
Figure 5 shows the required resource ratio, R, to support
all the requested SFCs under different numbers of requested
SFCs, n. R > 1 indicates that the switch cannot embed all
the required SFs and only some of the requested SFCs can
be supported. As Dejavu does not allow any redundant SF
embedding, it has the lowest R regardless of n, as shown
in Figure 5. In contrast, the R values of P4SC and FASE
increase apparently as n increases. This is because P4SC
and FASE can redundantly embed SFs. In particular, P4SC
requires excessive resources to support all requested SFCs,
and thus, its R exceeds 1 when n ≥ 3. That is, P4SC cannot
support all the requested SFCs when n ≥ 3 owing to exces-
sive resource usage. In contrast, FASE utilizes re-circulations
adequately, and therefore, the R of FASE can be bounded to a
value less than 1, regardless of n. In other words, if all the SF
types are embedded at least once, FASE can support all the
requested SFCs by re-circulations.

B. SFC COMPLETION TIME
Figure 5(b) shows the average SFC completion time T as a
function of the number of requested SFCs, n. The average
SFC completion time T is calculated based on the packets
that can be correctly processed according to the SF processing
order.

Regardless of n, it can be observed that the T value
of Dejavu is much higher than those of P4SC and FASE.
From Figure 5(b), it can also be observed that the T val-
ues of Dejavu and FASE increase with the increase in n.
In particular, the increase in T in Dejavu is significant.
This is because Dejavu employs re-circulations to process
the requested SFCs. In this experiment, more SFs need
to be embedded as n increases, and more re-circulations
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FIGURE 5. Experimental results.

are triggered in Dejavu accordingly. Although FASE also
employs re-circulations, the impact of n is not as remark-
able as that in Dejavu because FASE also allows redundant
SFs. Moreover, as FASE employs re-circulations for the SFC
requests with a lower incoming rate, the increment of T due
to re-circulations can be limited.

As shown in Figure 5(b), when n = 2, FASE has a
slightly lower T than that of P4SC. This is because P4SC uses
the switch resources (for redundant SFs) more aggressively
than FASE, which contributes to an increase in the internal
processing time at the switch. Moreover, for n ≥ 3, FASE
shows an equal or higher T compared with that of P4SC
because FASE cannot avoid several re-circulations under this
situation. However, this result does not indicate that P4SC
outperforms FASE. As demonstrated in Figure 5, P4SC can-
not accommodate more than three SFC requests when n ≥ 3
because R exceeds 1. Therefore, the T of P4SC for n ≥ 3
in Figure 5(b) is the averaged SFC completion time of the
requested SFCs except for SFC3. In summary, the reduced
T of P4SC can be achieved only at the expense of increased

resource usage, whereas FASE can balance the reduction of
T and efficient resource usage.

VI. OPEN RESEARCH TOPICS
In this section, we present open research topics for better
embedding of SFs in the programmable data plane.

A. SUPPORT OF COMPLEX OPERATIONS
Since the packets are processed by match-action tables in
PDP instead of the software module on the CPU, the PDP
switches can conduct only limited actions (e.g., count action,
drop action, and modify header field action) [11]. Even
though these actions are sufficient for simple networking
operations (e.g., rewrite a packet header and select an out-
put port) [15], these actions are not suited for more com-
plex network operations of the stateful SFs [15], [16]. To
address this problem, a new machine model called Ban-
zai has been introduced [16]. In Banzai, an atomic unit
for packet processing can persistently modify states on the
switch. In so doing, the stateful operations can be imple-
mented. However, no implementation results of Banzai have
been reported yet. Therefore, further study to develop a
practical solution for complex and stateful operations is
required.

B. OVERCOME OF RESOURCE CONSTRAINT
Due to its limited resources, it is difficult for a single PDP
switch to accommodate a number of SFs [3]. To overcome
this limitation, novel PDP switch architectures, called disag-
gregated reconfigurable match-action table (dRMT) [17] and
table extension architecture (TEA) [18], have been proposed
in the literature.

In the conventional RMT used for commercial PDP
switches (e.g., a Tofino switch), each pipeline stage can use
only its local memory and computation resources, which
leads to poor resource utilization [17]. To improve the
resource utilization, dRMT disaggregates all memory and
computation resources of a PDP switch andmake them acces-
sible by any pipelines via a crossbar. Even with its attractive
feature, dRMT has not been yet implemented over commer-
cial PDP switches. On the other hand, in TEA [18], DRAMs
on commodity servers are leveraged to mitigate the resource
constraint issue. In particular, TEA employs remote direct
memory access (RDMA) that achieves low access latency to
external DRAMswithout involving any interrupts of the oper-
ating system. Even though dRMT and TEA are promising
solutions to overcome the resource constraint issue, advanced
SFs require more computation/resource-intensive operations,
and therefore how to overcome the resource constraints needs
to be further investigated.

C. PDP VIRTUALIZATION
When an SF is newly embedded in the PDP switch, the exist-
ing service needs to be interrupted to re-configure match-
action tables in the PDP switch. To mitigate the service
interruption time, PDP virtualization (or multi-tenancy) tech-
niques should be supported [19]. Several PDP virtualization
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techniques have been introduced, which can be classified
into 1) hypervisor-based approach and 2) compiler-based
approach. In the hypervisor-based approach, a special pro-
gram called P4-hypervisor is first embedded to allowmultiple
SFs in a PDP switch. Although the hypervisor can provide
flexibility for re-configuration, high processing performance
cannot be guaranteed due to its frequent re-circulation oper-
ations. On the other hand, in the compiler-based approach,
a compiler merges several SF programs to a single configura-
tion file while preventing interference (e.g., shared resource
usage and functionality between the SF programs). In so
doing, the several SFs can be simultaneously embedded with-
out any special P4 program (e.g., hypervisor). This approach
can provide high processing performance; however, it cannot
provide high flexibility since a new SF can be added only at
the compile time [19]. To sum up, current PDP virtualization
techniques cannot provide high performance and flexibil-
ity simultaneously, and therefore further study on the PDP
virtualization is required.

VII. CONCLUSION
In this paper, we proposed the FASE algorithm that com-
bines the redundant SF and re-circulation approaches to
use their advantages. Experimental results demonstrated
that FASE can reduce the SFC completion time by up
to 2% and 33% compared with the redundant SF and
re-circulation approaches, respectively. Furthermore, FASE
utilizes the given switch resource efficiently, and thus, more
SFC requests can be accommodated compared with the
redundant SF approach. Therefore, we believe that FASE
will be a promising algorithm for PDP-empowered SFC and
it will contribute to achieving ultra-low latency services in
future networks. In our future work, we will extend FASE
to network-wide multiple PDP switches while supporting
diverse SFCs.
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