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ABSTRACT In order to better characterize the performance degradation trend of rolling bearings, a new
performance degradation evaluation method based on principal component analysis (PCA), phase space
reconstruction (PSR) and kernel extreme learning machine (KELM), namely PAPRKM is proposed to
evaluate the performance degradation of rolling bearings in this paper. In the PAPRKM method, the time-
domain and frequency-domain features of the vibration signal are extracted to construct the high-dimension
feature matrix. Then the PCA is used to reduce the dimension of the feature matrix in order to represent the
running state and the declining trend of rolling bearings, so as to eliminate the redundancy and information
conflict among these features. Nextly, the PSR is adopted to obtain more relevant information from the time
series. By determining the delay time and embedding dimension, the time series are reconstructed to obtain
a new performance degradation index, which is regarded as the input data to input into KELM, and the
degradation trend prediction model is established to realize the performance degradation trend prediction.
Finally, the actual vibration signals of rolling bearings are applied to prove the effectiveness of the PAPRKM.
The obtained experimental results show that the PAPRKM method can effectively predict the performance
degradation trend of rolling bearings. The predicted results are more accurate than the other compared
methods.

INDEX TERMS Rolling bearing, performance degradation trend prediction, feature extraction, principal
component analysis, phase space reconstruction, kernel extreme learning machine.

I. INTRODUCTION
As one of the most widely used parts in mechanical system,
the operation condition of rolling bearings directly affects
the whole performance of mechanical system. Under the
comprehensive application of internal and external factors,
the actual service life of rolling bearings is far lower than
the designed life. According to statistics, the proportion of
accidents caused by rolling bearing failure in mechanical sys-
tem has increased year by year [1]. Therefore, it is necessary
to monitor the state of the rolling bearings and predict the
remaining useful life (RUL). In this way, the faults of rolling
bearings can be found in advance, which effectively improve
the reliability and safety of mechanical equipment operation.

The associate editor coordinating the review of this manuscript and

approving it for publication was Long Wang .

In addition, the RUL prediction of rolling bearings is the basis
of the reasonable maintenance plan of the unit.

With the continuous development and practice of theoreti-
cal research on the useful life of rolling bearings, the research
topic of performance degradation assessment and remaining
useful life prediction of rolling bearings has a very mature
theoretical basis and application value. A series of prediction
models are proposed and established in the past few decades.
Root mean square (RMS) is used as the feature vector to
evaluate the damage of rolling element [2]. The time-domain
and frequency-domain feature indexes of bearing vibration
signals are extracted as the input of state prediction model
to predict the life trend of rolling bearings [3]. The kurto-
sis is used as the degradation performance index to estab-
lish a rolling bearing residual life prediction model based
on SVM [4]. Based on the normalized state deviation, the
method of state evaluation and residual life prediction of
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rolling bearings is constructed [5]. The RMS and kurtosis
coefficients are combined to construct a time-domain index
TALAF as the rolling bearing feature and extract the feature
vector of rolling bearing vibration signal [6]. The reliability of
rolling bearing is predicted by using wavelet packet analysis
and state space model (SSM) [7]–[14]. Firstly, the wavelet
packet analysis is used to extract the feature of the vibration
signal, and then the correlation band energy is combined with
the on-line monitoring data. The average filter is used as the
input of the estimation model to improve the model parame-
ters. Finally, the SSM predictionmethod of degradation index
is established to predict the probability density distribution
of degradation index and obtain the reliability. In addition,
some researchers proposed a lot of algorithms, which can be
combined with different prediction models [15]–[33].

To sum up, the most of the existing feature extraction
methods are based on vibration signals, the features of
time-domain and frequency-domain are extracted, and a sin-
gle time-domain index is selected as the feature vector. But
these methods are lack of joint extraction of time-domain
and frequency-domain features and analysis of each feature
index. When there are fewer features, the relevant features
may be missed. When there are more features, the fea-
ture redundancy may occur, which will result in certain
interference. In view of these problems, the rationality of
feature extraction of time-domain and frequency-domain,
and the influence of redundancy and correlation between
multi-feature indexes on the accuracy of bearing performance
degradation evaluation are considered in this paper. The PCA,
PSR and KELM are integrated to propose a new method,
named PAPRKM for evaluating performance degradation
trend of rolling bearings. The PCA is used to reduce the
dimension of the selected features. The phase space of the
features after dimension reduction and fusion is reconstructed
to form the performance degradation index with accurately
describing the running state and declining trend of rolling
bearings. At the same time, the KELM is a new learning
algorithm with single hidden layer feed-forward neural net-
work [34], which has the advantages of strong generalization
learning ability and fast training speed, and has been suc-
cessfully applied to fault diagnosis, power load prediction
and wind power prediction [35]–[37]. Therefore, it is used
to establish the performance degradation prediction model of
rolling bearings. The PAPRKM is applied in the life-cycle
vibration data of rolling bearings to evaluate the prediction
accuracy.

The main contributions of this paper are summarized as
follows:
• A new performance degradation evaluation method of
rolling bearings based on creatively combining princi-
pal component analysis, phase space reconstruction and
kernel extreme learning machine is proposed to realize
the performance degradation evaluation.

• The motivation to combine PCA, PSR with KELM is
to make full use of the dimension reduction ability of
PCA, the nonlinear characteristics of PSR and learning

speed and generalization ability of KELM to realize the
performance degradation evaluation of rolling bearings.

• The performance of the PAPRKM method is has been
extensively investigated by the vibration signals of
rolling bearings.

• The PAPRKM method can effectively and accurately
evaluate the performance degradation process.

II. BASIC METHODS
A. TIME-DOMAIN AND FREQUENCY-DOMAIN SIGNAL
ANALYSIS
Based on feature analysis of time-domain signal, the dimen-
sionless index and dimensional index of time-domain signal
are analyzed. The dimensional index is usually affected by the
load and speed of rolling bearings, while the dimensionless
index is not affected, which is determined by probability
density function [38]. So, two indexes are regarded as fea-
ture indexes in time-domain. Some important time-domain
indexes are mean value, root mean square value, square root
amplitude, kurtosis, and so on. In order to effectively repre-
sent the running state of rolling bearings, several time-domain
features are combined. Therefore, 10-dimensional indexes
including mean value, root mean square value, square root
amplitude, absolute average value, skewness, kurtosis, vari-
ance, maximum value, minimum value and peak-to-peak
value are used. 6-dimensionless indexes including waveform
index, peak index, pulse index, clearance factor, skewness
index and kurtosis value are used.

The feature analysis of frequency-domain signal is the
Fourier transform in essence, the vibration signal is converted
into some relatively simple harmonic components, such as
phase information and frequency structure, so as to make
analysis and judgment easily. Common frequency-domain
analysis methods include Fourier transform, frequency
response function, power spectrum analysis, energy spec-
trum analysis and wavelet analysis and so on [39], [40].
Fourier transform uses Fast Fourier Transform (FFT) to trans-
form time-domain signal into frequency-domain signal. It is
difficult to identify the features of some signals through
time-domain signals, but the contained feature information
can be easily reflected from the spectrum after they are
transformed into frequency-domain signals [15]. The FFT
transformation of signal x (t), t = 0, 1,. . . , N-1 is described.

X (k) =
N−1∑
t=0

x(t)W kt
N , k = 0, 1, . . . ,N − 1,WN = e-j

2π
N

(1)

B. PRINCIPAL COMPONENT ANALYSIS
PCA is a standard method applied to dimensionality reduc-
tion and feature extraction [41]. It is a data analysis method
based on second-order statistics. Mathematically, PCA relies
on the eigen-decomposition or singular value decomposition
of the covariance matrix. The PCA algorithm processes are
shown in the following.
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1) Z = [z1, z2, . . . , zn]T is the signal feature matrix and zi
represents the element. The mean M (z) of the samples can
be calculated by

M (z) =
1
n

n∑
i=1

zi (2)

2) According to the mean of the samples, the covariance
matrix Cx can be constructed as

Cx =
1
n

n∑
i=1

(zi −M) (zi −M)T (3)

3) The feature value λ and featurematrix ξ ofCx arewritten
as

Cxξ = λξ (4)

4) The number of principal components is determined
by the cumulative contribution rate η, which represents the
proportion of the first k variances in the total variance. At last,
we can get the feature matrix U , as shown in (6).

η =

k∑
t=1

λt

m∑
t=1

λt

(5)

U = [u1, u2, . . . , uk ] (6)

In (6), uk represents the kth principal component of the
feature matrix. When the cumulative contribution rate of the
k principal components is greater than 90%,U contains most
of the information of the original data.

C. PHASE SPACE RECONSTRUCTION
The PSR is a key step in the analysis and processing of time
series chaos [42]. It is used to mine the nonlinear characteris-
tics of vibration signal. According to the Takens embedding
theorem, amulti-dimensional time seriesmatrix can be recon-
structed from one-dimensional time series, and more useful
information can be extracted from multi-dimensional time
series. The analysis and prediction of time series are carried
out in this reconstructed phase space.

The PSR of themeasured one-dimensional time series x (n)
is carried out to obtain the multi-dimensional time series.

X1 = [x (1) , x (1+ τ) , . . . , x (1+ (m− 1) τ )]
X2 = [x (2) , x (2+ τ) , . . . , x (2+ (m− 1) τ )]
. . .

XN = [x (N ) , x (N + τ) , . . . , x (N + (m− 1) τ )]

(7)

where m is the embedding dimension and τ is the delay time,
the number of phase points in the reconstructed phase space
is given as follow.

M = N − (m− 1) τ (8)

The core idea of phase space reconstruction is to select the
appropriate embedding dimension m and delay time τ . τ and
m are two important parameters for PSR. The rationality

selection is directly related to the quality and effect of PSR.
In this paper, C-C method is used to select the m and τ to
reconstruct the phase space of one-dimensional time series
of rolling bearings.

D. EXTREME LEARNING MACHINE
The ELM is proposed based on a single hidden layer feedfor-
ward neural network (SLFN), which has extremely general-
ization and fast learning ability [43]. The advantage of ELM is
that it can generate the threshold of hidden layer neurons and
the connection weights between input layer and hidden layer
randomly. It does not need to adjust the weights of SLFN,
so it involves less computational complexity and consumes
less time [44].

The network structure of ELM is shown in FIGURE 1.

FIGURE 1. Network structure of ELM.

For N different samples
(
xj, tj

)
, j = 1, 2, . . . ,N , where

xj =
[
xj1, xj2, . . . , xjn

]T is the jth sample, each sample con-
tains n-dimensional features. And tj =

[
tj1, tj2, . . . , tjm

]T is
the encoded class label, each sample belongs to m different
classes. For ELM with L hidden neurons, the mathematical
model can be expressed as:

L∑
i=1

βig
(
wi · xj + bi

)
= tj, j = 1, 2, . . . ,N (9)

where g (x) excitation function, wi, bi, and βi are the input
weights, hidden layer bias and output weights of the ith hidden
neuron node respectively. Equation (9) can be expressed in
matrix form:

Hβ = T (10)

where β is the matrix of output layer weights, T is the
corresponding coding class label, and H is the hidden layer
output matrix:

H =

 h (x1). . .

h (xN )


=

 g (w1 · x1 + b1) ...g
(
wL · xj + bL

)
. . .

g (w1 · xN + b1) ...g (wL · xN + bL)


N×L

(11)
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Since Equation (10) is linear, β can be obtained.

β = H†T = HT
(
HHT

)−1
T (12)

whereH† is the Moore-Penrose generalized inverse matrix of
the hidden layer output matrix.

III. A PERFORMANCE DEGRADATION EVALUATION
METHOD
A. PERFORMANCE DEGRADATION EVALUATION METHOD
The traditional ELM uses explicit nonlinear feature map-
ping, which often needs more hidden neurons to solve the
more complex classification, regression and other nonlinear
problems, which result in a very complex network structure.
Compared with ELM prediction model, the advantage of
KELM only needs to select the kernel function in advance,
it does not need to define the mapping function explicitly and
set the number of hidden neurons. KELM extends ELM from
explicit activation to implicit mapping functions. In many
research areas, it has better generalization performance than
the traditional ELM algorithm. And KELM replaces random
mapping by kernel mapping, which can effectively improve
the generalization and stability caused by random assignment
of hidden neurons. Therefore, KELM is selected in this paper.
The kernel function matrix in the KELM is defined as fol-
low [45]–[56].

�ELM = HHT
: �ELM = h (xi) h

(
xj
)
= K

(
xi, xj

)
(13)

where h (x) is the output function of the hidden layer node;
K
(
xi, xj

)
is the kernel function, and the types of kernel

functions include linear kernel function, polynomial kernel
function and RBF kernel function. This paper selects RBF
kernel function:

K
(
xi, xj

)
= exp

(
−
∣∣xi − xj∣∣ / (2σ 2

))
(14)

Since the kernel function is calculated in the form of inner
product, it is not necessary to set the number of hidden layer
neurons, nor to initialize the input weight matrix and offset
randomly. Once the training sample data and kernel param-
eters are determined, the output weight matrix is uniquely
determined, which greatly improves the stability and gener-
alization ability of the algorithm.

The output function of the generalized single hidden layer
feed-forward neural network model based on KELM is
described as follow.

f (x) = h (x)HT
(
I
C
+ HHT

)−1
T

=

K (x, x1). . .

K (x, xN )

T ( I
C
+�ELM

)−1
T (15)

where I is a diagonal matrix; C is a penalty factor. And the
weight matrix β is obtained, which makes the ELM more
stable and has better generalization performance.

B. MODEL OF PAPRKM
In this paper, in order to make full use of the dimension
reduction ability of PCA, the nonlinear characteristics of PSR
and learning speed and generalization ability of KELM, a new
performance degradation evaluation method of rolling bear-
ings based on creatively combining PCA, PSR and KELM
is proposed to realize the performance degradation trend
prediction of rolling bearings. The performance degradation
evaluation model is show in FIGURE 2.

FIGURE 2. Performance degradation prediction process of rolling
bearings.

The specific steps of PAPRKM in the performance degra-
dation evaluation of rolling bearings are described as follows.

Step 1: Input the whole life cycle vibration data of rolling
bearings and initialize the parameters of PAPRKM model.

Step 2: The time-domain and frequency-domain features
of the input rolling bearing life cycle vibration data are
extracted to extract the effective features that can reflect the
bearing performance changes, and finally 29 time-domain
and frequency-domain features are extracted.

Step 3: The dimension of 29 extracted time-domain and
frequency-domain features are reduced by PCA, After PCA
dimension reduction and fusion, the first principal component
summarizes the degradation trend of rolling bearings during
its life cycle. It includes the whole vibration signal process of
rolling bearings from stable (normal) state in the early stage
to fault occurrence time in the later stage. Therefore, the first
principal component after dimension reduction is taken as the
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feature index to reflect the performance degradation of rolling
bearings.

Step 4: Since the first principal component obtained by
PCA dimensionality reduction is a one-dimensional time
series, which contains insufficient information, the phase
space reconstruction technique is used to increase the data
dimension and reconstruct the multi-dimensional feature
matrix to increase the useful information of the data.

Step 5: The multi-dimensional feature matrix after phase
space reconstruction is used as the performance degradation
index of rolling bearings, and input into KELMmodel to train
the model, so as to obtain the performance degradation eval-
uation model of rolling bearings, namely PAPRKM model.

Step 6: The PAPRKMmodel is used to evaluate the perfor-
mance degradation of rolling bearings to verify the theoretical
effect.

C. PARAMETERS OPTIMIZATION OF KELM
After the kernel function is selected, the KELM needs to
select the penalty parameter c and the parameter σ 2 in the
kernel function. The parameter c determines the training error
and generalization ability, and the parameter σ 2 reflects the
distribution or range features of the training sample data.
They are used to determine the width of the local area. The
larger parameter σ 2 means lower variance. In this paper,
the grid search method is used to optimize the two parameters
in order to guarantee the stability and accuracy of KELM
model.

D. EVALUATION INDEX
In order to quantitatively analyze the prediction performance
of the model, the mean absolute percentage error (MAPE) is
used as the evaluation index to analyze the effectiveness of
the prediction results. The specific expression is described as
follow.

XMAPE =
1
N

N∑
i=1

∣∣∣∣ ŷi − yiyi

∣∣∣∣× 100% (16)

where N is the number of prediction samples, yi is the actual
value and ŷi is the predicted value.

IV. DEGRADED FEATURE EXTRACTION METHOD
A. DATA SOURCE AND DESCRIPTION
The bearing dataset used in this experiment comes from
IEEE PHM Challenge 2012. This dataset is collected from
the PRONOSTIA test platform, as shown in FIGURE 3.
Accelerated degradation experiments can be conducted on
this platform to generate the run-to-failure vibration signal.

The PRONOSTIA test platform contains rotating part, load
part and data collection part. The motor power of the rotating
part is 250W. The power is transferred to the bearing by
the axis of rotation. The load part provides a load of 4000N
to make the bearing degrade quickly. Vibration signals are
collected by means of acceleration sensor and temperature
sensor, which are placed in horizontal and vertical directions.

FIGURE 3. The experimental platform of rolling bearings.

The sampling frequency of the acceleration sensor and tem-
perature sensor are 25.6 kHz and 10 Hz respectively.

The data provided by IEEE PHM Challenge 2012 include
three working conditions. Under the first condition,
the motor’s rotation speed is 1800rpm and the load is 4000N.
The second condition is a motor speed of 1650rpm and load
of 4200N. The third condition is motor speed 1500rpm and
load 5000N.

In this experiment, a single bearing is tested for perfor-
mance degradation, and bearing data bearing1_1 is selected.
The experimental environment of the computer is Intel Core
i5 2450, 4GB ram, windows 10 and MATLAB 2018b.

B. FEATURE SELECTION
In the time-domain and frequency-domain, the factors
reflected by different features are quite different, and the
sensitivity to fault degree is also different. In the performance
degradation prediction of rolling bearings, the sensitivity of
different features to fault degree must be considered. There-
fore, it is necessary to remove some undesirable features from
the obtained time-domain and frequency-domain features,
and several features with better effect are selected.

For bearing data bearing1_1, there are 1428 data files
in total, and each data file has 2560 points. For all
1428 data files, the obtained feature map is shown in
FIGURE 4 ∼FIGURE 6.
FIGURE 4 shows the dimensional time-domain indexes

of rolling bearings, including mean value, minimum value,
maximum value, root mean square value, variance, skewness,
absolute average amplitude, square root amplitude, kurtosis
and peak-to-peak value. In the stage change period of rolling
bearings, that is, the sample values from 1100 to 1400, these
dimensional time-domain indicators can better reflect the
performance change state of rolling bearings in the process
of operation, and the stability of each feature index is good,
and the experimental effect is good, which should be retained.

FIGURE 5 shows the dimensionless time-domain indexes
of rolling bearings, including pulse index, kurtosis index,
waveform index, margin index, peak value index and
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FIGURE 4. Dimensional time-domain index of life cycle.

skewness index. In the stage change period of rolling bear-
ing performance, that is, the sample values from 1100 to
1400, pulse index and skewness index can better reflect the
performance change state of rolling bearings in the process
of operation, the stability of feature indexes are good, and
the experimental effect is good, which should be retained.
Although the waveform index, margin index and peak value
index show a certain trend in the process of rolling bearing
performance degradation, the overall information is noisy,
so these feature indexes are eliminated. In addition, the kur-
tosis index cannot accurately reflect the change process of
the rolling bearing in the stage change period of the rolling
bearing performance, that is, the sample values from 1100 to
1400, and cannot effectively reflect the performance change
state of rolling bearings, the deviation of experimental effect
is large, which should be eliminated.

FIGURE 5. Dimensionless time-domain index of life cycle.

It can be seen from FIGURE 4 and FIGURE 5 that different
feature indexes reflect different operation states of rolling
bearings. Since the performance of rolling bearings shows
obvious degradation trend in the whole life cycle, it is nec-
essary to screen these feature indexes in order to find out
the feature indexes which can better reflect the degradation
trend of rolling bearings. Finally, 12 time-domain feature
indexes are selected through comparison and selection, they
are mean value, minimum value, maximum value, root mean
square value, variance, skewness, absolute average ampli-
tude, square root amplitude, kurtosis, peak-to-peak value,
waveform index and skewness index respectively.

In the FIGURE 6, the frequency-domain feature (P1)
reflects the magnitude of vibration energy in frequency-
domain, the frequency-domain features (P2∼P4, P6, and
P10∼P13) reflect the degree of dispersion or concentration
of frequency spectrum, and the frequency-domain features
(P5 and P7∼P9) reflect the change of main frequency band
position. All frequency-domain features show a rising or
falling trend, while the frequency-domain features (P7∼P9)
show the degradation trend in the event of bearing failure,
but the overall information is noisy and the stability of the
feature index is poor, so they should be removed. Finally,
the frequency-domain features (P1∼P6 and P10∼P13) are
selected through comparison and analysis in here.

C. ESTABLISHMENT OF DEGRADATION PERFORMANCE
INDEX
Based on the PCA, dimension reduction fusion is carried
out for the time-domain and frequency-domain features of
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FIGURE 6. Frequency features of rolling bearings.

rolling bearings are selected in the first section. The first
principal component is selected to represent the multi-feature
information after fusion and as the degradation performance

FIGURE 7. Performance degradation index of rolling bearings.

index of rolling bearings. The first principal component after
fusion is shown in FIGURE 7.

In FIGURE 7, the curve of performance index from
0 to1088 minutes is relatively smooth, and it can be seen
that rolling bearings is in normal period. There is an obvious
inflection point of fluctuation at 1088 minute. The main com-
ponent value suddenly increases, and the amplitude fluctuates
up and down. At this time, the rolling bearing operation
enters the degradation stage. After 1373 minutes, the main
component value suddenly increased to suddenly decreased,
which indicates that the rolling bearing has been damaged.
At this time, the rolling bearing operation enters the failure
stage. It can be seen that the degradation performance index
has a process of rising first and then falling after entering the
degradation stage. This reason is when the surface defect is
just formed, continuous rolling will cause small peeling or
crack, but then it will be smoothed by continuous rolling con-
tact. When the damage extends to a wider area, the vibration
level will rise again. This phenomenon is called healing.

D. DETERMINATION OF PSR PARAMETERS
For the ideal infinite and noise-free one-dimensional time
series, the embedding dimension m and the delay time τ
can take any value. But for the vibration signal time series
of rolling bearings, they are all finite length sequences with
noise, so the embedding dimension m and the delay time
τ should be properly selected. According to Part II, the
C-C method is used to determine the delay time τ and the
embedding dimension m in this paper.

The correlation integral is defined as follow.

C (m,N , r, τ ) =
2

M (M − 1)

∑
1≤i<j<M

θ
(
r − dij

)
, r > 0

(17)

where,m is the embedding dimension, n is the number of time
series, r is the search radius taken in the calculation, τ is the
delay time, dij =

∥∥xi − xj∥∥∞, θ is the Heaviside function.
The test statistics are defined as follow.

S1(m,N , r, τ ) = C(m,N , r, τ )− Cm(1,N , r, τ ) (18)
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In the formula (18), the block average method is used to
calculate.

S2(m,N , r, τ ) =
1
τ

τ∑
s=1

[Cs(m,N/τ, r, τ )

−Cm
s (1,N/τ, r, τ )] (19)

The difference is defined as follow.

1S (m,N , r, τ ) = max {S (m,N , r, τ )}

−min {S (m,N , r, τ )} (20)

Take N = 1428, m = 2, 3, 4, 5, r = kσ/2, k = 1, 2, 3, 4,
σ is used as the standard deviation of time series x (n), τ =
1, 2, . . . , 200. The mean value is S2 (τ ) and S1 (τ ), the mean
value of difference is1S2 (τ ), The1S1 (τ ) of S2 (m,N , r, τ )
and S1 (m,N , r, τ ) are calculated respectively. The first local
minimum point of 1S1 (τ ) is selected as the delay time τ .

S2 (τ ) =
1
16

5∑
m=2

4∑
k=1

S2 (m,N , r, τ ) (21)

1S1 (τ ) =
1
4

5∑
m=2

1S1 (τ ) (22)

The optimal embeddingwindow τw is selected as the global
minimum point of 1S1 (τ )+

∣∣S2 (τ )∣∣, so that the embedding
dimension m is obtained as follow.

m = τw/τ + 1 (23)

As shown in FIGURE 8, the first local minimum point of
1S1 (τ ) is 7, and the global minimum point of 1S1 (τ ) +∣∣S2 (τ )∣∣ is 19. After calculation, the delay time τ = 7 and the
embedding dimension m = 4 are selected as the parameters
of phase space reconstruction.

FIGURE 8. 1S1 (τ) and 1S1 (τ)+

∣∣∣S2 (τ)
∣∣∣ diagram.

V. EXPERIMENTAL VERIFICATION AND ANALYSIS
A. TEST VERIFICATION ANALYSIS
In order to verify effectiveness of the proposed PAPRKM,
the experiments are carried out. The life cycle data of rolling
bearings in Part IV is used for the test data. The test sample
point is the state after the rolling bearing enters the degrada-
tion stage. The test results and evaluation indexMAPE values
are shown in Table 1, and the prediction effect is shown in
FIGURE 9. The abscissa represents the sample number and
the ordinate represents the test set output.

TABLE 1. Test results.

From the Table 1, it can be seen that the value of the eval-
uation index MAPE is 0.0563, which is very small error. The
experimental result shows the stability of PAPRKMmodel in
the performance degradation evaluation of rolling bearings.
From the perspective of model running time, the running
time of using PAPRKM model to evaluate the performance
degradation of rolling bearings is 0.2260s, and the running
time is short.

In the FIGURE 9, it can be seen that the degradation perfor-
mance index formed by multi-feature index after dimension
reduction fusion and phase space reconstruction is input into
the KELM model, and the prediction output can well reflect
the performance degradation trend of rolling bearings. The
experimental result shows that the degradation performance
index constructed by phase space reconstruction technology
can comprehensively reflect the performance degradation
process of rolling bearings, which shows the superiority of
phase space reconstruction in the construction of degradation
performance index.

FIGURE 9. The performance degradation trend using the proposed
PAPRKM.

B. COMPARATIVE ANALYSIS
In order to verify the superiority of the proposed PAPRKM,
several different models are selected to test and compare.

(1) 29 time-domain and frequency-domain feature indexes
are directly input into ELM and KELM models.

(2) PSR-ELM is based on single feature index, phase space
reconstruction and ELM.

(3) PSR-KELM is based on single feature index, phase
space reconstruction and KELM.

(4) PCA-ELM is based on multi-feature dimension reduc-
tion fusion and ELM.
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(5) PCA-KELM is based on multi-feature dimension
reduction fusion and KELM.

(6) PCA-PSR-ELM is based on multi-feature dimension
reduction fusion, phase space reconstruction and ELM.

The comparison results of performance index for several
different methods and running times of these methods are
shown in Table 2. Among them, single feature index selects
variance index and frequency-domain feature 1.

TABLE 2. Comparison test results of different evaluation models.

As can be seen from the Table 2, from the perspective of
each model running time, the running time for each model to
evaluate the performance degradation of rolling bearings is
between 0.20s and 0.24s, and the difference is not more than
0.04s.

For the performance degradation evaluation model of
rolling bearings, the MAPE of KELM is 0.2470 and that of
elm is 0.2874, which indicates that the performance degra-
dation evaluation effect of KELM model is better than that
of ELM model when 29 time-domain and frequency-domain
indexes are directly input into ELM and KELM models.
The MAPE of PCA-PSR-ELM is 0.1632, while the MAPE
of PCA-ELM is 0.2363, which shows that the performance
degradation evaluation effect of PCA-PSR-ELM model is
better than that of PCA-ELM model under the same feature
index. It is proved the superiority of phase space reconstruc-
tion theory in the construction of decay performance index;
For PSR-ELM (Time-domain) model, its MAPE value is
0.3781, while that of PSR-ELM (Frequency-domain) model
is 0.1885. The MAPE values of the two models are quite
different, which indicates that in PSR-ELM model, single
domain feature index cannot fully reflect the performance
degradation trend of rolling bearings in the whole life cycle.
However, the MAPE of PSR-KELM (Time-domain) model is
0.1251, and that of PSR-KELM (Frequency-domain) model
is 0.2148, which indicates that PSR-KELM model is better
than PSR-ELM model in performance degradation evalua-
tion of rolling bearings under single domain feature index,
and PSR-KELM model can better reflect the performance
degradation trend of rolling bearings in the whole life cycle.

Compared with single domain features, the multi-feature
index should be able to reflect the performance change state
of rolling bearings more comprehensively. The MAPE of
PCA-KELM is 0.2214, which shows that the performance
degradation evaluation effect of KELM is better than that of
ELM under the same feature index. The MAPE of PAPRKM
is 0.0563, which shows the performance degradation evalua-
tion effect of PAPRKM is better than those of the compared
models. The PAPRKM has smaller deviation and higher
stability. The superiority of KELM and phase space recon-
struction theory in the performance degradation evaluation of
rolling bearings is verified. It shows that the PAPRKM can
better reflect the performance degradation features of rolling
bearings, and effectively improve the evaluation accuracy of
the performance degradation, and more accurately reflect the
performance degradation trend of rolling bearings.

The performance degradation trend effect of rolling bear-
ings is shown in FIGURE 10∼FIGURE 18. The horizontal
coordinate represents the sample number, and the vertical
coordinates represents the output of test set.

FIGURE 10. The performance degradation trend using ELM.

As can be seen from FIGURE 10 to FIGURE 18 that
the performance degradation evaluation results of different
models are different.

As can be seen from FIGURE 10, the ELM model has a
large deviation in the prediction result, so it cannot effectively
predict the trend and state of the performance degradation
of rolling bearings. Test set sample number ranged from
1250 points to 1428 points, the predictive output could not
accurately reflect the changing process, resulting in a large
deviation in the experimental effect.

As can be seen from FIGURE 11, compared with ELM
model, KELM model has better prediction results. Test set
sample number ranged from 1200 points to 1428 points,
although the predictive output can better reflect the per-
formance degradation trend of rolling bearings, there is a
large deviation between the predictive output and the desired
output.
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FIGURE 11. The performance degradation trend using KELM.

FIGURE 12. The performance degradation trend using PSR-ELM
(Time-domain).

FIGURE 13. The performance degradation trend using PSR-ELM
(Frequency-domain).

As can be seen from FIGURE 12, the prediction effect of
PSR-ELM (Time-domain) model is not good that is impos-
sible to predict the performance degradation of rolling bear-
ings.

As can be seen from FIGURE 13, in the PSR-ELM
(Frequency-domain) model, test set sample number ranged
from 1200 points to 1428 points, although the predictive

FIGURE 14. The performance degradation trend using PSR-KELM
(Time-domain).

FIGURE 15. The performance degradation trend using PSR-KELM
(Frequency-domain).

output can better reflect the performance degradation trend
of rolling bearings, there is a certain deviation between the
predictive output and the desired output.

As can be seen from FIGURE 14, in the PSR-KELM
(Time-domain) model, test set sample number ranged from
1200 points to 1300 points, the predictive output can better
reflect the performance degradation trend of rolling bear-
ings. Test set sample number ranged from 1301 points to
1428 points, the predictive output cannot reflect the perfor-
mance changing process of rolling bearings effectively.

As can be seen from FIGURE 15, in the PSR-KELM
(Frequency-domain) model, test set sample number ranged
from 1200 points to 1428 points, although the predictive
output can better follow the desired output trend and generally
reflect the performance degradation trend of rolling bearings,
there is a large deviation between the predictive output and
the desired output.

FIGURE 12∼FIGURE 15 show the performance degrada-
tion trend of a single feature index for the ELM model after
reconstruction. The experimental results show that the single
domain feature index cannot fully reflect the whole life and
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FIGURE 16. The performance degradation trend using PCA-ELM.

FIGURE 17. The performance degradation trend using PCA-KELM.

fate features of rolling bearings. Therefore, the multi-feature
index is used to reflect the degradation features of rolling
bearings.

As can be seen from FIGURE 16 to FIGURE 17, although
the FIGURE 16 and FIGURE 17 can generally reflect the
performance degradation trend of rolling bearings, the pre-
dictive output after the sample at 1350 cannot well reflect the
performance degradation trend of rolling bearings.

As can be seen from FIGURE 18, the FIGURE 18 is more
accurate than FIGURE 16 and FIGURE 17 in reflecting the
performance degradation trend of rolling bearings. It shows
that the feature index can better describe the performance
degradation trend of rolling bearings after the phase space
reconstruction, which reflects the accuracy of the phase space
reconstruction in establishing the performance degradation
index of rolling bearings and the superiority of the phase
space reconstruction in the performance degradation evalu-
ation of rolling bearings.

C. ANALYSIS OF FITTING DEGREE
The fitting degree between the predicted value and the actual
value obtained by the proposed PAPRKM model is shown in

FIGURE 18. The performance degradation trend using PCA-PSR-ELM.

FIGURE 19. Fitting degree between predicted value and actual value.

FIGURE 19. The abscissa represents the actual value and the
ordinate represents the predicted value.

As can be seen from the FIGURE 19 that r = 0.9167 is
closed to 1, which indicates that the regression line has a bet-
ter fitting degree for the used data. The experimental results
prove that the PAPRKM method can effectively achieve the
better expected effect for performance degradation evaluation
of the rolling bearings.

VI. CONCLUSION
In this paper, in order to better characterize the perfor-
mance degradation trend of rolling bearings, a new method
of performance degradation evaluation for rolling bear-
ings based on PCA, PSR and KELM, namely PAPRKM
is proposed based on the analysis of feature indexes in
time-domain and frequency-domain of the whole life cycle
data of rolling bearings. Firstly, feature extraction in time-
domain and frequency-domain is carried out for the whole
life cycle data of rolling bearings. Then, PCA method is
used to reduce the dimension of the extracted feature indexes
to eliminate redundancy and information conflict. The first
principal component is taken as the performance degrada-
tion index of rolling bearings. Due to the lack of informa-
tion, the multi-dimensional feature matrix is constructed by
using the phase space reconstruction technology to increase
the dimension. More effective information is obtained from
time series, and the reconstructed multi-dimensional fea-
ture matrix is input into KELM model as the performance
degradation index of rolling bearings, and the trained model
is used to evaluate the performance degradation of rolling
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bearings. Through experimental verification and analysis,
the MAPE value of PAPRKM is 0.0563 and the running
time is 0.2260s. In addition, the prediction performance
of ELM, KELM, PSR-ELM (Time-domain), PSR-ELM
(Frequency-domain), PSR-KELM (Time-domain), PSR-
KELM (Frequency-domain), PCA-ELM, PCA-KELM and
PCA-PSR-ELMare compared. TheMAPE values are 0.2874,
0.2470, 0.3781, 0.1885, 0.2148, 0.1251, 0.2363, 0.2214 and
0.1632 respectively. The running times are 0.2021s, 0.2258s,
0.2024s, 0.2006s, 0.2259s, 0.2321s, 0.2010s, 0.2235s and
0.2066s, respectively. The experimental results show that
the prediction performance of PAPRKM is the best, which
verifies the superiority and effectiveness of PAPRKM in
the performance degradation evaluation of rolling bearings.
Therefore, the performance degradation evaluation method
proposed can effectively evaluate the performance degrada-
tion process of rolling bearings.
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