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ABSTRACT Bunch shape and berry size indicate the quality of table grapes and crucially affect their market
value. Berry thinning is one of the most important tasks in grape cultivation to achieve an ideal bunch shape
and to make sufficient space for individual berries. A successful practice by skilled grape farmers in Japan
is using the number of berries in a bunch to guide the thinning process; hence, a technique for automatically
counting the number of berries in a working bunch has been long desired by farmers to improve the efficiency
of the thinning task. This research presents a novel end-to-end berry-counting technique based on a deep
neural network (DNN), and its contributions are as follows. First, because a DNN requires massive training
data, a novel data augmentation technique simulating the thinning process is proposed. Second, a new
location-sensitive object detection model that integrates explicit location information and supplementary
classification loss into a state-of-the-art instance segmentation model was proposed for detecting the number
of berries in a working bunch with a high accuracy. Third, a set of features, together with their extraction
algorithms, is designed for predicting the number of berries in a bunch (3D counting) using the berries
detected on a single 2D image. Experiments using data collected from farmers’ grape-thinning process have
been conducted to validate the accuracy and effectiveness of the proposed methods.

INDEX TERMS Smart agriculture, grape detection, berry thinning, berry counting, instance segmentation,
deep neural network.

I. INTRODUCTION
Table grape production requires high-quality grapes, and
essential factors include the bunch compactness, bunch
shape, and berry size [1], [2]. To produce high-quality table
grapes, a critical process called berry thinning is neces-
sary to remove unnecessary berries. Berry thinning bene-
fits not only table grape but also wine grape production.
Karoglan et al. [3] found that a combination of bunch thin-
ning and berry thinning reduced the grape yield but increased
the mean cluster weight, total phenols, flavan-3-ols, and
anthocyanins, as well as many individual phenolic com-
pounds. Likewise, the grape bunch becomes more open and
less inclined to disease development [2], [4], [5].

Fig. 1 shows a bunch during the thinning process. After
thinning, the bunch should have a compact and well-balanced
shape, and each berry should have sufficient space to grow to
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FIGURE 1. The berry-thinning process. Before thinning, the bunch was
crowded with berries. After thinning, the bunch had a fine shape and a
lesser likelihood of berry decay.

the desired size without interfering with others. A successful
practice by skilled grape farmers in Japan for achieving such
a requirement is using the number of berries in the working
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FIGURE 2. Applying the proposed end-to-end automatic berry-counting
technique to table grape thinning. Smart glasses send the captured image
to the artificial intelligence (AI) server via pocket WiFi. The AI server then
sends the result to show the detected berries and estimate the number of
berries using 3D counting (including hidden berries).

bunch to guide the thinning process. Given the desired overall
shape of the bunch and the full size of grown berries, the num-
ber of berries in the working bunch is a good indicator of
whether sufficient space has been created through thinning.
The ideal range of berry numbers for typical table grape vari-
eties in Japan is shown in Table 1. However, counting berries
during berry thinning is time-consuming and is especially
difficult for inexperienced farmers. Furthermore, the suitable
period for berry thinning is limited to one to two weeks, when
there is still enough space among berries to allow unnecessary
berries to be cut without hurting those to be kept, before the
grapes start to accumulate sugar [6]. For the above reasons,
an automatic berry-counting technology is desired by grape
farmers.

In this paper, we propose a novel end-to-end automatic
berry-counting technology for supporting the berry-thinning
process. Fig. 2 depicts the application of the proposed tech-
nology in real berry-thinning tasks. Smart glasses (Epson
Moverio BT-2000 in current implementation) are used to cap-
ture images and show the farmers the predicted berry numbers
in a single working bunch. Smart glasses make it possible to
avoid interrupting farmers’ normal tasks. The server-based

TABLE 1. The expected number of berries in the bunch according to
grape variety [7].

approach is adopted to make use of state-of-the-art-of deep
neural network (DNN) models. The technical contributions
of this paper can be summarized as follows:

1. A novel data augmentation technique that can auto-
matically generate training datasets that simulate the
berry-thinning process. Because berry thinning is con-
ducted once a year during a short period, collecting a
large training dataset corresponding to different weather
and location conditions is highly difficult but extremely
important. The proposed method makes it possible to
generate automatically a large annotated training dataset
from a small dataset.

2. A novel location-sensitive object detection model, real-
ized as an extension of the state-of-the-art instance seg-
mentation DNNmodel, to detect the berries in a working
bunch only. Location invariant is a property of DNN
models inherently realized through the pooling layers,
making it possible to detect all objects with the learned
features regardless of their locations in the images. Such
a property, however, is undesirable for our berry-thinning
support purpose, as it means the berries of not only
the working bunch but all bunches in an image will be
detected. We solved the problem by integrating location
information into the Hybrid Task Cascade (HTC) mask
R-CNN model [33].

3. A novel method to estimate the number berries in a
bunch from one single 2D image of the bunch. Because
grape berries have a round shape and no distinguishing
features that can be tracked individually, it is difficult
and computationally expensive to track and count all
individual berries. Our method succeeded in achieving
a high prediction accuracy that can withstand practical
use via a set of originally designed features detected from
single 2D images.

The rest of this paper is organized as follows.
Section 2 describes related works. Section 3 introduces the
details of the proposed method. Section 4 presents and dis-
cusses the experimental results. Finally, Section 5 offers our
conclusions and future research directions.

II. RELATED WORKS
Smart agriculture is now gaining significant attention, and
the use of computer vision is crucial for various applica-
tions. Yield prediction is one of the most important applica-
tions. Technologies for automatically detecting various fruits,
such as grapes [1], [4], [16]–[20], [8]–[15], oranges [21],
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apples [21], tomatoes [22], sweet peppers [23], and cherries
[24], have been developed. Many parts of a grape can be
detected and used to estimate the yield in a vineyard, includ-
ing the berry [1], [15], [16], [18], [19], [25]–[27], flower
[11], [20], bunch [4], [8], [12], [17], and shoot [14]. In the
remainder of this section, we refer to these existing methods
from two perspectives: berry detection and berry counting.

A. BERRY DETECTION
Considering the round shape of the grape, the circle Hough
Transform (CHT) has been employed to detect grape berries.
Roscher et al. [25] introduced the CHT to detect grape berries
in the natural scene, while Liu et al. [10] employed the
CHT for preprocessing in the 3D reconstruction of a grape
bunch from a single image. In addition, Rudolph at el. [20]
applied the CHT during post-processing to filter the flower
bunch detected from the DNN network. However, a major
problem of the CHT-based approach is that it cannot detect
berries partially occluded by other berries. Reis et al. [8]
and Luo et al. [12] proposed a system for detecting grape
bunches in the natural environment based on the color map-
ping approach. Aquino et al. [15], [16], [11], [28] proposed
a method for estimating the number of grapevine berries and
flowers using image analysis based on the h-maxima trans-
form. Nuskeet al. [26] and Pérez-Zavala et al. [17] use feature
descriptors, such as histograms of gradients (HoGs), fast
retina keypoint (FREAK), local binary patterns (LBPs), and
scale-invariant feature transform (SIFT), to detect the berries.
However, the above approaches may not operate in a natural
field with uneven illumination conditions and shadows. Such
a problem can be solved with a DNN, because the image fea-
ture can be trained in the model, not just by using the specific
range of the color value or specific hand-craft features to dis-
tinguish the objects [4], [19]. Typically, the approaches based
on semantic segmentation are not designed to count object
instances in the image, as the result of semantic segmentation
is pixel-wise and overlapping objects of the same class cannot
be distinguished. Zabawa et al. [19] tried to solve such a
problemwhen applying semantic segmentation to grape berry
detection by introducing a new edge class object surrounding
the individual grape berry. However, because the edge is a
small object, it is difficult to detect all edge pixels surrounding
the berry. The method based on instance segmentation was
designed to give an output comprised of the bounding box,
classification, and pixel mask, thus immediately counting the
individual objects. Santos et al. [4] used instance segmenta-
tion to detect a grape bunch, but the detection of berries was
not addressed in their study. Most importantly, none of the
recent DNN-based approaches [4], [18], [19] introduced a
method for focusing on a particular bunch, which is crucial
in supporting the table grape-thinning task.

B. BERRY COUNTING
While our method can operate using a mobile device in a real
field, existing research dealing with the number of berries
in 3D bunches has required a laboratory setup or special

capture devices. For instance, Liu et al. [10] required a plain
background to apply Otsu’s binarization while rotating the
grape bunch. Ivorra et al. [1] needed constant light intensity,
so they installed a stereo camera using four pairs of fluo-
rescent tubes to afford the illumination. Schöler et al. [29]
installed a laser scanner on a robot arm to scan the grape
bunch. Because 3D reconstruction operation is time consum-
ing, it is not appropriate for real grapevine yard application.

III. PROPOSED METHOD
Fig. 3 depicts the framework of the proposed end-to-end
automatic berry-counting technique. The framework consists
of three parts: a DNN model that takes a captured 2D image
as the input and detects the berries in a working bunch, a
feature extractor that computes a set of carefully designed
features from the detected berries, and a regression model
that predicts the number of berries in the whole 3D bunch
using the features from the feature extractor. For the DNN
model, wemade extension for the HTC [33], a state-of-the-art
instance segmentation model, to detect the berries only in the
working bunch and to exclude other bunches. A new data aug-
mentation technique is proposed to generate a large dataset
to train this extended DNN model. To predict the number of
berries in the whole 3D bunch, a set of features together with
their extraction algorithms is carefully designed, and three
different regression models are investigated. The details of
each part of the framework are given in the remainder of this
section.

A. DATA AUGMENTATION
Deep learning models have gained huge success in object
detection tasks [30]–[33]. However, to train a successful
model, a large amount of labeled data is required. Because
berry thinning is performed once a year during a short period,
it is difficult to collect a sufficient number of images for
training a model that can accurately detect berries during the
whole process of berry thinning. Moreover, for the training of
an instant segmentation model, the masks of individual grape
berries are required. Generating such annotated data with
manual labeling requires a huge amount of labor. To solve this
problem, this study proposes a new data synthesis method to
generate sufficient data from a small training set. The basic
idea is to generate the images simulating the thinning pro-
cess by removing berries gradually from an existing image.
As shown in Fig. 4, removing a front berry may result in an
unnatural appearance of the berries partially occluded by this
front berry. To avoid such an artifact, the proposed method
first identifies the berry behind the front berry by computing
the circularity of the berries. If the circularity is below a
given threshold, we can judge that it is a partially occluded
berry and it can be removed. To make the synthesized image
look as natural as possible, a state-of-the-art image inpainting
technology using a deep convolutional neural network [34]
is employed to fill the region of the removed berry. Fig. 5
shows the process of our synthesis method. First, a partially
occluded berry is identified by computing the circularity
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FIGURE 3. The framework of the proposed end-to-end automatic berry-counting technique for table grape thinning.

(Fig. 5 [b]); then, this berry is removed (Fig. 5 [c]); finally
the removed region is filled with inpainting technology
(Fig. 5 [d]). This process can be repeated until all the partially
occluded berries are removed, simulating the images captured
during the thinning process. Two examples of synthesized
images are shown in Fig. 6.

B. AUTOMATIC FOCUSING ON WORKING BUNCH
1) LOCATION SENSITIVE HTC MODEL
As depicted in Fig. 2, this research aims to support farmers
in effectively performing grape thinning by visualizing the
number of berries in a working bunch. Therefore, the DNN
model used for detecting berries should meet three require-
ments. First, it should be able to detect the berries only in
the working bunch without detecting the berries in other
bunches in the captured images. Second, it should detect the
berries with a high accuracy without detecting the same berry
multiple times. Third, as will be introduced in Part C of this
section, we need the geometry features of berries to predict

the number of berries in a 3D bunch; therefore, it is desirable
to obtain the accurate mask of individual berries. The third
requirement indicates that we should use an instance segmen-
tation DNN model. The second requirement cannot be met
by any existing DNN models, as a DNN model is actually
designed to be location-invariant to detect all objects with
the learned features regardless of their locations. To solve the
problem, this study proposes a new location-sensitive model
by integrating explicit location information into the HTC,
the state-of-the-art instance segmentation model proposed by
Chen et al. [33]. Because the location information can also
be viewed as a kind of feature distinguishing the berries
in the working bunch from other objects in the image, the
integration of location information into the DNN model can
actually improve the detection accuracy, which contributes to
meeting the first requirement.

Fig. 7 depicts the network architecture of the original HTC
model [33]. It consists of the CNN backbone network (‘Back-
bone CNN’) for extracting features; the region proposal

4832 VOLUME 9, 2021



P. Buayai et al.: End-to-End Automatic Berry Counting for Table Grape Thinning

FIGURE 4. The problem occurs when synthesizing the image by removing the
circular berry. The red circle is the inpainting area in which the berry was
eliminated.

FIGURE 5. The process to synthesize new image data using the image inpainting technique.

FIGURE 6. Comparison of the original image and its synthesized image. The blue circle is the inpainting area in which a berry was
eliminated.

network (‘RPN’) for predicting the location of objects in
the input image; the pooling layer (‘Pooling’), which is the
cropped features from the backbone network using the map-

ping location from the RPN; classification branches (‘Class’)
that predict the classes of objects; bounding box branches
(‘BBox’) that predict the locations of objects in the input
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FIGURE 7. The structure of the HTC network [33].

image; mask branches (‘Mask’) that predict the pixel-level
masks of objects; and a semantic branch (‘Semantic’) that
predicts pixel-level stuff segmentation for the whole image.

Fig. 8 and Fig. 9 show the proposed location-sensitive
HTC models with location features integrated into the Fully
Connected (FC) layer and into the HTC itself, respectively.
In both models, the semantic segmentation branch from the
original HTC has been excluded because we only have two
kinds of objects, the bunch and the berries, and we do not
need stuff segmentation for the whole image. Fig. 8 shows
the location feature from the RPN, BBox1, and BBox2, which
were represented in terms of (x1, y1, x2, y2) and were fed as
the input to the Classes and BBoxes, along with the features
from the FC layer.

As shown in Fig. 9, the second method is to add the
new network head, named the supplementary classification
head (SCLASS), to the HTC network. We combine location
features (from the RPN, BBox1, and BBox2) and the feature
from the FC layer (from the pooling layer) as the input of
the SCLASS branch. Because the new supplementary classi-
fication branch has been incorporated into the network archi-
tecture, defining a new supplementary loss for this branch
is necessary. The HTC is a multi-stage approach; that is, at
each stage t , for all sampled regions of interest (RoIs), the

box branches estimate the bounding box regression offset,
the classification branches estimate the classification score,
and the mask branches estimate the pixel-wise masks for pos-
itive RoIs. By adding the new supplementary classification
branches, the overall loss function, taking the form of multi-
task learning, is defined as follows:

L =
T∑
t=1

αt
(
L tbbox + L

t
cls + L

t
scls + L

t
mask

)
(1)

where L tbbox is the loss of the bounding box predictions at
stage t and L tcls is the loss of the classification at stage t , which
is the same as that of the Cascade R-CNN [32]. L tscls is the
proposed loss of the classification on the new supplementary
classification branch at stage t . L tmask is the loss of mask
prediction at stage t , which employs binary cross entropy
(BCE), as in theMask R-CNN [31]. The coefficient αt is used
to balance the supplements of several stages and tasks. The
hyper-parameter settings have been adopted from the HTC
[33] with α = [1, 0.5, 0.25] and T = 3 by default.

The bounding box regression loss for each RoI in (2) is
defined over a tuple of the bounding box ground truth v =
(vx , vy, vw, vh) and a predicted tuple b = (bx , by, bw, bh) for
each class, where x, y, w, and h are the position (x, y) and size

4834 VOLUME 9, 2021



P. Buayai et al.: End-to-End Automatic Berry Counting for Table Grape Thinning

FIGURE 8. The proposed location-sensitive HTC network that integrates location features at the FC layer.

(w, h) of the RoI. L1 is the Manhattan distance defined in (3)
as in the Fast R-CNN [35].

Lbbox (b, v) =
∑

i∈{x,y,w,h}

smoothL1 (bi − vi) (2)

smoothL1 (x) =

{
0.5x2, if |x| =< 1
|x| − 0.5, otherwise

(3)

The classification and supplementary classification loss
are defined by cross entropy (CE), where p is the predicted
probability computed by a softmax at the FC layer, while
u is the ground truth for each class. CE loss measures the
performance of a classification model whose output is a
probability value between 0 and 1. CE loss increases as the
predicted probability diverges from the actual label. A perfect
model would have a CE loss of 0, where CE is defined as

follows:

CE(p, u) = −
K∑
i

uilogpi (4)

where K is the number of classes in the model. In BCE loss,
where the number of classesK equals 2, CE can be calculated
as:

BCE(p, u) = −(ulogp+ (1− u)log(1− p)) (5)

The mask branch has a Km2 dimensional output for each
RoI, which encodes the K binary masks of resolution m×m,
one for each of theK classes. He et al. [31] applied a per-pixel
sigmoid and defined Lmask as the average BCE loss:

Lmask
(
mpred ,mgt

)
= BCE(mpred ,mgt ) (6)

For a RoI, mpred is a predicted mask and mgt is a ground-
truth class u.
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FIGURE 9. The proposed location-sensitive HTC network, which has a new ‘supplementary classification branch’ (SCLASS) taking the location feature and
the feature from the FC Layer as the inputs.

FIGURE 10. An example in which the proposed location-sensitive HTC
still detected other bunches in addition to the working bunch.

2) POST-PROCESSING
With the extended HTC models, we can detect the working
bunch in most cases, but occasionally, bunches other than the
working bunch may be detected. Fig. 10 shows an example
in which three bunches have been detected. To exclude these
bunches further, we propose post-filtering the bunches using

the probability of estimation and the size of the bounding box
obtained from the proposed location-sensitive HTC model.
The post-processing procedure is depicted in Fig. 12. First,
we remove the bunch with a low probability of estimation,
and then we sort the sizes of the bunch bounding boxes to
assign the bigger bounding box priority. Afterward, we adopt
an intersection over union (IoU) to find the overlap bound-
ing box. Finally, we remove the smaller overlap bounding
box and select the bounding box nearest the image’s center.
Fig. 11 shows the result by applying the proposed post-
processing technique to the results shown in Fig. 10.

C. AUTOMATIC BERRY NUMBER PREDICTION USING A
SINGLE IMAGE
Predicting the number of berries in a whole 3D bunch using
a single image is highly challenging, as the number of visible
berries can differ significantly depending on the view direc-
tions. Based on careful observation, we found that the rela-
tionship between the number of berries in thewhole 3D bunch
and the number of berries visible in the captured images
could be affected by multiple factors. We empirically use the
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FIGURE 11. An example in which only the working bunch is detected by
applying the proposed location-sensitive HTC and post-processing.

FIGURE 12. Flowchart of post-processing filtering for the further
elimination of berries not included in the working bunch.

following five features computed from the 2D images as the
inputs to the regression model for predicting the number of
berries in a 3D bunch.

1. Number of berries
2. Diameters of berries
3. Circularity of berries
4. Density of berries
5. Homogeneity of berry distribution

The berry number feature Featnberries is set to the number
of detected berries (Ncd ) in the single image as follows.

Featnberries = Ncd (7)

The diameter feature Featdiameter can be computed as the
average diameter of all berries detected in the 2D image with
(8).

Featdiameter =

∑Ncd
i=1 Berrydiameter (i)∑Ncd
i=1 Berryarea(i)

(8)

Here, Berrydiameter is the diameter of individual berries.
The distance between the camera and the grape in each image
is not fixed, and the absolute diameter value changes with the
distance. We make the feature scale invariant by normalizing
the diameter with the berry area denoted as Berryarea.

The circularity feature (Featcircularity) indicates how many
partially occluded berries are among the detected berries.
Generally, the occluded berries have a non-circular shape.
The circularity of a berry [36] can be computed with (9) from
the berry’s area Berryarea and perimeter Berryperimeter .

Berrycircularity =
4πBerryarea
Berry2perimeter

(9)

The circularity featureFeatcircularity is then computed as the
proportion of the number of occluded berries (Berrycircularity
less than the threshold) over the total number of detected
berries (Ncd ) with (10).

Featcircularity =

∑Ncd
i=1

{
1, if Berrycircularity(i) ≤ 0.7
0, otherwise

Ncd
(10)

The detected non-occluded berries should have a round
shape with a circularity value close to 1.0. The number of
partially occluded berries can be estimated by counting the
number of berries whose circularity is smaller than a given
threshold, which is empirically set to 0.7 in our experiment.

The density feature Featdensity is computed with (11) as
the proportion of the berries’ area Berriesarea, which is the
summation of the areas of all detected berries, over the bunch
area Buncharea, as detected by the location-sensitive HTC
model trained with bunch images.

Featdensity =

∑Ncd
i=1 Berriesarea(i)

Buncharea
(11)

The larger the Featdensity, the more berries are likely to
be occluded in the current image. Therefore, Featdensity also
gives a reasonable indication of the number of occluded
berries.

The homogeneity feature Feathomo indicates how uniform
the distribution of the detected berries is in the image.
We found that the distribution of berries can be non-uniform
in the images, which means severe occlusion can occur
locally even though the overall density is low. Therefore,
together with the density, the homogeneity feature also plays
an important role in accurately predicting the number of
berries in a 3D bunch. To compute the homogeneity feature,
we employ a method based on Gaussian smoothing [37].
We consider the mask image with the berry area set to white
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(255) and the other set to black (0). If the berries are uniformly
distributed, that is, if each berry is surrounded by the back-
ground and no berries are overlapping or close to each other,
then after repeatedly applying Gaussian smoothing, the berry
area will be gradually blended with the background. Thus,
we can obtain an image of uniformly gray pixel values. On the
contrary, if the berries are not uniformly distributed, then the
image should consist of a large background area and an area
with dense overlapping berries. Then, some background areas
and berry areas would remain unchanged, even after repeat-
edly applying Gaussian smoothing. Therefore, the difference
between the images at different stages of repeated Gaussian
smoothing should give a good measure of the homogeneity.
In our current implementation, we compute the difference
between the images after applying Gaussian smoothing once
and the image after applying Gaussian smoothing 11 times
and then adding the difference of all pixels together to get the
Feathomo.
To predict the number of berries in a 3D bunch using the

above five features, we experimented with six representative
regression models: kernel ridge regression (KRR) [38], sup-
port vector regression (SVR) [39], random forest regression
(RFR) [40], gradient boosting (GB) [41], stochastic gradient
descent (SGD) [42], and artificial neural network (ANN)
[43]. The results are presented in Section IV.E.

IV. EXPERIMENT RESULTS AND DISCUSSION
A. EXPERIMENT SETTING
1) DATASET AND IMPLEMENTATION DETAILS
We asked two farmers for help by installing cameras on their
heads to capture the working scene during the grape-thinning
task. Then, we manually labeled 2,701 berries in 60 images
from 10 different bunches. Each image has a resolution of
1,920 × 1,080 pixels, and each was rescaled to have a mini-
mum size of 800 pixels and a maximum size of 1,333 pixels.
In the current implementation, the models are trained and
evaluated on a single Titan RTXGPU for more than 10 hours.

The hyper-parameter settings followed those of the HTC
[33]. Stochastic gradient descent [44] was employed to train
the model. The weight decay and momentum are set to
0.0001 and 0.9, respectively, and the batch size is set to 1.
According to the Linear Scaling Rule [45], the learning rate
is set to 0.00125.

2) EVALUATION METRICS
Because the aim of the proposed technique is to detect grape
berries accurately, we measure the accuracy by computing
the IoU between the mask of the detected grape berry and
that of the ground truth grape berry. Similar to [19], we use
two quantitative measures, Correctly Detect (CD) and Miss-
Classification (MC), which are computed with (12) and (13),
respectively.

CD =
(
Ncd
Ngt

)
× 100 (12)

MC =
(
Nid
Nad

)
× 100 (13)

Here, Ncd , Ngt , Nid , and Nad are the number of correctly
detected berries, manually labeled berries, falsely detected
berries, and all detected berries, respectively. In other words,
CD is the percentage of correctly detected grape berries over
the manually labeled grape berries, andMC is the percentage
of falsely detected berries over all detected berries. The IoU
threshold is used to determine whether the detected object is
correctly or falsely detected. In the experiment, the threshold
is set to 0.5, which follows the approaches from the Pascal
VOCChallenges [46]. The annotation application used in this
study is the COCO Annotator application [47].

B. EVALUATION OF DATA AUGMENTATION TECHNIQUE
As introduced in Section III.A, the proposed data augmenta-
tion technique synthesizes images by removing berries with
a circularity below a given threshold. Table 2 shows the num-
ber of synthetic images with different circularity thresholds.
In terms of the limited diversity of background images and
storage resources, we decided to use the circularity threshold
0.6, which can synthesize 956 images from 60 annotated
images, for the experiment.

We compare the results with/without using the proposed
augmentation method, and six-fold cross-validation was
applied. As shown in Table 3, the 60 annotated images are
divided into six folds, each of which contains 10 images. The
number of images synthesized with the proposed techniques
from each fold is also shown in the table.

During cross-validation, 50 original images of five
folds and their corresponding synthesized images are used
for training, and the 10 original images are used for
validation.

Table 4 shows the results of the validation, which is the
average of the validation results of all six folds. The HTC
[33] model using HRNet [48] as the backbone model was
used. We can observe that using the proposed augmentation
affords a notable performance over not using augmentation
(MC decrease of 51.38%). Although the CD decreases by
2.17% compared to not using augmentation, the decrease
in MC is a huge improvement. Fig. 13 shows the detected
results without augmentation (left) and with the proposed
augmentation (right). The red mask is the detected mask that
did not overlap with the ground truth mask (false positive),
blue is the detected mask that did overlap with the ground
truth mask (true positive), and the green mask is the ground
truth that did not overlap with the detected mask (false neg-
ative). It is obvious that the proposed method can reduce
a large number of false-positive results by trading a small
loss of true-positive results. The reason the proposed method
can generate images for training an effective model is that
it does not destroy the context information in the image. The
synthesized image simulates the real pictures taken during the
thinning process. The proposed method provides a simple yet
efficient approach to prevent model overfitting.
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FIGURE 13. Comparison of the detected result between HTC without
augmentation (left) and HTC with the proposed augmentation (right). The
red mask is the detected mask that did not overlap with the ground truth
mask, blue is the detected mask that did overlap with the ground truth
mask, and the green mask is the ground truth mask that did not overlap
with the detected mask.

TABLE 2. The number of synthesized images and berries with different
circularity thresholds.

TABLE 3. The number of synthesized images from each fold.

TABLE 4. Comparison of training the HTC [33] model using HRNet [48] as
the backbone model, with and without augmentation.

C. EVALUATION OF LOCATION-SENSITIVE HTC MODEL
This section presents the results of the proposed models. Fig.
2 shows the experiment results of the HTC [33] and the
proposed location-sensitive models using HRNet [48] as the
backbonemodel. The results show that combining the explicit
location feature with the fully connected feature (Fig. 8)
improves model accuracy. Integrating the explicit location
information with the fully connected features at the new
supplementary classification branch and training the model

TABLE 5. Comparison of the average processing times of 60 images for
different stages shown in Fig. 3 between the HTC [33] model and the
proposed models, using HRNet [48] as the backbone model.

TABLE 6. Comparison of the number of trainable parameters and the
number of floating-point operations per second (FLOPs) between the HTC
[33] model and the proposed models, using HRNet [48] as the backbone
model. The size of the input image is 1,280 × 800 pixels.

using new supplementary classification loss (Fig. 9) improves
model accuracy more than simply integrating the location
features in the original branch of the HTC (Fig. 8).

Furthermore, the 956 synthesized images used for the six-
fold cross-validation, as shown in Table 2 and Table 3, are
used to evaluate the average number of berries detected from
the non-working bunch (AvgNWB) using the metric given in
(14).

AvgNWB =
1

Fold

Fold∑
i=1

BerriesNWB(i) (14)

Here, Fold is the number of folds, which is 6 in this
study, and BerriesNWB(i) is the number of non-working bunch
berries for each fold i. We compare the proposed SCLASS
(Fig. 9) with the conventional HTC [33] using (14). The
proposed models can reduce the average number of berries
detected from the non-working bunch from 5.33 to 0.33,
which can prevent the counting of berries that do not belong
to the working bunch. The reason the proposed models can
reduce the number of unexpectedly detected berries is that the
location features help the model partially learn the location
of the object. The explicit location information is what the
conventional model uses to specify the feature map location
from the pooling layer. However, the explicit location has
never been used as an input feature for object classifica-
tion or prediction in the conventional model. The proposed
models make use of a feature that is already available with-
out requiring additional data annotation costs. Especially,
the experiment results shown in Table 5 and Table 6 also
demonstrate that the proposed models do not consume much
more time than the original model. Fig. 14 shows the results
of the HTC [33] and the proposed methods. The red circle is
the berry that the proposed methods could detect but that the
HTC [33] could not.

There exists a trade-off between the accuracy and the com-
putational complexity when selecting a DNNmodel.We have
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FIGURE 14. Comparison of the detected berry between HTC [33] and the
proposed method. The blue mask is the detected berry mask; the red
circle is the berry that the proposed method can detect, but that HTC [33]
cannot detect.

FIGURE 15. The berries (blue) that have been discarded because they do
not belong to the working bunch (green).

made an extension for the state-of-the-art instance segmen-
tation model to take advantage of obtaining accurate mask
information about individual berries to compute the features
required for predicting berry numbers. As shown in Table 5,
it takes about 0.9 seconds on average to process one frame
on a high-end graphics processing unit (Titan RTX GPU),
which makes the method more suitable to be implemented
as a remote application. However, during the experiment,
we found that the farmers did not actually need to confirm the
number of berries in every frame. Therefore, it is possible to
implement a user-friendly application even on an embedded
AI computing device or mobile device by only computing
and visualizing the berry numbers whenever any berries are
removed.

D. EVALUATION OF POST-PROCESSING TECHNIQUE
This section shows the evaluation results of post-processing
to exclude the berries that do not belong to the working
bunch. Fig. 15 shows an example of the berries (in blue color)
detected by the location-sensitive HTC model but that were
identified as not belonging to the working bunch during post-
processing. Fig. 16 shows that the grape berries not belonging
to the working bunch are discarded and only the berries in
the working bunch are counted. The 2,535 different berry

FIGURE 16. The final result (blue) after post-processing, including only
the berries in the working bunch.

images are used to evaluate the efficiency of the proposed
post-processing method using the metric given in (15).

Ab(Bpd ) =

{
1 : Bpd = Bgt and COUNT (Bpd ) = 1
0 : otherwise

(15)

Here, Ab is the number of accurately detected working
bunch, Bpd is the predicted working bunch, and Bgt is the
ground truth working bunch. We manually check the result
for each image and compute the proposed method’s average
accuracy using (16).

A(x)avg =

(∑N
i=1 xi
N

)
× 100 (16)

Here,A(x)avg is the average accuracy of x, xi is the accuracy
(Ab) for image i, and N is the number of images in this
experiment. We found the proposed method could select the
working bunch with an accuracy of 100% for all images.

Our experimental results show that combining the pro-
posed location-sensitive models with the post-processing
method can well meet the main purpose of our research, that
is, the end-to-end automatic counting of berries in a working
bunch without counting the berries from other bunches. The
proposed method succeeds in tackling this problem.

E. EVALUATION OF AUTOMATIC BERRY NUMBER
PREDICTION
To evaluate the regressionmodels using the proposed features
described in Section III.C, the dataset was collected by taking
images while farmers thin grape berries from start to end. The
farmers were asked to rotate the bunch during the process
to capture as many images from different perspectives as
possible. The actual numbers of berries in the 3D bunch
(3D counting) were manually counted as the ground truth.
Input features for regression models were extracted using the
method proposed in Section III.B. We took a total of 16,607
images, among which 13,285 images were used as training
data and the remaining 3,322 images as test data.

The evaluation metric in this experiment is the mean abso-
lute error (MAE) [43], shown below.

MAE(X , h) =
1
m

m∑
i=1

∣∣∣h(x(i))− y(i)∣∣∣ (17)
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FIGURE 17. MAE as a function of ground truth berry number.

TABLE 7. MAE of berry number prediction for different regression models
using the proposed features computed from 2D images.

where m is the number of instances in the dataset, x(i) is is
a vector of all the feature values (excluding the label) of the
ith instance in the dataset, y(i) is its label (the desired output
value for that instance),X is amatrix containing all the feature
values (excluding labels) of all instances in the dataset, h is the
regression model (also called a hypothesis), and MAE(X , h)
is the cost function measured on the set of example X using
hypothesis h.

The regression experiment results of automatically predict-
ing the number of grape berries in the bunch (3D counting)
from a single 2D image are shown in Table 7. The results
show that using RFR [40] can archive the most accurate
estimation (MAE of 3.79). The reason RFR obtains the best
accuracy can be explained by the fact that a random forest is
good at reducing the variance in the forest estimator by com-
bining diverse trees, which complies with the large variance
in features computed from 2D images. For the same bunch,
the number of berries visible on a 2D image can vary by
more than 10 berries for the images captured from different
perspectives. Such a fact makes the berry number-prediction
task highly difficult.

In a real practical scenario, when farmers are thinning
grapes, the number of berries in a bunch begins at a larger
number and reaches a smaller number (target number). There-
fore, in the experiment, we computed theMAE as the function
of 3D counting to validate the effect of a prediction model
during the thinning process. The result is shown in Fig. 17.
During the real thinning process, when the number of berries
in the bunch is much larger than the target number, the estima-
tion accuracy is relatively unimportant. However, when the
number of berries in the bunch approaches the target num-
ber, the estimation accuracy becomes critical for avoiding

over-thinning. In Fig. 17, MAE decreases when 3D counting
decreases. MAE starts from 6.17 for the 3D counting range of
82–91 and decreases to 2.70 for the 3D counting range of 42–
51. Because the target number of berries in a bunch for major
table grape varieties is less than 40, as shown in Table 1, this
experiment result demonstrates that the proposed method can
fit real practical scenario usage well. The farmers involved in
the experiment are highly satisfied with the performance of
the proposed technique.

V. CONCLUSION
The proposed technology is for building a practical applica-
tion for the real grapevine farm environment. The novel end-
to-end berry number prediction technology enables farmers to
perform berry thinning efficiently, as it is a crucial task affect-
ing the market value of table grapes. By integrating the loca-
tion feature into the state-of-the-art instance segmentation
DNNmodel, we succeeded in focusing the berry detection on
a working bunch only. The proposed location-sensitive HTC
model can also be used for other object detection problems
that require detecting a particular object from an image con-
sisting of multiple objects of similar features. Berry number
prediction using the originally designed features can also
be applied to the image-based counting of other kinds of
fruits or vegetables.

We recommend employing the proposed method in the
form of a server-side application because the DNN used in
this work is huge. The server-side application can afford vari-
ous devices, such as a mobile application, smart glasses, or an
augmented reality headset (e.g., Microsoft HoloLensTM) via
the application programming interface (API).
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