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ABSTRACT This paper presents a novel ontological model of Cyber Influence Campaigns (CICs). The
model accepts both physical and cyber based actions. The model represents the mechanics, linkages, and
structure of tailored data to concurrently analyse both the physical and cyber realms. Influence modeling
and ontological based analysis of social media has to date mainly focused on the use of ontologies to
categorise or cluster the results of text based feature extraction. Whilst this is highly important for detection
of misinformation that has the potential to influence a network, these methods do not provide a mechanism
for mapping events across realms in order to quantify the influence in meaningful ways. By developing a
novel semantic model and unique classes that leverage the graph nature of the ontological representation,
our ontological model provides causal linkages and a framework which is applicable for analysis and deeper
insights into CICs. This study also builds two tailored datasets for our ontological model from raw Twitter
data as the IEEE DataPort Cyber Influence Campaign Ontology dataset (DOI 10.21227/70kc-yx38) and
details how to analyze various CIC scenarios.

INDEX TERMS Cyber influence, conflict, influence campaign, ontology, semantic model, social media.

I. INTRODUCTION
A. MOTIVATION
Daily life is now a hybrid of social media, social networking,
digital communications, as well as physical communications
and interactions. Facebook, Twitter, and Instagram boast over
two billion monthly active users [1], and as such, their abil-
ity to directly and indirectly connect the world’s population
has never been easier or more far reaching. Online content
delivery, and the algorithms that govern it, have changed both
the method and the speed at which our world communicates,
consumes, decides, and progresses. There is now sufficient
data that has been voluntarily shared on social media by users,
that their beliefs and behavioural responses can be predicted
and manipulated [2]. An important open question remains:
are the underlying principles and mechanics of influence
between the physical and digital (cyber) realms fully defined
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and understood? In order to progress the understanding of
influence flow between the physical and cyber realms, there is
a requirement to not only contextualise but attribute actions
to reactions across both realms. Building a model that can
combine both physical events with cyber events helps under-
stand the mechanics of the influence exchange and becomes
the basis of tools that take a holistic approach to influence
analysis.

Social Networking Services (SNS) remain largely unreg-
ulated by government [3], and have been weaponized to
become Cyber Influence [4]. Social influence is defined by
psychologists as ‘‘the change in one’s beliefs, behaviour
or attitudes due to external pressures that may be real or
imagined’’ [5]. Cyber influence, is social influence via digital
means, which research shows is commensurate and in some
cases even more powerful than physical influence [6]. Cyber
influence has already been employed to mobilise oppressed
populations, win elections, fight wars, and undermine drug
cartels [4].
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B. CONTRIBUTIONS
Wedevelop the concept of a Cyber InfluenceCampaign (CIC)
and define a CIC as ‘‘actions employed by an agent in order to
change the attitudes of their desired audience’’. We generate
a novel semantic CIC model that spans both the cyber and
physical realms and explores the mechanics and underlying
principles of cyber influence.

This paper makes the following key contributions:

• Definition of the classes of objects and relationships
within a CIC, encapsulated into a semantic model and
data structure.

• Development of a novel ontology capable of capturing
both the physical and cyber elements of a CIC.

• Two physical datasets derived from real life events and
the corresponding cyber datasets extracted from raw
Twitter data made publicly available as the IEEE Data-
Port Cyber Influence Campaign Ontology dataset (DOI
10.21227/70kc-yx38).

• The dataset development code and search queries used
in the research analysis.

• Two case studies with exemplary analysis to confirm real
life (physical realm) observations.

This paper is structured as follows. Section II outlines
the background of cyber influence and explores the related
fields of study that build the fundamentals of cyber influence.
In Section II, existing studies and their limitations are out-
lined, defining the scope for our research. Section III provides
an overview of a number of real CICs examples and their
role in conflict. Section IV reviews the concept of semantic
modeling as well as the technology and recent examples of
ontologies. Section V introduces the novel ontology model
that we have developed to represent the influence of both
physical and cyber events. Section V covers the novel CIC
model, the data pipeline, and its application to the influence
model. Section V contains the majority of our contribution as
well as key insights into the challenges involved. Section VI
contains the analysis of two different CIC datasets as case
studies, and confirms the consistencies with real life obser-
vations. Section VII concludes this study and outlines future
research directions.

II. BACKGROUND AND RELATED WORK
The vast data associated with SNS makes isolating influ-
ence difficult, however, there is evidence of not only
state-sponsored influence, but individuals determined on
shaping the nature of SNS and the populations that engage
with SNS [7]. Extensive research has already surveyed and
defined the hierarchical schema of SNS [8] which have been
used in various research studies, for example, text mining
research to explore the trending or popular actions [9]. Stud-
ies have also defined areas for potential future research [10],
while others have applied semantic analysis of SNS to track
and assess the influence of content shared across these plat-
forms [11]. Whilst some of this research has touched on the

physical realm associated with cyber influence, most of this
prior research is limited to only the cyber realm.

The role of cyber influence in physical conflict is highly
important, and is commensurate to that of conflict propa-
ganda [12] first popularized inWWII by JosephGoebbles [7].
Whilst Goebbles was limited by the media available at the
time, his propaganda still had significant influence on the
population and final outcomes of the conflict. Propaganda
and the role of influence in conflict has evolved continuously
from the ‘‘hearts and minds’’ campaign from the Vietnam
War [13] to modern information warfare [14]. With social
media fast becoming the sole source of information for indi-
viduals, it is very likely that social media will be the future
front line of conflict. Shaping what a user is exposed to,
consumes, and believes is as effective as any kinetic effect
could be [12]. The race to build tools that absorb and analyse
big data will result in a competitive advantage [15].

The fundamentals of cyber influence are mainly derived
from the following four areas of related research. The first
area of related research is computer platforms used to propa-
gate influence. The second area is the analysis of social net-
working and their place within modern society. The third area
is the theory of influence and how influence is modeled. The
fourth area is the role of influence within conflict. These four
related areas are discussed in the following four subsections.

A. COMPUTER PROPAGATED INFLUENCE
The founder of the concept of persuasive computers was
Fogg [16] who theorized that computers have the ability
to persuade individuals and coined the term ‘‘Computer as
Persuasive Technology (CAPT)’’ [17], [18]. Further work,
termed Mass Interpersonal Persuasion (MIP) [19], applied
CAPT at scale.When understanding the outcomes and effects
of influence, captology only considered compliance of the
agent as the result. Xie et al. [20] expanded on the out-
comes of social influence by including obedience and con-
formity. These terms were drawn from the work of Cialdini
in 2004 [21]. In light of [21], Xie et al. recognized three
effects of cyber influence: compliance, conformity, and obe-
dience. Compliance refers to a particular type of response
known as acquiescence, i.e., a request. The request may be
explicit or implicit, but in all cases the target recognises
being urged by the source to respond in a desired way [21].
Conformity is the act of changing one’s behaviour to match
the responses of others [21]–[23].

B. ANALYSIS OF SOCIAL MEDIA
The second area that relates to cyber influence is the analysis
of online communities, social media, social networking, and
their role within our modern society. Over 4.5 billion people
are now estimated to be online [24]–[26]. Facebook reports
a monthly active user group of over 2.45 billion and over
1.62 billion daily active users [27]. Combined with smart
phones, an individual is easily identified within cyber meet
spaces, which allows for categorizing individuals into age,
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gender, and ethnic groups for the unique and targeted delivery
of content and marketing.

The power and implications of social media are well estab-
lished and have become a popular research field, resulting in a
spectrum of studies from the psychological, socio-economic,
academic, and industrial fields [28]–[32]. When analyzing
Twitter specifically, the size and scale of the tweet stream
is problematic; hence, the development of techniques and
methods to categorise tweets is important [33]–[40]. Many
studies assist commercial endeavours for businesses inter-
ested in sentiment assessment or optimizing product exposure
and promotion [40]–[42]. Subsequently, the ability to fabri-
cate highly technical results by Social-media Data Providers
(SDP) can impact corporation models of new and develop-
ing businesses. Hence, [43], [44] investigated methods of
verifying correctness and completeness of their data and the
results generated from social media analysis. Also, [45] uses
an ontological approach to build trust and transparency into
social media data. These related studies show the depth of
research already provided and we leverage the knowledge
gained by them in building our cross-realm model.

C. INFLUENCE MODELS AND MODELING
The third related area of research draws upon influence mod-
eling. The theory of quantitative models of influence began
with the ‘‘two step’’ flow model [46], [47]. The ‘‘two step’’
model represented a person with an established reputation
within the community (celebrity), who would then pass on
their influence to their network. Watts and Dodds critically
reviewed the ‘‘two step’’ model and quantified the effect of
so-called influentials [48]. This research negated the theory
that specific individuals have significantly more influence
over others within a network. Whilst these individuals do
exist, they were considered only one factor, with the state of
the network as awhole being a larger factor. This researchwas
completed before the existence of modern SNS, but is appli-
cable to any form of communication that can be represented
as a network. The Watts and Dobbs model manipulated the
thresholds to activate neighbouring cells to initiate informa-
tion cascades. By changing the nature of the network, Watts
and Dobbs [48] were able to demonstrate the ability to create
information cascades regardless of who within the network
was activated first.

The Sick, Injured, Recovering (SIR) model for pathogen
modeling was theorized by Coleman in 1957 [49]. The SIR
model differs from the influence flow model [48], in that the
SIR model has no memory. Rather, the SIR model treats each
interaction as ‘‘pure’’, as opposed to observations over time.
This relates to social media because, each interaction and
information exchanged is typically accepted or considered
pure. As such, consumers of information and content from
these networks are in a highly vulnerable position. Recently,
the AAS study [50] investigated the cat-and-mouse type
game of detecting and countering detection of fake news
on social media. The AAS study outlined the importance of
intervention measures to protect the public, such as education

and personal fact checking, in addition to platform structural
changes to prevent exposure to such material. The AAS study
specifically outlines that ‘‘There are no comprehensive data-
collection system to provide a dynamic understanding of how
pervasive systems of fake news provision are evolving’’.

As mentioned in Section II-B, commercial applications are
popular, which has resulted in the emergence of the field of
influence maximization [51]. The study [51] improves com-
putational efficiency by using cloud computing and specifi-
cally designed algorithms. Other influence modeling exam-
ines security threats in Social Gaming Networks (SGN) [52],
using influence modeling to identify why certain players are
targeted by scams or cyber attacks. Influence modeling has
also been employed to improve the detection of subtle and
long-running radicalization of individuals [53]. These exam-
ples show that there are many forms of influence modeling
and methods of defining a campaign. For the purpose of our
CIC model, we define influence as an outcome of an action,
contributing to or resolving conflict.

D. CYBER INFLUENCE IN CONFLICT
The power of cyber influence is increasingly being rec-
ognized by governments and militaries around the world.
In 2016, NATO published the study [54] which focused on
Influence Cyber Operations (ICO) as a subset of Influence
Operations. The NATO study [54] identifies operations that
are conducted in the logical layer of cyberspace with ICOs
targeting attitudes, behaviours, and decisions, and specifi-
cally, ‘‘hacking minds by shaping the environment in which
political debate takes place’’. A key prediction from [54] is
the increased employment of ICOs due to the promise of
‘‘victory through non-kinetic means to erode the adversary’s
willpower, confuse him, constrain his decision making and
undermine public support’’ with little to no attribution.

Singer and Brooking [4] draw a parallel between cyber
influence and Clausewitz’s concept of war being ‘‘an exten-
sion of policy by other means’’. War is used to enforce one
nations narrative or policy on another. Cyber influence does
the same without the physical violence or destruction. Cyber
influence can be achieved through communication directly
or indirectly with the population itself, thus bypassing or
reinforcing diplomatic channels. The USArmy Cyber School
recognized that adversaries are weaponizing social media to
attack the American social and political environment [55].
The study [55] highlights the malicious nature of ‘‘foreign
governments employing a combination of state-sponsored
media and personas who support their positions on social
media and disrupt free discourse’’ andAmerica’s requirement
to advance their cyber and information operations to counter
this threat. In order to do so, [55] proposed the development of
the 1st Troll Battalion to conduct both offensive and defensive
‘‘trolling’’ operations.

Assessing a state’s cyber power by measuring cyber influ-
ence was investigated by [56]. The study [56] found that
the ‘‘logic relies on the assumption that the same skills
that allow actors to be successful at social media operations
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also enable them to be successful at offensive and defensive
cyber operations’’. The study concluded that cyber operations
require orders of magnitude of greater skill and technology
compared to cyber influence. The study [56] also identifies
that there is very little cross-over of skill between the two dis-
ciplines, cyber operations skill sets being technology driven,
whilst cyber influence skill sets being psychology based. The
framework [57] posed four research questions: 1) How do
groups use social media to recruit and shape the ideology of
potential followers? 2) How do elites and world leaders use
social media? 3) How do technology advances influence the
strategic interactions of actors in highly dynamic settings?
4) Does the reduced entry cost of communication increase
partisan and ethic polarization, as well as erode the trust in
mainstream media?

There remains significant research to be conducted that
investigates the interplay between both the physical and cyber
realms in cyber influence. In order to identify and quantify
information operations or propaganda, there is a requirement
to build organized and flexible data structures and datasets
capable of representing influence flow across realms. There is
also a pressing need to develop logical and flexible analytical
tools that leverage these next-generation data structures to
identify influentials, regardless of their genesis, as well as
misinformation and automated activities.

III. CYBER INFLUENCE CAMPAIGN EXAMPLES
The previous section discussed research fields that con-
tributed to the concept of CICs, the role of CICs within con-
flict, and the requirement to evolve cyber influence concepts
within the technical, policy, and academic fields. This section
explores real examples of CICs to demonstrate their scale,
outcomes, and time frames. This section shows that CICs can
transfer influence in both the physical and cyber realms with
a spectrum of methods and techniques.

A. SCALE
The concept of scale of a CIC is target dependent, which
could be as small as a single agent, or as large as
an entire state. Chicago Gangs often use low-level or
individual-orientated CICs daily. Commonly refereed to as
‘‘Cyber Banging’’ [58], these individual CICs are typically
initiated by single agents to support gang violence [59]. The
CIC techniques include tagging oneself in rival gang territory
or posting inflammatory comments on rival gang members’
posts [60]–[62]. More complicated techniques involve gang
members increasing status by promoting ones persona to their
digital audience [61].

At the other end of scale, there is state-on-state conflict.
The use of international CICs is now becoming common-
place [4]. A recent example was the February 2019 India
vs. Pakistan conflict which was started by a terrorist attack
against an Indian convoy [63]. After an Indian retaliatory
strike on a terrorist camp [64], a small CIC quickly became a
large CIC that leveraged popular celebrities to increases it’s
impact [65]. The #IndiaStrikesBack and #BalakotAirstrike

networks were prominent and quickly became politicized and
led the narrative of the conflict as well as the upcoming
government elections [66].

B. OUTCOMES
The desired outcomes or influence effects of a CIC will
determine the target or targets, the techniques to be used,
and the required scale. Outcomes achievable with a CIC are
also on a spectrum from personal or local, all the way to
political and international. Small-scale CICs typically target
individuals with personal or commercial outcomes. Larger
CICs can have far greater and longer lasting outcomes. For
example, the Al Hayat Media Center is an Islamic State of
Iraq and Syria (ISIS) media branch [67]. Al Hayat are funded
to operate CICs for various outcomes, such as recruiting
to ensure the survival of the group [68], re-branding the
group as a legitimate government alternative [67], influencing
potential candidates, and inciting violence using coordinated
tactics [69]–[72]. Al Hayat were also the first group to use
a large-scale CIC concurrently with an application called
‘Dawn of Glad Tidings’ [70]. Whilst eventually shut down,
‘The Dawn of Glad Tidings’ served to reinforce ideals and
opinions, creating what is commonly known as an ‘‘Echo
Chamber’’, restricting nuance and only allowing strict ide-
ological messaging [73].

There are also acute examples of large-scale CICs that
can be hijacked or repurposed for other outcomes. In late
March 2014, Russian forces were lawfully invited into the
Crimean Peninsula to help settle a social unrest [74]. A legit-
imate request on the surface, however, it was the result of
a long-running large-scale CIC. It began with a domestic
unrest due the Ukraine President ceasing discussion on a EU
trade agreement. Domestic protests were initiated by indi-
viduals using the #euromaidan network. The hashtag gained
popularity as a single point of coordination and voice of the
people. At the same time, Russia saw this as an opportunity to
reclaim Crimea. Russia used what is now known as the Dulles
Doctrine [75] to dominate narratives within social media.
Russia defines operating within social media as an evolu-
tionary Information Warfare, ‘‘a permanently operating front
through the entire territory of an enemy state’’, which can
asymmetrically lower an adversary’s combat potential [76].
Russia used state-level resources to push pro-Russian mes-
saging on the #euromaidan network and influence support for
Russian intervention in Crimea.

C. TIME FRAMES
CIC time frames are closely linked to the used techniques and
the desired outcomes. Intuitively, there is a linear relationship
between the scale of a CIC versus the time frame and invest-
ment. Whilst individual small-scale CICs can be launched
almost instantly from a single agent account, large-scale
influence requires CICs to closely coordinate a critical mass
of accounts. In the #euromaidan example, the hijacking was
possible because the accounts posting to the network looked
legitimate. Russia’s Internet Research Agency (IRA) [77]
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or ‘‘Troll Factory’’ [78] accounts looked legitimate because
hundreds of bloggers were paid to build false identities.
They then pushed pro-Russian messaging, praised Putin, and
denounced opposition in forums, social networks, and com-
ments boards; thus, achieving a coordinated effect [79]–[81].

For purposes of demonstrating our model and ontology
we selected two of the reviewed CIC examples for case
studies: The #euromaidan campaign is a particularly inter-
esting case due to the corruption of the network as well as
the CIC evolving into a state-on-state conflict. The second
case study is India vs. Pakistan and the Balakotstrike. This
CIC will be valuable due to the highly correlated physical
events. The #AlleyesonISIS campaign would also be very
interesting given the significant influence and intimidation
achieved, however, much of the graphic content posted has
been scrubbed from Twitter and thus makes detailed analysis
infeasible.

IV. SEMANTIC MODELING, RDF/RDFS, AND ONTOLOGIES
A. SEMANTIC MODELING
Ontologies have been well researched with some modern
examples found in [82]–[85]. At its core, an ontology is
a graph, using graph theory to collate and organise infor-
mation. Essentially, an ontology is a number of definitions,
relationships, and inference rules. For example, heteroge-
neous data provided by various devices and sources can
all be integrated and applied with commonality and unifor-
mity [86]. An advantage of semantic modeling is the ability
to link established ontologies. This means that terminologies
of objects with their inherent properties for common concepts
have to be defined only once and remain the same in various
ontologies. This reduces replication and maintains consis-
tency once an ontology is stable, but also means they can
be leveraged by other models. For example, [87] generates
separate ontologies within an evaluation model to categorise
tweets and detect spam.

Cyberthreat researchers employ semantic modeling to cat-
egorise large and unstructured datasets collected from cyber
attacks. This approach allows to ‘‘provide a flexible frame-
work for representing and structuring the large variety of data
with which security analysts are confronted’’, the framework
can then be used for implementing cyber security analytic
tools [88]. One of the key benefits of semantic modeling is
that a single query will result in all the information about a
particular instance or object, thus improving search and time
efficiencies within large datasets.

Semantic modeling and information structures are
applicable beyond computer science, cyber security, and
engineering. Ontologies are able to logically and conceptu-
ally map information, making them versatile and valuable
to numerous research fields [89]–[92]. Masolo et al. [93]
proposed a formal framework to examine the relationship
between (scientific) models and empirical observations. The
study [93] uses an ontological approach to address the
problem of observational conclusions and the potential for

inconsistencies that underline the knowledge gained from the
observations.

B. RDF/RDFS
The Resource Descriptive Framework (RDF) is a standard
for data interchange on the web [94]. The Web Ontology
Language (OWL) is built using RDF Schema (RDFS) which
extend link data via Unique Resource Identifiers (URI) result-
ing in only one instance of data being allowed to exist.
RDF/RDFS allows for linking even if the underlying data
schemata are different.

C. ONTOLOGIES
This section outlines a selection of related existing ontolo-
gies. The advantage of exploring these existing ontologies
is that they can either be leveraged by our ontology or tai-
lored to support our requirements. Generally, as we explore
these ontologies, it is important to remember the question,
‘‘why should we use an ontology?’’ The simple answer is
because an ontology is well suited to artificial intelligence
(AI) applications. As we will discuss in both this section
and in Section VI, the ontology is one method to enable AI
to bring meaning to an environment. An ontology achieves
this by building causal links of ‘‘related’’ data to enable the
discovery of new information. As shown in [8], an ontology
can ‘‘identify the order of relationship among the entities’’
which can then be processed by an AI algorithm. This same
principle is employed in [95], [96]. Hence, the development
of an ontology is a building block of AI research. The focus of
this study is on developing and demonstrating a functioning
practical ontology for CIC modeling. Future research on AI
algorithms can then build on the ontology developed in this
study to discover and infer new information and make better,
more accurate decisions about CICs based on the developed
CIC ontology model.

1) GOOD ONTOLOGIES
A good ontology as defined by the World Wide Web Consor-
tium (W3C), means that it is well documented, differentiable,
used by independent data providers, and possibly supported
by existing tools [97].Many of the ontologies used in research
and academia, or published in the public domain, use good
ontologies as a baseline. A well-known ontology is Friend of
A Friend (FOAF) [98], which represents relational networks
of online social media and was one of the first ontologies to
highlight the potential of semantic modeling. In [98], an indi-
vidual person can be linked to others using thefoaf:knows
relationship as well as online artifacts, such as documents
and URLs, building an understanding of social media. The
Socially Interconnected Online Communities (SIOC) ontol-
ogy [99] is commonly used to represent communities. The
Dublin Core (DC) ontology [100] is a lightweight generalist
ontology used to describe metadata. Many of the following
ontologies extend these good ontologies for a specific pur-
pose or requirement.
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2) CONSENT ONTOLOGY
In response to the introduction of personal data laws in
Turkey in 2016, researchers at Ege University developed
an extension of the FOAF ontology to track the consent
of a person to process personal medical data. The seman-
tic solution [101] allowed Turkey to comply with inter-
national laws but also to manage this data. The extended
ontology [101] imported the FOAF ontology, leveraging
the Person class. Secondly, due to the legal age require-
ments, FOAF was further extended with additional classes,
such as ’foaf:HasMinAge which is Boolean and either
above or below 18 years old. To allow for consent to be
granted by a parent or legal guardian, additional classes are
imported, namely foaf:MotherOf foaf:FatherOf
foaf:RepresentativeOf. This consent ontology now
tracks if consent is provided (another Boolean class of :per-
mission or :prohibition) and who provided that for legal
history. The extended ontology [101] demonstrates the ability
to import established ontologies and extend them for other
purposes.

3) FOAF ACADEMIC
Kalemi andMartiri [102] developed an extension to the exist-
ing FOAF vocabulary to include professional achievements
and bring people closer to others with similar interests, top-
ics, and research. Kalemi and Martiri [102] focused on the
academic community, extending FOAF to cover academic-
specific terms and relationships. An example of this is the
‘afoaf:university’ class. Amain class of the ontology, narrow-
ing down the academic community to a geographic location.
FOAF academic also defines axioms which allow for richer
information, but also assurance of the information. For exam-
ple, Rule 1: If person A and person B are at University C,
they are colleagues. Rule 2: If person X and person Y work
at a department D, then they are in the same department and
Rule 1 is inferred. This ontology shows the power of axioms
and ability to enrich information in meaningful ways.

4) OSN EXTENSION TO FOAF
El Kassiri and Belouadha [103] extended FOAF to address
the evolution of Online Social Networks (OSNs) through a
Unified Semantic Model (USM). The USM leverages three
good ontologies, FOAF, Semantically Interlinked Online
Communities (SIOC), and Simple Knowledge Organization
System (SKOS). USM extends FOAF by using member-
ship, association, and organization to imply ideals and poten-
tial persuasions. The study [103] demonstrates that unique
extensions (including classes not traditionally associated with
FOAF) can provide specific deep insights.

5) SNS ANALYSIS
Nie et al. [104] used text based analysis to identify bursty
hot events within Twitter. They clustered key words using
a domain ontology. Leveraging the graph structure of an
ontology, enabled measurements of the distance between

words through the graph. Hence, key words could be used
in different contexts, but their syntactic and semantic def-
initions remained the same. Fang et al. [105] proposed a
unified ontological model for cross-media events, allowing
combinations of SNS platform data for SNS analysis. Dhiman
and Toshniwal [106] used an ontological model for specific
event detection, focusing again on text analysis and then the
generation of graphs around related textual content to form
relationships and linkages [107].

Whilst important research and applicable to SNS anal-
ysis, specifically to the automated detection of malicious
events, these studies differ significantly from our work. Both
our model and interests are positioned at a higher level of
abstraction. Our ontology takes into account both physical
and cyber events, enabling our ontology to determine the
causal influence between physical and cyber events, as well
as to quantify the influence of a physical versus cyber action.

6) INFLUENCETRACKER ONTOLOGY
To the best of our knowledge, the closest study to ours is the
InfluenceTracker ontology developed in 2014 by Razis and
Anagnostopoulos [108] to specifically represent the influence
of Twitter accounts on each other. A very specific instance
of cyber influence, the study limits influence strictly to the
cyber domain and only uses the Twitter platform. Important
for future studies are the metrics developed to quantify influ-
ence of one account over another. For example, the Follow-
ers to Following ratio (FtF ratio) and the Tweets Creation
Rate (TCR) provides quantifiable and measurable metrics to
determine if one account influences the network more than
another. The InfluenceTracker leverages the FOAF ontology
for representing an agent and uses a similar hierarchy of
classes.

V. PROPOSED CYBER INFLUENCE
CAMPAIGN (CIC) MODEL
Figure 1 depicts the proposed cyclical CIC model, show-
ing the flow of influence from action, to network to agent,
through the cognitive filter and back to action in a cycle.
The green boxes are classes, the black links are predicates,
and the blue boxes are states of the cognitive process. This
model is then integrated into an ontological representation
using the Terse Triple Language (TTL) and abbreviated
to cicmod. Whilst researchers have been able to observe
that nefarious injection of content can steer the climate and
discourse of an issue [7], [109], [110], their outcomes are
based on data analysis and pattern recognition. Our model
and ontology formalises the underlying relationships, iden-
tifying the foundational causal links between the physical
and cyber realms in terms of influence flow. By creat-
ing this framework, we can understand how an influence
campaign starts with a cyber action, flows through agents
and networks, and results in real-world physical actions.
The model observes actions taken by the agents, applied
to networks of agents who then take further action. The
cycle stops only when all agents within a network take no
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FIGURE 1. Proposed CIC model with flow of influence, from an action to network to agent, through the analysis (cognitive filter), back to action with
influence being the outcome that informs the action. This is a continuous cycle in both the physical and cyber realms until all agents in a network
take no action.

TABLE 1. Novel classes defined for CIC model as well as predicates
defined to connect the classes.

action. Section V-A explains the design decisions behind
the classes and level of abstraction. We have developed
the novel classes and predicates to connect the classes
in Table 1. The agent’s cognitive filter is represented by the
cicmod:Analysis class, a process that captures dispo-
sition, motivation, and realm in boolean sub classes. The
cicmod:AppliedTo and cicmod:Influences pred-
icates are shown linking back to the next network and agent,
respectively, in the cycle. Finally, thecicmod:Influence
class is the result of observing any action taken by an agent.
The cicmod:Influence class also provides feedback
to the CIC via the cicmod:Informs predicate in either
positive or negative states.

Our ontology allows for abstract concepts, such as Influ-
ence and Follows, to be represented simply with predicates.
Whereas, these abstract relationships between objects would
be very difficult to capture with statistical models or conven-
tional database structures. Moreover, our ontology allows for
objects to be related across domains. A predicate can relate
a physical event, such as a protest, to an object in another
domain, such as an online message or CIC. As a result,
through our CIC ontological model, we can translate abstract
cross-domain concepts into a format that can be machine
interpreted. Thus, our CIC ontological model allows for the
application of logic rules to discover information within large
and potentially unrelated data.

A. KEY MODEL COMPONENTS
The following sections describe each class in detail.

1) ACTION
The action class is designed for any type of action that
could have an influence effect. Any online publication or
communication, e.g., post, tweet, vlog, blog, or opinion,
is considered a cyber action or an action taken in the cyber
realm. By exclusion, all other activities not taken in cyber
space are deemed to be physical actions taken in the physical
realm, e.g., talking, voting, and violence. Actions are applied
to both the physical and cyber networks. This means that
an agent applies an action to a network, and another agent
consumes the action by being connected to the network. In the
physical realm this would be attending a lecture, presentation,
or address. In the cyber realm, this is subscribing, following,
liking, or searching for any point of reference of the agent’s
action. Whilst the agent conducts an action, the influence is
the result of the action. Hence, the action connects influence
to agents.

The cicmod:HasInfluence predicate represents the
resultant influence of the action in either the positive
or negative state. Many of the platforms have their own
metrics for this already, such as upvote, downvote, like,
dislike, thumbs up, and favourite. These metrics align
with one of the three established influence categories, see
Sec. II-A. The predicate cicmod:Influences is the
action’s effect on the agent and assumes the same metrics
as cicmod:HasInfluence (like, dislike, and voting).
This design allows both simple and complex actions to be
represented, from traditional support campaigns to false flag
campaigns.

2) NETWORK
The network class represents the first degree contacts of an
agent or thing. An agent or thing can have multiple net-
works, in both the cyber and physical realms. For example,
an agent may have multiple Twitter, Instagram, and YouTube
accounts, (#musicfestival, #lollapalooza) representing multi-
ple cyber networks, also referred to as cyber agent networks.
In the physical realm, an agent may have multiple networks,
such as, friends, colleagues, and family. In either realm,
the networks can be accessed by other agents within the
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network. For example, when #election2016 was hijacked and
used against a running candidate. Or, a town hall meeting can
be used to voice the opinion of anyone that attends. As such,
the metrics for networks must be native to the network itself.
Data properties, such as Followers and Following, belong
with the network class. The following-to-followers ratio is an
established influence metric [108], however, our model deter-
mines scale by considering the HasFollowers metadata.

3) AGENT
The ontology employs the foaf:Agent [98] with its estab-
lished definitions. Our cicmod ontology establishes addi-
tional predicates and linkages, but the definition of the agent
class remains the same.

4) REALM
Two possible representations of realm were considered. The
first being an individual object class realm. For an object
class to stand alone, it must be contextual and defined to
make sense. That is, an action, is contextual, a cyber, is not.
Therefore, the second representation of realm was employed,
this being a sub class of an object class. That is, an action
within the cyber realm being a cyber action. Sub classes for
each object class were developed, such as an agent cyber
network, cicmod:AgentCyberNetwork, and an initial
physical action, cicmod:InitialPhysicalAction.

5) ANALYSIS
An analysis class was originally developed to represent
a cognitive filter function as shown in the center box of
Figure 1. The cognitive filter is an individual’s analytical pro-
cess. This analytical process is highly complex and beyond
the scope of this study. We abstract the process into three yes
or no questions: 1) Does the agent agree with the message or
content of the action? 2) Is the agentmotivated to take further
action? 3) If motivated, in which realm will the agent take
action? The output of the analysis determines the follow-on
action, and influence can be determined by observing the
action which is explained further next.

6) INFLUENCE
Quantifying influence is highly complicated (and specific
to every use case) for a number of reasons: 1) An agent’s
dispositionwith respect to a CIC cannot be assumed, i.e., does
the agent already support or oppose the theme of the
CIC? 2) How did an action achieve influence? However,
the influence can be relatively easily determined by observ-
ing the follow-on action of an agent. Our model quanti-
fies influence by observing the state of a follow-on action,
i.e., retweets indicate support, while downvotes, dislikes,
and thumbs down indicate opposition. No prior informa-
tion is required for this assessment of influence as positive
or negative; rather, this assessment can be based on native
metadata.

B. MODEL FLOW
The cicmod ontology is designed to be cyclical, see Figure 1:
Actions are applied to networks of agents that in turn take
more actions. These iterate forever until all agents in a net-
work do not take any further action. The following is an
example of one cycle of the model:

• :Initiate A group decides to begin a Cyber Influence
Campaign and engages an agent.

• :Action The engaged agent posts ‘Elect John for Presi-
dent’ to their Twitter account.

• :Network The agent’s followers on Twitter are delivered
the post.

• :Agent An individual is part of the engaged agent’s
network and consumes the post.

• Analysis The individual makes a decision whether or not
to act.

• :Action The individual re-posts the initial post with a
‘thumbs up’.

• :Influence Positive influence is inferred due to the
‘thumbs up’ associated with the repost.

• :InformsThe positive action taken informs the group that
the campaign is working as desired.

In this example, we can observe influence flowing from agent
to network to agent to action. Therefore, we can observe the
model representing the action, network, agent, and influence.
The influence is captured by observing the nature of the
action taken. That is, if the follow-on action is supportive,
then the influence was positive.

C. REFINEMENT OF THE MODEL
We tested our cicmod ontology with small datasets from
TrackMyHashtag [111], which are discussed further in
Section V-D2. To ensure that our model continued to reflect
reality, we made the following refinements:

• 1. The analysis class was not required. The deci-
sion process does not change the outcome, nor does
it provide any additional insight into the influence
assessment of the action. Hence, the cognitive filter
(cicmod:Analysis) was removed.

• 2. Cross platform indicators were removed. There is no
additional value in knowing which platform the action is
taken on, as for this study’s purposes, all action have the
same potential influence.

• 3. Initially, influence was assessed at the agent. As men-
tioned, only an action has influence, hence, the influence
must connect the action to the agent, not the agent to the
agent.

• 4. cicmod:Following and cicmod:Followers
were changed to data properties of the network. As this
allows for the networks to have scale and for an agent to
have multiple networks in different realms.

D. DATA PIPELINE
In order to test the ontology using real-world data, we needed
a real-world dataset from a campaign. This was a complicated
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process, as there are a number of steps required to take raw
data from a social media platform and turn it into triples
(i.e., semantic objects) for a functioning ontology. This was
achieved through the following steps:

1) CAMPAIGN SELECTION
We identified that the campaign needed to have two key ele-
ments. First, the campaign needed a strong physical timeline
of actions and events that were easily distinguishable and
consistent in reporting. Second, the cyber activity had to be
of significant scale, i.e., above the noise floor. We began
this process by considering a number of well-known CICs.
We discovered that a suitable campaign should be bipar-
tisan, as this reduced complexity. Also, the involvement
of a military resulted in reporting being somewhat con-
sistent and readily available. Thus, we selected two cam-
paigns, namely the euromaidan protests during the Crimea
crisis of 2013/2014 and the Balakot Airstrike during the
Indian-Pakistan hostilities in 2019.

2) DATA COLLECTION
In order to achieve a complete understanding of social influ-
ence propagation through the network we require full-take
or ‘‘fire hose’’ Twitter datasets. Without loss of generality,
we focused on the Twitter platform as it is simplistic and con-
sistent. Also, the obtained example data showed that Twitter
metadata contained network detail, hashtags, and user gener-
ated content. Text logs from any of the other SNS platform,
e.g., Instagram, WeChat, and Facebook, would be equally
suitable for our cicmod ontology model. To test the ontology,
small trial datasets were used. These are manageable percent-
ages of the full-take Twitter stream and were easily obtain-
able. Trial Twitter data came from two different sources.
1) TrackMyHashtag [111] which only provided 100 tweet
samples, and 2) Spritzer style Twitter logs from the Internet
Archive [112]. These were suitable for testing and also helped
confirm the nature of each criterion, e.g., hashtag, date range,
and agents. From testing with the [112] logs we confirmed
the suitability of the two campaigns. Then, we employed the
third-party website TweetBinder [113] to access the devel-
oper.twitter API [114] and to provide the key hashtags over
the date ranges. The number of tweets were confirmed by
cross-referencing the quotes provided by Twitter academic
support staff and [113]. The #euromaidan campaign resulted
in over a million tweets and more than 3 million tweets with
first-tier related hashtags. Similar numbers were achieved for
the Balakotstrike campaign.

3) PHYSICAL EVENTS
The following timeline details the physical events from the
#euromaidan campaign which we have been translated into
triples for our ontology.We built the timeline using numerous
conventional media sources on the conflict [74], [115], [116].
However, when building this timeline, a decision to define an
event as either an initial physical action or a physical reac-
tion had to be made. Unfortunately, the definition of initial

physical action versus physical reaction can be individually
interpreted and potentially introduce inconsistencies. There-
fore, to ensure consistency, we interpreted only the first phys-
ical event as an initial physical action; all subsequent physical
events are interpreted as physical reactions. Therefore, the
timeline for the #euromaidan campaign is as follows and a
similar timeline was built for the Balakotstrike campaign.
• November 21, 2013: Cessation of EU agreement discus-
sions by President Viktor Yanukovych

• November 21–23, 2013: Small demonstrations in Kiev
in response to failed EU association agreement.

• November 30, 2013: Ukraine special police, Berkut, beat
unarmed peaceful protesters.

• December 01, 2013: Ukraine anti-government protesters
have smashed their way into Kiev’s city hall.

• December 13, 2013: Parliament passes restrictive anti-
protest laws as clashes turn deadly.

• December 16, 2013: Protesters begin storming regional
government offices in western Ukraine.

• December 28, 2013: Prime Minister Mykola Azarov
resigns.

• February 14, 2014: 234 protesters arrested since Decem-
ber are released.

• February 18, 2014: Clashes erupt, with reasons unclear:
18 dead.

• February 21, 2014: Crimean parliament members called
for an extraordinary meeting.

• February 22, 2014: Vote to remove President
Yanukovych and Putin holds meeting to regain the
Crimean peninsula.

• February 24, 2014: Parliament votes to ban Russian as
the second official language.

• February 26, 2014: Large scale clashes during opposing
rallies in Simferopol.

• February 27, 2014: Undeclared Russian troops enter
Crimean parliament and Russia commences military
training exercise in vicinity of Crimea peninsula.

• March 1, 2014: Aksyonov declared head of police,
immediately requests support from Russia to maintain
order.

• March 16, 2014: Public vote held to align with Russia.
• March 17, 2014: The EU and US impose travel bans
and asset freezes on several officials from Russia and
Ukraine over the Crimea referendum.

• March 18, 2014: President Putin signs a bill to absorb
Crimea into the Russian Federation.

4) DATA INGEST
In order to translate the data from the raw collection into
triples, a unique data translation script was designed, written,
and tested. The following points detail key design elements.
• 1. Inspecting the raw data. By inspecting the data before
progressing, we ensured that the fields and meta data
contained enough detail to populate the ontology. More-
over, the date range of actions covered the course of
our specific campaign. We decided to extend the date
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range by 10 percent before and after the expected cam-
paign dates to ensure that we caught the initial and final
actions. Reference [114] uses the Java Script Orientation
Notation (JSON) format to output the raw data. This was
advantageous as the JSON dictionary format allowed for
simple inspection and the JSON toolset within Python
allowed for easy manipulation and processing.

• 2. The code was designed to loop through the JSON
file building agents, cyber agent networks, actions, and
hashtag networks as triples from each tweet which was
contained within a JSON dictionary. Moreover, the code
used ‘‘mention’’ and ‘‘retweet’’ information to build
additional networks and agents as they were referenced.

• 4. Privacy issues. Whilst the publication of tweets is
public, the agent’s user name and alias are not important
to our research. Hence, the script anonymized agent
names and aliases.

• 5. Additional information. Our real dataset also included
artifacts of the actions and networks, such as favourite,
location, and language, which were not present in
the [112] JSONs. These are all highly valuable search
criteria for the ontology and needed to be included.
Whilst not in our initial test data, including these ele-
ments made our ontology richer and more valuable.

5) TRIPLE STORE
Once the ontology and dataset triples had been built, the file
contained in excess of 20 million triples. Therefore, careful
consideration of a triple store was required, as many stores
cannot handle datasets of this size. We initially had used
Protege [117] and WebVOWL [118] to build and view the
ontology; however, these were not capable of handling the
large dataset. We selected the application Stardog which has
been stable and user friendly and included a GUI, the Stardog
Studio.

VI. ANALYSIS OF CASE STUDY CICs
The cicmod ontology is applicable to all conceivable CICs,
as the object relationships and causal connections remain
the same. The graph-based structure of cicmod allows for
unique connections to be made though ontological reasoning
or inference rules. This section presents the specific analy-
sis of the two selected case study datasets to showcase the
evolution from intuitive results through to a deep analysis of
behaviors across both the physical and cyber realms of a CIC.
Each query has been specifically designed to demonstrate
various possible types of analysis. We have analyzed the two
selected CICs, #euromaidan and Balakotstrike, to compare
and contrast key metrics, such as the size of the campaign,
influence actions achieved, and key artifacts of the engaged
networks.

It is also important to reinforce the point that our CIC
ontological modeling and feature extraction has been tailored
to the CIC use case. Our deep understanding of these specific
case study CICs and their corresponding physical events
provided insights that enabled us to extract suitable features

for our analysis. We then used the extracted features for the
database and model. Without this deep understanding, there
is a potential for misinterpretation which could result in false
positives or a model failure.

6) SPARQL
The SPARQL Protocol and RDF Query Language is the
semantic query language used with data stored in an RDF
dataset. Hence, to access the novel information generated as
part of the ontology, specifically designed SPARQL queries
must be written. Therefore, a unique query is written for each
element of our analysis in order to extract the detail from
our ontology. Each query is published with the dataset and
hosted together for ease of reference and use as the IEEE
DataPort Cyber Influence Campaign Ontology dataset (DOI
10.21227/70kc-yx38).

A. ACTIONS PER DAY
The number of cyber actions (tweets) per day is an elementary
quantitative metric for the comparison of campaigns and
gives an initial appreciation for the overall volume of the
campaign. The number of actions per day does not directly
indicate influence; however, provides some initial insights
into the scale and behaviour of the CIC and potential time
periods that require further analysis. The #euromaidan and
Balakotstrike campaigns cover a period of 131 days and
46 days, respectively. The differences in timeline do not
impact the numbers of actions per day, which still reflect
the relative volume of interest in the issue over time. The
SPARQL query first searches all actions, physical or cyber,
and then sorts the actions by day and counts the number of
actions per day. Figures 2 and 3 show the results of these
queries with the physical events represented as vertical lines.
This is because each day has a maximum of one event per
day in both campaigns, except for February 24th 2014, when
there were four physical events attributed to the #euromaidan
campaign.

From Figures 2 and 3, we can identify clusters of physical
events that correspond to increases in actions per day. This is
an intuitive result that demonstrates that our data is accurate
and our model reflects reality. Of note, in Figure 2, there are
some offsets, as the physical events that were reported on the
13th and 16th of January 2014 did not have an immediate SNS
response; the SNS response began to increase on the 19th of
January 2014, potentially due to details of the physical events
being released. The drop in tweet activity on the Balakot-
strike campaign in Figure 3 on the 12th of April 2019 likely
indicates the calming influence of the independent inspection
of the airstrike location on the 10th of April. In Figure 2,
the actions per day for the #euromaidan campaign peaked at
around 80,000 tweets per day at the height of the hostilities
between protesters and the Ukraine government. Whilst a
shorter campaign, the Balakotstrike SNS activity spiked to
almost 230,000 tweets per day in Figure 3 on the 26th of
February 2019, the day of the retaliatory Indian strike against
Pakistan.
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FIGURE 2. Total number of cyber actions (tweets) per day of #euromaidan campaign. The numbers on the x-axis are days, beginning with
November 21, 2013 and running through March 31, 2014.

FIGURE 3. Total number of cyber actions (tweets) per day of Balakotstrike campaign. The numbers on the x-axis are days, beginning with
February 14, 2019 and running through April 30, 2019.

B. NETWORKS PER DAY
The number of networks per day is a similar quantitative
metric as the number of actions per day, however, the number
of networks per day metric considers the volume of networks
being engaged. The number of networks per daymetric repre-
sents the diversity of how these actions are applied to the SNS
platform. The cyber agent networks are the only networks that
individual agents can post to and control. The predicate used
in this situation was cicmod:ControlledBy. An agent
can also ‘‘mention’’ another agent in an action. By mention-
ing another agent, a relationship represented by the predicate
cicmod:Mentions, connects another agent’s network to
the action. The hashtag networks connected to the action
are captured with the cicmod:appliedTo predicate, as a
hashtag network is not controlled by an agent. This means
that a hashtag network can be manipulated by any agent or
narrative. Our raw data did not contain the follower or fol-
lowing metric for the hashtag networks; future research may
consider hashtag networks with the follower and following
metric.

For both campaigns, our first observation is that the num-
bers of networks per day in Figures 4 and 5 correlate closely
with the number of actions per day in Figures 2 and 3. This is

logical as the number of actions taken by agents is expected
to be similar to the number of unique networks, because
most agents will first post to their own network. Figure 4
shows limited hashtag employment compared to Figure 5.
Potentially due to the limited public awareness of hashtags,
only a small number of hashtags were used throughout the
#euromaidan campaign.

Generally, the smaller the number of agents, the more
limited the distribution of information, which curtails the
dilution and manipulation of the information and details. For
organizing events, a single source of truth is preferable for
an organizer if the priority is to coordinate demonstrations;
however, the limited distribution restricts the exposure of the
campaign. We observe relatively low numbers of cyber agent
networks in the early phase of the #euromaidan campaign
in Figure 4, which helps maintain the consistency of infor-
mation. These low numbers of cyber agent networks may also
contribute to the very low numbers of hashtag networks in the
left part of Figure 4.
Generally, an action needs to be taken in the cyber realm in

order to enable the subsequent ‘‘Mention’’ as a cyber reaction.
That is, mention networks are predominately retweets, which
we have corroborated in additional data analysis that is not
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FIGURE 4. Total numbers of cyber agent networks, mention networks, and hashtag networks by day of #euromaidan campaign.

FIGURE 5. Total numbers of cyber agent networks, mention networks, and hashtags networks by day of Balakotstrike campaign.

included here to keep the analysis presentation concise. Our
additional data analysis has suggested that the CyberReAc-
tions are connected to all three types of networks, giving them
the most exposure.

C. POTENTIAL INFLUENCE
Quantifying potential influence is possible by using the
cicmod:AppliedTo predicate and accumulating the fol-
lowers (agents) of the total networks that an action influences
(cicmod:Influences) on a given day d . We define a
quantitative potential influence metric5(d) which represents
the number of end nodes of our graph. Formally, we denote
a(n, d) for the number of actions on a given network n on a
given day d and denote f (n, d) for the number of followers of
a given network n on a given day d . Furthermore, we define
τ ∈ N = {a,h,m} as an indicator variable for the network
type, which can take on values from the set N of network
types, specifically cyber agent (a) networks, hashtag (h)
networks, and mention (m) networks in the context of Twitter.
We define Nτ (d) to denote the number of networks of type τ

on a given day d . We then define the potential influence score
5(d) on a given day d as:

5(d) =
∑
τ∈N

Nτ (d)∑
n=1

a(n, d)f (n, d). (1)

The potential influence metric 5(d) is akin to assessing
the magnitude of a campaign by summing the numbers of
network followers (agents) which are influenced by campaign
actions. Thus, the 5(d) metric allows for a fair comparison
of two CICs. The values for 5 quickly become massive,
reaching orders of 109; these numbers reflect the potential
end nodes, not the actual agents engaged.

Figure 6 displays the potential influence5 by day for both
campaigns on a logarithmic scale. Using this quantitative 5
metric we can see that the potential influence of the retalia-
tory strike from India had a large influence on the Twitter
population and by extension the world, reaching 5 values
above 1010, which are higher than for any of the #euromaidan
events. However, the #euromaidan campaign had a sustained
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FIGURE 6. Potential influence 5(d ) of the #euromaidan and Balakotstrike campaigns as a function of the day d , whereby days are numbered
starting from the beginning of each campaign.

FIGURE 7. Number of tweets per day of top 5 agents within #euromaidan campaign.

influence over time, while the Balakotstrike campaign cov-
ered a much shorter time period. This comparison based
on the potential influence metric 5 as defined in Eqn. (1)
provides a unique and novel ability to measure and compare
one physical or cyber event against another with a consistent
metric.

D. ACTIVE AGENTS OVER TIME
Having established the potential influence of a campaign, the
following example has been selected to show the ability to
focus on specific details of the dataset. The agent behaviour
over time showcases the flexibility of the ontology. This anal-
ysis gives a quantitative appreciation of which agents were
most active and when. The ability to not only identify key
agents within CICs, but to also confirm human or automated
behaviours is highly advantageous for the operational analy-
sis of CICs. We conducted this analysis with two sequential
queries: the first query discovering the most active agents
over time; the second query grouping agent actions over time.

In Figure 7 for the #euromaidan campaign, Agent-
950738846 in the data set is observed as part of an initial

intense activity along with Agent-2210731328. Their activity
peaks at over 300 tweets per day in early January; potentially
organizing or reporting on the euromaidan demonstrations.
However, their activity is quickly surpassed inmid January by
Agent-2244503258, who peaks at over 600 tweets in one day,
but then rather suddenly ceases all activity by mid February.
This discontinuation of activity warrants further investiga-
tion, as it may provide insights into potential automated or
state-sponsored activity.

Similarly, in Figure 8, Agent-728486277683777536 peaks
at just under 600 tweets per day early in the Balakotairstrike
campaign, but then ceases any action. This dynamic suggests
that this individual or account was only interested in the initial
physical action and not in the subsequent physical events that
happened in response.

The actions of Agent-2244503258, who tweeted over
600 times in a day as shown in Figure 7, are shown in Figure 9
per hour, over an eight day period. From Figure 9 we can
observe that the activity of Agent-2244503258 maintains
periodicity with normal patterns of life for a human agent.
This means, sleep patterns are maintained at night as well as
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FIGURE 8. Number of tweets per day of top 5 agents within Balakotstrike campaign.

FIGURE 9. Agent-2244503258 actions as a function of hour of the day for eight day period.

peak periods of activity around early evening each day. Other
fields within the dataset can also be leveraged to provide
evidence of a human or automated agent. The device used
for all actions by Agent-2244503258 was a desktop based
interface of VK.com and each action came from the same
location within the Ukraine. The combination of a single
interface device and location supports the theory of a human
agent using a desktop interface to publish a high number of
tweets over a sustained period.

E. OUTCOME
The quantitative analysis using the CIC ontology has vali-
dated the mechanics of our semantic model and shown that
the linkages and relationships of objects within the dataset
reflect real life. The modeling and ontological representation
is novel and provides the basis for future work in the field of
cyber influence and the investigation of CICs. The application
of our ontology to other research will allow for the integration
of physical and cyber events in feature extraction and other
machine learning (ML) techniques used in social media anal-
ysis. Having established an influence flow semantic model as
the basis of our ontology, it is now possible to track and iden-
tify influence across realms through leveraging established
ontologies.

F. LIMITATIONS AND FUTURE RESEARCH
The presented case study analyses only represent samples of
the types of analysis possible with our cicmod ontological
model. With the flexibility of the SPARQL query language
and graph based cicmod ontology, key insights can be gained
into the behaviours and nature of CICs and cyber influence
in general. The use of the location and language fields within
the dataset is highly versatile for operational and thematic
analysis in conflict. The intent of this research was to provide
a novel and flexible ontology to progress the field of cyber
influence.

We acknowledge that to the best of our knowledge, a
theoretical analysis of failure or error bounds of the intro-
duced CIC ontology model is intractable. From an empiri-
cal research perspective, two independent CICs have been
assessed with the developed CIC ontology in this article.
Future research should explore additional CICs in order to
determine if there are any scenarios or types of CICs that do
not fit the introduced CIC model or cause it to fail. In order
to support future research, the ontology, datasets, code for the
data pipeline, and SPARQL queries have been hosted as the
IEEE DataPort Cyber Influence Campaign Ontology dataset
(DOI 10.21227/70kc-yx38).

ML can be employed to recognise and define indicators
of activity that may lead to physical events. For example,

9378 VOLUME 9, 2021



N. Johnson et al.: Semantically Modeling CICs: Ontology Model and Case Studies

determining the preconditions that result in physical demon-
strations or potentially a change of leadership within a state.
With the ability to compare physical events against each
other, we can also use the SNS activity to suggest when
activity reaches a threshold to cross domain into the physical
realm.

This study has focused on developing and evaluating an
ontology model for analyzing cyber influence campaigns in
conflicts conducted in social media networks. Social media
networks can also give indications of emerging cyber security
threats [119]–[123]. One interesting future work direction is
to adapt our ontologymodel to uncover the sources and agents
behind emerging cyber threats.Moreover, social media can be
used to spread misinformation to wide audiences. In future
research, our model could be adapted to identify the sources
of potential misinformation.

VII. CONCLUSION
We have introduced a Cyber Influence Campaign (CIC)
ontology model called cicmod, our design methodology, and
the case study analysis of two real-life CICs.We explained the
rationale behind the cicmod ontology model and the trans-
lation into a functioning ontology. We have demonstrated
and provided the unique code required for a data pipeline,
as well as a tailored dataset in ontological format ready for
use with a triple store or existing ontology. As a result of
this research, we can conclude that our cicmod ontology
model functions as desired and accurately reflects the reality
of CICs in conflict. Our specific analysis demonstrated that
the cicmod ontology quantifies potential influence and that it
can scale from localized individual actions through to global
state-funded campaigns. This work provides themechanics of
CICs and confirms that the level of abstraction is appropriate
to provide detail without complexity. The cicmod ontology
can become the basis for understanding and further modeling
of cyber influence. Combined with potential future research,
cicmod can form the basis for powerful tools in the analysis
of SNS and cyber security in the future.
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