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ABSTRACT Viewpoint change, pose variation and background clutter have adverse impacts on similarity
evaluation for person re-identification. Because of its distinction and reliability, person saliency has been
applied to model person appearance characteristics. However, such valuable information is not fully
exploited to compute similarities of person images with existing deep methods. To this end, we present
a novel multi-stream refining based deep multi-task learning scheme that aggregates multi-stage salient
embedding features in the network to boost the retrieval performance. Specifically, the backbone network is
divided into four stages and a channel significance self-learning sub-module is introduced to strengthen the
importance of saliency channels adaptively. Meanwhile, an enhancement sub-module is employed to extract
the common information and different information from the channels. Finally, a multi-stream multi-task
learning framework combining four-stage branches is adopted to learn discriminative features. Compared
with the state-of-the-art approaches, our model achieves competitive performance on three publicly available
datasets, i.e., Market-1501, MSMT17, and CUHKO3. The experimental results demonstrate the superiority
of our method, which achieves 95.67%/88.51%, 87.53%/65.54%, and 89.32%/78.99% on Rank-1/mAP,

respectively.

INDEX TERMS Salient channels, refining module, multi-stream, multi-task.

I. INTRODUCTION

Person re-identification (re-ID), receiving more and more
attention, is one of the most active topics in computer vision
[1]. It can be widely applied in intelligent surveillance, video
analysis, and other fields. Generally speaking, the re-ID
model is to use machine learning techniques to identify the
same person in non-overlapping camera views. However,
present approaches [1]-[7] mainly suffer from the following
limitations.

1) Low resolution. Because a large number of people’s
images are taken by cameras, most of them have low reso-
lution. Moreover, the distance between the camera and the
object is generally quite far, so the resolution of the person in
the image is relatively low.

2) Variations of viewpoints and poses. Generally speaking,
the camera captures the subjects randomly from different
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viewpoints, so people in the images often present a variety
of poses and viewpoints.

3) Illumination changes. Different camera positions and
acquisition times may cause large variants in brightness,
which may change the visual appearance of the people and
affect the performance of the model.

4) Background and occlusion. The re-ID model is usu-
ally used to identify images taken from cameras with non-
overlapping views. Complex background and occlusions will
lead to a lot of noise in the extracted features, which will
seriously affect the accuracy of re-ID.

At present, person re-ID models based on the deep net-
works are one of the research hotspots [6]. In deep feature
space, the channels in the feature map are closely related
to the rich information in the image. Some channels can
represent significant information about the image, which are
called salient channels, which is shown in Figure 1. For
example, in Fig. 1 (a), a person’s red shirt is a significant area
that can be used to distinguish identities, so its corresponding
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channels are salient. This is on channel 8. It can be seen that
the channel contains only significant information correspond-
ing to the red shirt area. Figure 1 (b) is the visualization of
channel 36, which can roughly represent the important infor-
mation of the whole human body area. Therefore, increasing
the weights (significances) of these representative channels
can help to reduce the influence of redundant background
and partial occlusion. In Fig. 1 (c), the sixth channel is
visualized, and it represents the salient texture information,
which is superior to the color information in the case of
strong illumination change. For the channels shown in Fig.
1 (d) and (e), they mainly correspond to some background
regions. If they have low responses, the re-ID model can
reduce the interference of these channels. It can be seen from
Figure 1 that some salient channels are discriminative. If their
weights can be continuously strengthened during network
training, it will be very helpful for the re-ID model to deal
with some constraints effectively, such as background clutter
and viewpoint changes.

Salient channels also reflect view of invariance. As shown
in Fig. 2, P1, P2, P3, and P4 are four pairs of persons with
different identities. (a) and (b) represent two image sets of
the same persons taken from different camera viewpoints.
It can be intuitively observed that the salient area of Pl
is in the upper body, in P2 it is on the skirt, in P3 it is
the whole body, and in P4 it is a red package. The salient
information is nearly the same under different viewpoints.
These features have an important contribution to the recog-
nition of the different identity of the person. From Figure 2,
we find that the importance of the information contained in
the salient channels are unequal. Compared with the channel
information of other people, the area corresponding to the red
packet in the salient channel of person P4 is more important
and distinctive. Besides, it is the common characteristic for
the person as P4.

However, most network structures [8]—[14] treat these
salient channels equally, and they cannot fully exploit
the useful information contained in salient channels to
strengthen the common information of intra-class persons
and the distinctive information of inter-class persons
simultaneously. To this end, we introduce a multi-task
strategy [15], [16] to construct a multi-stream refining
network to learn discriminative features more effectively
from hierarchical subnets, in which classification and mea-
surement tasks are carried out for multi-stage refined
features.

This paper has three major contributions:

(1) We design a multi-stream refining model to gradually
enhance the focus on salient channels from multiple stages
and fully exploit their available discriminant information in
deep feature space.

(2) A hierarchical multi-task learning framework is pro-
posed to learn more discriminant features from a multi-stream
structure, which can systematically integrate the advantages
of multiple loss tasks by sharing the information of lower
stage subnets step by step.
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FIGURE 1. The left side of the dotted line is the original image in the
Market-1501 dataset, and the right images (a), (b), (c), (d). (e) are the
results of the visualization of some of the channels after the first pooling
layer. 1) (a) is the result of the visualization of the 8-th channel, which
only contains the salient information of the top red area of the original
image. 2) (b) is the visualization of the 36th channel, which expresses the
information of the entire body area of a person; 3) (c) is the visualization
of the 6-th channel, and the salient channel for expressing the texture
information is obtained, which is superior to the color information for the
case where the illumination change is strong. 4) (d) and (e) are the
results of the 23-rd and 32nd channels. Given low response channels like
these, they can reduce the interference of channels that focus only on the
background area on person re-ID.

P1-(b)

P2-(b)

FIGURE 2. P1, P2, P3, and P4 represent four persons of different
identities, (a) and (b) represent images taken by the person under
different camera viewpoints. The left side color images in each column
are all from the Market-1501 dataset, and the corresponding right side
images are the result of visualizing some of the network channels.

(3) Our method is validated on three benchmark
datasets, including the DukeMTMC-relD, Market1501, and
MSMT17. Extensive ablation experiments demonstrate the
effectiveness of each module in our proposed approach.

The rest of the paper is organized as follows. Section II
reviews related works. In section III, details of our model
structure are described. Section IV describes the experimental
settings and discusses the validity of our model. Section V is
our conclusion.

Il. RELATED WORK

The whole process of person re-ID [10], [17] is mainly
divided into two phases: feature representation and similarity
measurement.

A. FEATURE REPRESENTATION

A large number of early traditional methods [3]-[5], [18]-[20]
were applied to person re-ID to extract discriminative fea-
tures. In these methods, Farenzena et al. [18] divided the
head, trunk, legs, and left-right symmetrical axis of the human
body through preprocessing, extracted the color and texture
features of other areas besides the head, and weighted the
features for person re-ID. Cheng et al. [19] used the color
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features of each body part to accurately match. Liao et al. [20]
proposed the feature representation method Local Maximal
Occurrence (LOMO). The literature [3]-[5] make full use of
the features in salient regions. Zhao ef al. [3] used salient
patch matching to deal with spatial misalignment problems.
An unsupervised saliency learning method is proposed to
learn saliency measures for person re-ID. Martinel [4] et al.
proposed a kernelized graph-based approach to detect the
salient regions of a person, which was later used as a weight-
ing tool in the feature extraction process.

With the development of deep learning and the rapid
increase of re-ID data, methods based on deep fea-
ture representation have achieved remarkable success
[8]1-[10], [21]-[28]. In these approaches, Zheng et al. [8],
Zhong et al. [9], Qian et al. [29], Wei et al. [21] respec-
tively applied DCGAN [30], CycleGAN [31], PN-GAN [29],
PTGAN [21] to generate person images to make the model
better optimized by expanding the dataset. To alleviate the
influence of occlusion in person re-ID, Miao et al. [32]
designed a model and checked the occluded area to generate
corresponding features. Finally, this information is excluded
during the matching process. Li et al. [33] proposed a joint
learning framework and multi-scale technology to deal with
the problem of low information content at low resolution.
Sarfraz et al. [23] incorporated pose information into person
re-ID and proposed a PSE network. Wei et al. [27] proposed
the Global-Local-Alignment Descriptor (GLAD), which used
human body key points to divide the image into three parts:
head, upper body, and lower body. The three parts and the
whole image are sent into a convolutional neural network
shared by parameters to extract local and global features.
Zhao et al. [10] extracted the features of seven different body
regions of a person and fused them to obtain a better feature
representation. Li et al. [22] believed that the problems of
misalignment and background clutter have an impact on
person re-ID, so the HA-CNN network was proposed. He et
al. [26] mainly focused on the problem of occlusion, extracted
the feature map through full convolution network, and then
analyzed the similarity by deep spatial feature reconstruction.
Tian et al. [28] proved the influence of background to person
re-ID through experiments, and designed the network struc-
ture to extract the global features from the whole image and
the local features from the head, upper body, and lower body
after person segmentation. The global and local features were
combined for person re-ID. Song et al. [25] also focused on
the impact of the background, they designed a comparative
attention model based on segmented person contour to learn
person features independent of the background. Neverthe-
less, as far as we know, in person re-ID, most methods
based on deep feature representations ignored that different
channels have different effects. Most methods only treated
them equally and did not highlight the importance of salient
channels for person re-ID.

We are inspired by the great success of the deep learn-
ing network in the field of computer vision and pattern
recognition [34]-[37]. In a deep network, different channels
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represent different salient information, the more salient chan-
nels are, the more helpful to identify a person. In our model,
a self-supervised channel significance learning module is
proposed to learn different weights for different channels.
Salient channels will get higher weights.

B. SIMILARITY MEASUREMENT

At present, a large number of similarity measure methods
are used in person re-ID [38]-[43]. Kostinger et al. [43]
proposed KISSME’s metric learning method. Liao [20] e? al.
used a quadratic linear discriminant analysis method to obtain
a metric function for calculating the similarity of samples
from different perspectives. Wang et al. [39] used a triplet
training sample and a triple loss function to measure the
similarity between images. Ding er al. [40] applied triplet
loss to person re-ID for the first time. Cheng et al. [38]
believed that the original triplet loss function only considers
the inter-class distances between positive and negative sam-
ples while ignoring the intra-class distances between positive
samples, so an improved triplet loss function was proposed.
Chen et al. [11] also improved the triplet loss function by
proposing a quadruplet loss function. It requires four input
images at a time, including two positive samples and two neg-
ative samples from different individuals. The quadruplet loss
function takes into account the absolute distances between
positive and negative samples.

Many network models [44]-[49] considered person re-ID
as a classification problem. Generally speaking, the softmax
function is used to calculate the probability belonging to
each class, and the cross-entropy loss function is adopted.
In our network, a hierarchical multi-task learning framework
is designed to optimize the multi-stream refining model to
learn more discriminative features.

Ill. MODEL DESIGN
A. NETWORK ARCHITECTURE
Currently, most of the methods [8], [11], [13] adopt Zheng’s
model [56][57] as backbones which is based on ResNet-
50 [35]. The ResNet-50 residual network contains a large
number of residual blocks [35]. They are implemented with
shortcut connections, and the input and output features are
overlapped element-wise. Based on the advantages of the
residual network and in order to illustrate the performance
of the proposed network, we choose the ResNet-50 network
as the backbone and divide it into five stages (subnets). The
overall framework of the model is shown in Fig. 3. In the first
stage of the network, it contains a convolution and pooling
operation to the input image. After the first stage, each stage
contains some residual blocks [35]. The output channel size
of each stage is half of before, and the number of channels is
twice as many as before. At the end of the backbone, the last
fully connected layer has 1000 neurons. In addition, we have
made the following changes.

(1) In the proposed network, we add a channel signifi-
cance self-learning function as a refining feature sub-module
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FIGURE 3. Our multi-stream refining network (MRNet).
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FIGURE 4. Our channel significance self-learning sub-module. GAP is the
global average pooling, BN is the batch normalization, LR is the
LeakyReLU activation function, FC is the full connection layer, Sigmoid is
the sigmoid activation function, and Filter Gate represents the filtering of
importance descriptors.

into the first four stages, respectively. This sub-module can
learn the importance of descriptors of each channel. Their
ranges are controlled from 0.3 to 1. The learned importance
descriptors are multiplied with the corresponding channels to
perform weighting operation. With the refining sub-module,
the network can focus more on salient channels, so that the
interference of the channel corresponding to the background
clutter can be eliminated partially and the robustness of the
re-ID model could be improved.

(2) We introduce an enhancement function as another
refining feature sub-module to the network and add it into
the last four stages, respectively. So our model becomes a
multi-stream structure. The enhancement sub-module aims
to learn the common intra-class information and distinctive
inter-class information.

(3) Based on the above multi-stream structure, we devise a
hierarchical multi-task learning framework. For the last three
streams, we calculate multi-task losses, including classifica-
tion and measurement tasks. Considering that the first stream
is composed of the low-layer network, we only calculate
the measurement loss. These changes can make the whole
network form a multi-stream multi-task learning framework.
Thus, multiple subnetworks can fully share information with
each other in the learning process, which helps to learn more
discriminative features and improve the generalization ability
of the re-ID model.
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B. MULTI-STREAM REFINING MODEL

Our multi-stream refining model consists of two sub-
modules, i.e., channel significance self-learning and enhance-
ment sub-module.

1) CHANNEL SIGNIFICANCE SELF-LEARNING SUB-MODULE
Using the channel significance self-learning sub-module,
the weight of the channel can be adjusted continuously by
reducing the loss iteratively in the process of optimizing the
model. The sub-module structure is shown in Fig. 4.

Importance Descriptors. Suppose the feature learned in
the i-th stage is X € RW>*H*C where i € {1,2,3,4,5}
represents the five stages, X0 = [X(]'), xg), cee, XE')], xg) €
RW*H “and xﬁ") represents the c-th channel in the i-th stage.
In the first four stages, the number of channels are 64,
256, 512, 1024 respectively. Furthermore, we can obtain
the numerical descriptors yﬁ' corresponding to each channel
through global average pooling operation (GAP) and express
its importance.

1 W H
W = e 2o % m

u=1v=1

where xﬂ') (u, v) is the value of the c-th channel at (&, v) in the
i-th stage. Then the numerical descriptor of the i-th stage can
be written as Y® = [y(l'), y(zl), . ,ycl)].

After that, we use the sigmoid function to convert them
into importance descriptors Z®, where the numerical descrip-
tors are needed to be normalized and the output is inte-
grated by two fully connected layers. Thus, the value range
of the importance descriptor Z(® = [z(ll), zg’), R T
between O and 1., where zE.’ ) represents the importance
descriptor of the c-th channel in the i-th stage. Z(” is calcu-
lated by the following formula

29 = o (¥(Y?)) 2
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Ltriplet

Ltriplet
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FIGURE 5. Our enhancement sub-module. GAP is the global average pooling, GMP is the global maximum pooling.
BN is the batch normalization, LR is the LeakyReLU activation function, and FC is the full connection layer.

where W denotes two fully connected layers, and o is the
sigmoid function. The number of neurons in the first fully
connected layers is 512. The number of neurons in the sec-
ond layer is the number of channels at this stage. Since
LeakyReLU [50], [51] does not have zero-slope parts which
can fix the “dying ReLU” problem, we select it as the acti-
vation function.

Filter Gate. In the experiment of channel visualization,
we found that some channels mainly corresponding to the
background area also carried a small amount of personal
information. If these channels are assigned smaller weights,
some personal information might be ignored. Therefore,
we design a filter gate to control the importance of descriptor
between 0.3 and 1. The new descriptor is defined as Z# =

[221)72(21)’ M 72'?)]7 Where
03 ¥ <03
=1 03<"<09 A3)
1 92>009

In the above formula, if the importance descriptor of a chan-
nel is lower than 0.3, its value will be reset to 0.3. If it is higher
than 0.9, the value will be reset to 1.

Application of Importance Descriptor. The function of the
importance descriptor is to weight the channels at each stage,
so as to get the salient channel. The weighted channel ?él) can
be expressed as follows

KO, v) = xP(u, v) x 20 4

where xgi)(u, v)is the value at (u, v) of the c-th channel in the i-
thstage, u € {1,2,--- ,Whandve {1,2, -, H.Zu,v)
is the weighted value at (u, v) of the c-th channel in the i-th
stage. At last, the refined features X0 = [5('(1’), ?52’), . ,iﬁ”]
of the i-th stage will flow into the next stage.

2) ENHANCEMENT SUB-MODULE

In order to make full use of the features learned in each stage
and strengthen the contribution of common and distinctive
information in salient channels to the model loss, we con-
struct an enhancement sub-module by combining global aver-
age pooling (GAP) and global maximum pooling (GMP). The
sub-module structure is shown in Fig. 5. GAP can gather
the average value of the spatial information in channels as
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the common feature information of the same kind of person.
GMP can find the most salient part in channels as the distinc-
tive feature information of different classes. Therefore, they
help our model to calculate the intra-class similarity and inter-
class dissimilarity.

The feature learned in the i-th stage is X ¢ RW*HxC,
where i € {2, 3,4, 5} indicates the last four stages. WeNuse
GAP and GMP to obtain the metric features Y and Y\,
respectively.

YD = G (X¥) Q)
YO = Go(X9) (6)

where G1 and G, represent GAP and GMP, respectively.
Through aggregation and a full connection layer, we get the
refined features M.

MO — fi (Y(i) @?(i)) @)

where ® represents the element-wise addition at the cor-
responding position of the features, fi is a fully connected
layer, and the number of neurons is 512. Then M is fed into
another full connection layer to get classification feature N
as follows.

N® = ,MD) ®)

where f> is a fully connected layer, and the number of neurons
is the number of classes in the training set. M will also be
used in the subsequent testing experiment.

We introduce the enhancement sub-module into the last
four stages respectively to constitute a multi-stream structure.
In testing, we fuse the features M@, M® M® of the last
three streams as follows.

M = Geoncar(MP, MP M) )

where @concar 1S @ concatenation operation. The dimension of
M s 1536.

C. HIERARCHICAL MULTI-TASK LEARNING FRAMEWORK

Different layers of the network may contain discriminative
information of the person. In order to fully refine the use-
ful information, we design a hierarchical multi-task learning
framework based on the above multi-stream structure to form
the MRNet. As shown in Fig.3, in addition to the first stream
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with only one measurement task, the other three streams
contain classification and measurement tasks simultaneously.

The objective function L of our model includes two task
losses.

L =A1-Lyi + X2 - Legs (10)

where L, L5 are the losses caused by a classification task
and measurement task respectively, and A1, A, are the weight
parameters balancing two tasks.

1) MEASUREMENT TASK
In order to reduce the intra-class distance between the same
persons and increase the inter-class distance between dif-
ferent persons, we adopt a triplet loss function to calculate
the measurement loss L in four streams. In addition, each
stream consists of local measurement loss and global mea-
surement loss. The whole measurement task can be repre-
sented as follows

Lyi = (L(‘) L2419+ 1) (11)

174} [rl 174} [rl

a1 ;2 (3) 4)
where L./, L,./, L., L,/ denote the measurement losses in

the four streams respectlvely

—GAP) + L(l

GMP))
[rl tri

tri

(12)

GAP) .

where i € {1, 2, 3, 4}, i indicates the i-th stream, LY is

trl
GMP
global measurement loss, and Lt(rll ) is local measurement

loss. They are expressed as follows.

L(l GAP) [Y(H'I)—I-Y(H'I)—I—Ol] (13)

tri

L(t GMP) [Y(H—l) + Y(z+1) +aly (14)

tri

After GAP and GMP, we can get Y0t and Y0+ in the i-
th stream. YU*D indicates the global features of pedestrians.
Y(’:H) stands for the local feature of the most salient region.
YI(,ZH) and YS,"H) (§~(I(f+l) and f(,(fﬁ)) are the distance between
positive and negative sample pairs respectively. « is the dis-
tance parameter of triplet loss function. [x]4 is max (0, x).
In our experiments, « is set to 0.3.

2) CLASSIFICATION TASK

We calculate the weighted sum L. of the metric features
N® N® and N® in the 2nd, 3rd and 4-th stream as the
classification loss.

Lcls == L(N(S);/abel) + L(N(4):/abe/) + L(N(S);label) (15)

where LNayiabery, Lin@yiabery, LnG)iabery T€present the classi-
fication loss caused by softmax function in the last three
streams respectively.

1
exp(NjLT.7)

LnG+Dilabery = — 1O (16)
(NG+1):label ) g |: :|
Z?Iass CXP(N/(~I+1))

where N;Hl) is the predicted score of the j-th person in the

i-th stream. N EZ::,) denotes the predicted score of the person

label in the i-th stream. i € {2, 3, 4} indicates the 2nd, 3rd,
4-th stream respectively.
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TABLE 1. The person re-ID datasets used in our experiment and their
details.

Dataset Market-1501 | DukeMTMC-reID | MSMT17
Indentities 1,501 1,404 4,101
BBoxes 32,668 36411 126,441
Cameras 6 8 15
Label method DPM manually labeled | Faster RCNN
Train # imgs 12,936 16,522 32,621
Train # ids 751 702 1,041
Test # imgs 19,732 19,889 93,820
Test # ids 750 702 3,060

IV. EXPERIMENT

We evaluate the proposed network model on three large scale
person re-ID datasets and compare the proposed method with
the state-of-the-art.

A. DATASETS AND SETTINGS
Table 1 describes the three benchmark datasets we used.

Market-1501 dataset [52]. The Market-1501 dataset is
one of the most widely used benchmark datasets in person re-
ID. The dataset consists of 1501 persons captured by 6 cam-
eras (5 high-definition cameras and 1 low-definition camera)
and 32,668 bounding boxes detected by the DPM detector.
Each of these people has appeared on at least two cameras.
The training set has 751 people and contains 12,936 images.
The test set has 750 people and contains 19,732 images.

MSMT17 dataset [21]. The MSMT17 is a large, chal-
lenging dataset. It was released in 2018. The dataset is
captured by 15 cameras (12 outdoor cameras and 3 indoor
cameras) at different time periods, which includes 4,101
persons and 126,441 detected bounding boxes. The training
set has 1041 persons and 32,621 bounding boxes. The test
set consists of 3,060 persons and 93,820 bounding boxes.
The dataset covers multiple viewpoints and time periods.
Compared with the earlier datasets, it fully considers the
impact of complex viewpoints and significant illumination
changes in person re-ID.

DukeMTMC-relD dataset [8]. DukeMTMC-relD dataset
is captured by 8 cameras. There are both 702 persons in the
training set and test set. The training set has 16,522 images.
In the test set, the query has 2,228 images and gallery has
17,661 of them.

Evaluation metrics. Cumulative matching characteris-
tics (CMC) Rank-1 accuracy and mAP are the most com-
monly used evaluation metrics. Now it reaches an agreement
to utilize Rank-1 and mAP for person Re-ID task. Therefore,
we also take Rank-1 and mAP as evaluation metrics.

B. IMPLEMENTATION DETAILS

1) SYSTEM SETTINGS

The proposed MRNet is implemented with Pytorch deep
learning framework, including torch 1.0.1, CUDA 8.0.61,
cudnn 7.1.2. The python version is 3.6.8. The hardware
of server contains 12G GeForce RTX 1080Ti, Intel(R)
Core(TM) i7-3770 CPU @ 3.40GHz. The operating system
is Ubuntu 16.04.6 LTS.
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TABLE 2. Rank-1 and mAP accuracies of three variants on the
Market-1501 dataset. RR means re-ranking.

Variant Rank-1 | mAP | Rank-1(RR) | mAP(RR)

baseline 93.08% | 81.44% | 94.77% 92.88%
MRNet(without MM) | 95.48% | 87.48% | 96.05% 94.37%

MRNet 95.67% | 88.51% | 96.11% 94.64%

P1

FIGURE 6. Different identities have some different salient information.
When we identify a person, we will judge them more according to the
salient information they have. These images are from the Market-1501
dataset.

2) TRAINING SETTINGS

Cross entropy loss with label smoothing [53] is used for train-
ing. The parameters of MRNet are initialized from ImageNet
pretrained weights. Euclidean distance is utilized for a person
matching. Weight decay is set to 0.0005 and momentum is
set to 0.9. The batch size is set to 32, 64, 64 for Market-
1501, MSMT17 and DukeMTMC-relD datasets respectively.
The stochastic gradient descent (SGD) algorithm is used to
train the network for 500 epochs. The learning rate starts from
0.002 and is decayed by 0.1 every 10 epochs between 60 and
130 epochs. The values of the weight parameters Aj, Ao
in Equation (10) are set to 1. Data augmentation includes
random flip and random erasing [54]. Images are resized to
288 x 144. In order to improve the performance of the model,
we apply the re-ranking method [17]. Re-ranking combines
the original distance and the Jaccard distance to produce a
new ranking result, which has a better improvement for the
final performance.

C. ABLATION STUDY
In order to prove the effectiveness and relevance of each
improvement, we propose the following three variants, each
of them is tested on the Market-1501 dataset, and the results
are shown in Table 2.

Variant 1 (denote baseline). The backbone based on
ResNet-50 is modified by Zheng et al. [13], [55]. We add
the preprocessing operations mentioned above during the
experiments. And use it as our baseline in this paper.

Variant 2 (denote MRNet(without MM)). Our multi-stream
refined feature network.

Variant 3 (denote MRNet). Based on MRNet, we propose
a multi-stream multi-task learning strategy to optimize the
model.

1) THE IMPACT OF CHANNEL SIGNIFICANCE
SELF-LEARNING SUB-MODULE

In the case that the face is not very clear when people identify
whether the 2 persons are the same one, they often rely
on some salient information of the person. For example,
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FIGURE 7. Different channels express different saliency information of a
person. We visualize the channels of person P1, P2, P3, and P4, as shown
in (a), (b), (c), and (d). With our improvement, the model learns different
weight parameters for different salient channels, which makes the
features with salient information gets higher weights and reduces the
interference of channels expressing the background information. Thereby
improving the discriminative power of the model.

in Fig. 6, person P1 has the salient information of a red top
and black shorts. The salient information of P2 is a red shirt
and a blue skirt. The P3 salient information is the whole
black suit and P4 is the red bag. Normally it is easier to
judge a person’s identity based on this salient information.
This salient information will not change as the viewpoint
changes. In the deep convolutional network, different chan-
nels of the same layer express different salient information
of the person. As illustrated in Fig. 7, we visualize partial
channels of four persons and the importance descriptors that
they learned through the module. In P1, the salient channels
of red short sleeves and black shorts get higher weights with
our model. The salient channels of the blue short skirt and the
red top in P2 learn higher weights. The salient channels of the
whole black suit expressed in P3 get higher weights. In person
P4, the salient channels of the red bag get higher weights.
For channels such as P1-(c), P2-(d), P3-(c), and P4-(d), they
have lower weights learned by our model. The interference
of viewpoints and background area is reduced. As shown
in Table 2, by adding a channel significance self-learning
module, the accuracies of Rank-1 and mAP are improved
by 1.3% and 2.2% respectively on the Market-1501 dataset
compared to the baseline.
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TABLE 3. The effect of setting different minimum weights in channel
significance self-learning module in our model MRNet. The experiments
were conducted on Market-1501 dataset.

Method | Rank-1]| mAP |Rank-1(RR) | mAP(RR)
MRNet(0) |95.39% | 88.05% | 96.08% | 94.38%
MRNet(0.2) | 95.16% | 88.30% | 96.17% | 94.62%
MRNet(0.3) | 95.67% | 88.51% | 96.11% | 94.64%
MRNet(0.4) | 95.28% | 88.32% | 95.99% | 94.38%

TABLE 4. The impact of global average pooling (GAP) and global
maximum pooling (GMP) on our model MRNet. The experiments were
tested on Market-1501 dataset.

Method Rank-1]| mAP |Rank-1(RR) | mAP(RR)
MRNet(only GAP) | 95.07% | 88.37% | 95.90% | 94.40%
MRNet(only GMP) | 95.37% | 87.81% | 95.75% | 94.39%

MRNet 95.67% | 88.51% | 96.11% | 94.64%

In the channel significance self-learning module, we set
a filter gate to constrain the importance descriptors. In the
process of visualizing the channels, we found that some
channels with lower weights still express a small amount of
a person’s information. If they obtain lower weights during
the learning process, the model will ignore this part of the
information. Therefore, we constrain the minimum values of
the importance descriptors and limit the minimum weights
of the importance descriptors to 0, 0.2, 0.3, and 0.4 in our
experiments. The experimental results are shown in Table 3.
When the minimum weights of the importance descriptors
are controlled at 0.3, the model achieves the best recognition
performance. Compared with MRNet(0), the model improved
by 0.5 on mAP.

2) THE IMPACT OF ENHANCEMENT SUB-MODULE

As shown in Table 2, compared with baseline, the accuracies
of rank-1 and mAP increased by 1.5% and 4.4%, respectively.
Then we test the features of each stream in MRNet sepa-
rately, and the comparison results are shown in Fig. 8. MRNet
(stream2), MRNet (stream3), MRNet (stream4) represent the
results of testing using only the features of the 2nd, 3rd, 4-th
stream, respectively. MRNet(stream 3,4) represents the result
of fusing the features of the 3rd and 4-th streams during the
test phase. MRNet represents the result of fusing the features
of the 2nd, 3rd, and 4-th streams during the test phase. From
the figure, we can intuitively see that the best performance
is achieved by fusing multi-stream features, and rank-1 and
mAP have achieved better improvement. It makes full use of
the multi-stream features.

The enhancement module of each stream contains two
parts: global average pooling (GAP) and global maximum
pooling (GMP), and we perform experiments on models that
only include GMP and GAP. The experimental results are
shown in Table 4. We can intuitively see that when MRNet
only contains a GAP, the performance on the mAP is better.
GAP calculates average information from different locations
in the channels, so that the model has a global use of the
information on the channel. When MRNet only contains
GMP, the model pays more attention to the more salient
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FIGURE 8. MRNet (stream2), MRNet (stream3), MRNet (stream4)
represent the results of using only the features of the 2nd, 3rd, 4-th
stream, respectively. MRNet(stream3, 4) represents the result of fusing
the features of the 3rd and 4-th streams to test. MRNet represents the
result of fusing the features of the 2nd, 3rd and 4-th streams during the
test phase. All the above models are tested on Market-1501 dataset.

TABLE 5. The impact of classification task and measurement task. The
experiments were tested on Market-1501 dataset.

Method Rank-1 | mAP |Rank-1(RR) | mAP(RR)
MRNet(only measurement task) | 90.64% | 77.98% 91.95% 88.02%
MRNet(only classification task) | 95.48% | 87.48% | 96.05% 94.37%

MRNet 95.67% | 88.51% | 96.11% 94.64%

local areas in the channel, and the model has higher accuracy
in Rank-1. Through the enhancement module, we have a
holistic consideration of each pixel in each channel and take
advantage of the most salient area in channels to identify
persons. The accuracy of Rank-1 and mAP have improved
significantly.

3) THE IMPACT OF MULTI-STREAM MULTI-TASK LEARNING
FRAMEWORK

As shown in Table 5, MRNet (only measurement task) rep-
resents the result of optimizing the model only using multi-
stream measurement task, and MRNet (only classification
task) represents the result of optimizing the model only using
multi-stream classification tasks. The convergence curves
for different task losses are shown in Figure 9, where the
classification loss is larger due to the use of label smoothing.
In the multi-stream measurement task, the triplet loss can
pull the distance between the images of the same person, and
image pairs with different people are pushed away at the same
time. The design of the multi-stream classification task can
learn the characteristics of a person in the same category in
a more accurate way. The multi-stream multi-task learning
framework can better optimize the model and extract more
robust features.
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TABLE 6. Comparison of our approach with the published
state-of-the-art on the Market-1501 dataset.

—— Multi-task Loss
—— Measurement Task
—— Classification Task
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FIGURE 9. Loss curves of different tasks during the training process.

TABLE 7. Comparison of our approach with the published
state-of-the-art on MSMT17 dataset.

Method Rank-1 | mAP
SpindleNet [11] CVPR2017 |76.90% -
Cross-view [58] TIP2018 80.31% | 59.68%
SVDNet [13] ICCV2017 |82.30% | 62.10%
LSRO [8] CVPR2017 |83.97% | 66.07%
PDC [59] ICCV2017 [ 84.14% | 63.41%
FMN [60] arXiv2017 85.99% | 67.12%
PAN [61] TCSVT2019 |86.67% | 69.33%
PIE [62] TIP2019 89.06% | 70.69%
PNGAN [29] ECCV2018 |89.43% | 72.58%
CamStyle [9] CVPR2018 | 89.49% | 71.55%
BISAA [63] TCSVT2019 | 91.2% | 75.1%
HA-CNN [22] CVPR2018 | 91.20% | 75.70%
PCB(DropEasy2d) [64] | Access2019 | 93.80% | 78.30%
PCB [56] ECCV2018 |93.80% | 81.60%
AANet [65] CVPR2019 |93.93% | 83.41%
HPDN [66] TETCI2020 |94.00% | 81.20%
CASN [67] CVPR2019 94.4% | 82.8%
TANet [68] CVPR2019 94.4% | 83.1%
OSNet [14] ICCV2019 94.8% | 84.9%
DG-Net [55] CVPR2019 94.8% | 86.0%
CRAN [69] TCSVT2019 | 94.9% | 84.9%
FPR [70] ICCV2019 |95.42% | 86.58%
BNNeck+RR [71] IVC2020 95.5% | 93.2%
MGN [57] ACM MM2018 | 95.7% | 86.9%
pyramidal [72] CVPR2019 95.7% | 88.2%
FAN [73] ICCV2019 96.1% | 84.7%
SCSN(4 stages) [74] CVPR2020 [ 95.70% | 88.50%
HORelD [75] CVPR2020 94.20 |84.90 %
MRNet 95.67% | 88.51%
MRNet + RR 96.11% | 94.64%

D. COMPARISON WITH STATE-OF-THE-ART METHODS

We compare some state-of-the-art methods in this section. In
order to make a fair comparison with other methods, we com-
pare against the accuracies mentioned in their corresponding
papers.

1) RESULTS ON MARKET-1501 DATASET

The Market-1501 dataset is the most widely used dataset
for person re-ID. The dataset images were taken by a low-
resolution camera and 5 resolution cameras. It takes into
account the interference of the resolution on person re-ID.
There are lots of recent works on this dataset, numerical
results of our MRNet and other state-of-the-art methods are
shown in Table 6.

SpindleNet [11] utilizes body structure information for
person re-ID. It extracts the body region features and fuses
these features. Compared with SpindleNet, the accuracy of
Rank-1 of our model has improved by 18.77%. LSRO [8]
applies GAN to generate images to expand datasets. The
backbone network is also based on Resnet-50. Our proposed
model outperforms LSRO for 11.7% and 22.44% in terms of
Rank-1 accuracy and mAP respectively. CamStyle [9] uses
CycleGAN to generate images of different camera styles. Our
approach improves CamStyle by 6.18% and 17% in terms
of the accuracy of Rank-1 and mAP respectively. PCB [56]
trains six classifiers in the training phase by training on image
blocks and proposes an RPP model to further improve the
discrimination of features. Compared with PCB, our Rank-1
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Method Rank-1 | mAP
GoogLeNet [36] CVPR2015 | 47.60% | 23.00%
PDC [59] ICCV2017 58.00% | 29.70%
GLAD [27] ACM MM2017 | 61.40% | 34.00%
PCB [56] ECCV2018 68.2% | 40.4%
BISAA [63] TCSVT2019 | 68.7% | 39.1%
TANet [68] CVPR2019 75.5% | 46.8%
DG-Net [55] CVPR2019 T72% | 52.3%
CRAN [69] TCSVT2019 | 78.7% | 52.4%
OSNet [14] ICCV2019 78.7% | 52.9%
SCSN(4 stages) [74] | CVPR2020 | 83.80% | 58.50%
RGA-SC [76] CVPR2020 | 80.30% | 57.50%
MRNet 87.53% | 65.54%

accuracy and mAP has increased by 1.8% and 6.9%, respec-
tively. MGN [57] synthetically utilizes the global and fine-
grained features in images, and then learns the model through
multiple branches. It uses the features from multiple branches
for testing. Our Rank-1 is very close to MGN, but mAP is
1.61% higher than MGN. Compared with the above methods,
our MRNet model has achieved very competitive results.
Rank-1 and mAP reached 95.67% and 88.51%, respectively.
After re-ranking, Rank-1 and mAP reached 96.11% and
94.64%.

2) RESULTS ON MSMT17 DATASET

To the best of our knowledge, the MSMT17 is the latest and
largest public dataset at present, in which data is obtained
from multiple viewpoints at different periods. It takes the
interference of illumination, viewpoints, and other issues
fully into account. Due to the difficulty of data collection, the
authors prefer to explore more effective and robust training
strategies and models, the ratio of the training set and test set
is set to 1:3. The numerical results of our MRNet and other
state-of-the-art methods are shown in Table 7. Compared with
the CRAN [69], our Rank-1 accuracy and mAP has increased
by 8.8% and 13.1%, respectively. OSNet [14] proposes a
new lightweight CNN structure, which can learn the features
of isomorphism and heterogeneous scale better. Compared
with the OSNet, our Rank-1 accuracy and mAP has increased
by 8.8% and 12.6%, respectively. The data in Table 7 is
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TABLE 8. Comparison of our approach with the published
state-of-the-art on DukeMTMC-roelD dataset.

Method Rank-1 | mAP
LSRO [8] CVPR2017 | 67.68% |47.13%
SVDNet [13] ICCV2017 | 76.70% | 56.80%
PNGAN [29] ECCV2018 | 73.58% | 53.20%

CamStyle+RE [9] | CVPR2018 | 78.32% | 57.61%
End-to-End Deep [77] | CVPR2018 | 80.3% | 63.2%

HA-CNN [22] CVPR2018 | 80.50% | 63.80%
MLEN [44] CVPR2018 | 81.00% | 62.80%
DuATM [6] CVPR2018 | 81.82% | 64.58%

MHN-6(IDE) [78]
HORelD [75]
M34ResNet50 [79]

MRNet
MRNet+RR

ICCV2019 | 87.5% | 75.2%
CVPR2020 | 86.90 % | 75.60%
CVPR2020 | 84.70 % | 68.50%
89.32% |78.99%
91.02% | 89.47%

very intuitive. Compared with other methods in the MSMT17
dataset, our MRNet model has a very significant performance
improvement. The accuracy of rank-1 is 87.53%, and mAP is
65.54%.

3) RESULTS ON DUKEMTMC-REID DATASET

A lot of methods are applied to DukeMTMC-relD dataset and
have got the good achievement. We compared our method
with them. The numerical comparison results are shown in
Table 8.

SVDNet [13] is modified based on the resnet50 net-
work. Eigen layer is added before the final fully connected
layer to obtain more discriminative features. Compared with
SVDNet, our Rank-1 accuracy has increased by 12.62% and
mAP has increased by 22.19%. PNGAN [29] utilize pose-
normalization GAN to generate images of different poses of
the same person to expand the dataset. The model is also mod-
ified based on the Resnet50 network. The proposed method
outperforms PNGAN by 15.74% and 25.79% with respect
to Rank-1 accuracy and mAP. HA-CNN [22] combines a
person’s local and global information by learning the hard
region-level features and soft pixel-level attention features.
The model we proposed improves HA-CNN by 15.19% and
8.82% in terms of mAP and Rank-1 accuracy. MLFN [44]
proposed a new multi-level factor analysis network to learn
potential discrimination without manual labeling. HSCNet
gains 16.19% and 8.32% in terms of the mAP and Rank-1
accuracy.

V. CONCLUSION

In this paper, a novel MRNet model is proposed for person
re-ID. First, we introduce a multi-stream refining model to
adaptively control the importances of different salient chan-
nels by a self-learning sub-module. Then an enhancement
sub-module is adopted to further refine the common and
distinctive information from these channels from the multi-
stage subnets. Finally, a hierarchical multi-task framework is
employed to fully learn the discriminative features from the
hierarchical subnets. Extensive experiments on three public
datasets validate the state-of-the-art performance of the pro-
posed MRNet and ablation studies illustrate the effectiveness
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of our proposed method. However, the proposed MRNet is
time consuming due to deep architecture. Besides, the pro-
posed method is just a stage of person Re-ID system since
the pedestrian images are given. As a result, when facing
real-world data, the proposed model may become vulnerable.
Therefore, a network with pruning strategies for pedestrian
detection and person Re-ID will be explored for future work.
In fact, existing person Re-ID datasets are built-in ideal
condition. Hence, designing an end-to-end Re-ID model to
confront massive video data in reality will be meaningful
future work.
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