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ABSTRACT Rapid advancement in digital image processing tools and software’s has made it extremely
simple to manipulate the digital images without leaving any footprints. It becomes a hot issue about the
security and threat to society with increasing growth of social media. JPEG compression format has been
widely used in most of the digital cameras. The investigation of JPEG compression footprints can play
an important role in image tampering detection. In this paper, a novel method is proposed to detect the
JPEG compression. The proposed forensic scheme comprises of two steps i.e. selection of target difference
image and generation of second-order statistical features by evaluating the Markov Transition Probability
Matrices (MTPMs) for both intra and inter-block DCT domain. Finally, the resultant feature is used to train
the SVM classifier for classification purposes. The experiment results on UCID and BOSSBase datasets
show that the proposed forensic technique based on MTPM is capable of detecting the JPEG compression
traces even in the presence of anti-forensic attacks.

INDEX TERMS JPEG compression, digital image forensics, Markov transition probability matrices
(MTPMs), discrete cosine transform (DCT).

I. INTRODUCTION
Digital images have turned into an important data carrier with
the improvement of internet and rapid advancement in image
processing tools and software. This development has made
it extremely simple to alter the image without leaving any
foot prints. Every digital image we encounter in our daily life
might have gone through several processing stages to increase
its quality [1]. Due to the availability of numerous softwares,
it becomes easier to forge the images without leaving any
footprints [2]. Probably the most significant ongoing devel-
opments in editing tools likeAdobe Photoshop, Paintshop Pro
or GIMP [3] and others that incorporate automatic methods
for editing. These includes changing outward appearance or
age with FaceApp [4], and varying visual style of images
using Deep Photo Style Transfer [5]. A significant number of
these procedures are not just accessible but also easier to use.
However, they are also available as default applications in
gadgets. This results in various issues such as, authentication
of image, copyright of the image medium, individual protec-
tion regarding privacy, etc. Image validation and identifying
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the hints of alteration without utilizing any pre-extracted or
embedded data have turned into a vital and hot research field
of image processing [6]. JPEG is a regularly utilized compres-
sion standard and it has been broadly utilized in cameras and
image processing software’s [7]. Moreover, the JPEG image
format is used by 71.1% of all the websites based on the data
provided by [8] on January 01, 2020. Therefore, JPEG com-
pression has become an important part of many image forg-
eries. For example, in a forgery creation scenario, when some
portion of a particular image is pasted on the other image of
different quality and is resaved with different quality factor,
then the resultant image becomes double JPEG compressed.
Thus, the detection of JPEG compression can add a great
value to evaluate the authenticity of digital images [9]–[11].
The processing history of digital images is detected by using
deep learning [12]. The goal of this approach is to design a
scalable detector for the cases when the image captured by
the camera is processed, downscaled with different scaling
factors, and JPEG compressed again. In [13], a powerful
machine learning based method is presented to identify single
and double JPEG compressed images. Firstly, the variation
between the magnitude of JPEG coefficient 2-D array of
a given JPEG image and its shifted forms along different
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directions is utilized to enhance the artifacts of double JPEG
compression. To model the difference 2-D arrays, Markov
random process is applied in order to use the second-order
statistics. In [14], the statistical characteristics of DCT coef-
ficients are initially investigated based on recompression files
sets. Afterwards, effect of double compression is analyzed
between doctored and non-doctored region in a tampered
image. Then, the DCT coefficients histograms of each block
in tampered images are extracted and represented as feature
vectors. The processing chain is studied in [15] which arise
in the case of JPEG compression anti-forensics. In [15],
the perspective of the forensic analyst has been taken to
show that how it is conceivable to counter the aforementioned
anti-forensic technique for uncovering the hints of JPEG
compression, irrespective of the quantization matrix being
used. The theoretical analysis of Benford-Fourier coefficients
has been extended in [16] to present the forensic detector
based on JPEG compression traces in an uncompressed for-
mat. A forensic detector based on theoretical analysis of
Benford–Fourier coefficients computed on 8 × 8 block in
DCT domain is presented in [17]. A feature vector for the
detection of JPEG compression is presented in [18] based
on Hough line, peaks, and the Harris-Stephens corner fea-
tures. A modified version of densely connected convolutional
networks (DenseNet) is presented in [19] to achieve the task
of JPEG compression identification. A special filtering layer
contains typically selected filtering kernels that can help the
system to segregate the images more effectively. A tech-
nique is presented in [20] to detect the aligned double JPEG
compression based on the fact that adjacent DCT coefficients
correlation is enhanced due to DCT transform, and the cor-
relation among same locations in adjacent DCT blocks is
strong. The aim of the anti-forensic techniques is to cre-
ate barriers in the forensic investigation process by hid-
ing the JPEG compression artifacts. There are numerous
anti-forensic techniques [21]–[27] available based on JPEG
compression. The JPEG compression introduces comb like
gaps in the distribution of DCT coefficients histogram of con-
sidered image [25]. Therefore, the target of the anti-forensic
technique is to fill these gaps by adding noise in the DCT
coefficients histogram to fool the forensic detectors. More-
over, deblocking operation is employed to suppress the block-
ing artifacts in spatial domain. The added noise results in
the grainy noise or unnatural noise in the resultant image.
Therefore, recent antiforensic technique [27] applied denois-
ing operation to remove the unwanted grainy noise in order
to improve the image visual quality.

The following new insights are revealed in this article when
compared to the existing techniques:
• Most of the existing JPEG anti-forensic techniques
remove the footprints based on first order statistics,
but it is very difficult for these techniques to prop-
erly conceal the footprints based on second-order
statistics. Therefore, a JPEG forensic technique
based on second-order statistical analysis is pro-
posed in this paper to reveal the JPEG compression

artifacts even in the presence of an anti-forensic
attack.

• The MTPMs based second order statistical analysis is
initially employed in image steganalysis but has not been
used in the existing literature for JPEG forensics for
countering JPEG anti-forensics.

• Most of the efficient JPEG anti-forensic techniques
are not considered during the performance evalua-
tion of existing JPEG forensic techniques due to dif-
ferent strengths. Therefore, this problem of different
strengths of anti-forensic techniques is resolved in this
paper by designing an efficient second order statistical
feature.

• The proposed second order statistical feature has
smaller size in comparison to the commonly used ste-
ganalysis features such as subtractive pixel adjacency
matrix (SPAM) and spatial rich model (SRM).

The organization of remaining article is as follows:
Section 2 briefly describes the proposed forensic scheme
based on second order statistical analysis. The experimental
results for proposed forensic approach and its comparison
with the existing methods are discussed in Section 3. Finally,
Section 4 concludes the paper.

II. PROPOSED SCHEME
The existing JPEG compression detection techniques are
based on the analysis of first order statistics based on
image histogram. These detection techniques can be eas-
ily misguided by using anti-forensic techniques. Therefore,
to resolve this problem, a higher order statistical analysis
is required. In this paper, a second order statistical analy-
sis is done in difference domain based on the MTPM as
shown in Fig. 1. It is worth noting that when the images
are transformed from spatial domain to frequency domain
with DCT transformation, the correlation between the adja-
cent coefficients within the DCT block becomes weak to
some extent. But, the correlation between the neighboring
coefficients in the same block is still noticeable. Moreover,
there is a strong correlation between the adjacent block
DCT coefficients. Moreover, it is observed that the pixels
difference is linearly dependent on the DCT coefficients
difference obtained from the same locations in adjacent
DCT blocks, when ignoring the quantization loss. Though
the quantization loss is irreversible and expected, still it
affects the dependency. Thus, the quantization loss as well
as dependency is reflected due to the correlation among the
same locations in the adjacent DCT blocks. Because of this
fact, the intra and inter-block frequency domain features are
extracted to reveal these dependencies. The proposed scheme
comprises of three steps which includes selection of target
difference image, evaluation of Markov transition matrices
for both intra and inter-block DCT domain, and generation
of mono-dimensional signal as shown in Fig.1. The resul-
tant mono-dimensional signal is fed into SVM classifier
to distinguish between the JPEG compressed and original
images.
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FIGURE 1. Sketch of the proposed forensic technique.

A. SELECTION OF TARGET DIFFERENCE IMAGE
The application of image processing operations such as
JPEG compression, resampling, etc. results in the significant
modification of original image pixel values. Therefore, it is a
difficult task to preserve the intrinsic statistics (for example,
adjacent pixels correlation) of the original image. The dif-
ference domain is considered rather than the spatial domain
to analyze the local pixels properties for the detection of
these modifications. This is due to the reason that difference
domain is less dependent on the image contents. The image
under investigation is initially JPEG compressed by consider-
ing various quality factors ranging from 50 to 95. Afterwards,
the difference is calculated between the considered image
and its recompressed versions. After calculating the differ-
ence between the considered image and its recompressed
versions, the individual sum of all the difference images
has been taken. After performing this step we have selected
the difference image corresponding to the minimum sum i.e
difference image with minimum sum has been selected which
is our target image in the preprocessing of our proposed
approach. Then, DCT is applied to the target image for further
processing.

B. EVALUATION OF MARKOV TRANSITION PROBABILITY
MATRICES IN THE DCT DOMAIN
The inter-block and intra-block correlation among the DCT
coefficients are exploited by MTPM. The DCT coefficients
within the same block are analyzed in different directions
to reveal the intra-block correlation. On the contrary, the
dependence of DCT coefficients at same position of the
adjacent blocks reveals the inter-block correlation. The irreg-
ularities in the neighboring DCT coefficients correlation
is exploited by using the second order statistical analysis
of MTPM. The selected target difference image (Itar ) of
size m × n is processed to obtain a 2-D DCT coeffi-
cients array of size 8 × 8 as shown in Fig. 2(a). The 2-D
DCT coefficient array is represented by T ′(f ′, e′) having

(m/8) × (n/8) total number of DCT blocks. Afterwards,
the inconsistencies in the neighboring DCT coefficients cor-
relation obtained in the difference domain is further high-
lighted by using difference DCT coefficient 2-D arrays along
horizontal, vertical, main and minor diagonal directions as
shown in Fig. 3. These difference 2-D arrays are modelled
by using second order statistical analysis based on Markov
random process. The MTPMs can be calculated by using
Eqs. (1) and (2) for the intra-block neighboring DCT coef-
ficients along horizontal and vertical directions respectively.
The MTPM features for the coefficients pair (v, u) along
horizontal and vertical directions with conditional distribu-
tion probabilities P

(
T ′
(
f ′ + 1, e′

)
= v|T ′
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)
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)
and

P
(
T ′
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)
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)
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)
respectively are rep-

resented by MTPM intra,h and MTPM intra,v. The function
∂ (a, b) = 1 for a = b, and ∂ (a, b) = 0, otherwise. Sim-
ilarly, the evaluation of MTPMs along main and minor diag-
onal difference arrays can be performed for the intra-block
DCT coefficients [28].
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FIGURE 2. (a) 2-D array of DCT coefficients, (b) Realization of Mode (5)
2-D array.

FIGURE 3. Difference DCT/Mode 2-D array in Horizontal (I), Vertical (II),
Main diagonal (III), and Minor diagonal (IV) directions.

The correlation of inter-block is reflected along the modes
of DCT coefficients i.e. the coefficients in the similar position
of adjacent 8 × 8 blocks, which capture the frequency char-
acteristics of those 8 × 8 blocks. Firstly, DCT coefficient
2-D array is used to form 2-D arrays. Afterwards, mode 2-D
arrays of the image are used to create difference mode 2-D
arrays along different directions to reveal the inter-block
correlation as shown in Fig. 3. The Markov process is applied
on these difference mode 2-D arrays. All the difference mode
2-D arrays are processed along each direction to evaluate the
average transition probability matrix. The mode (5) 2-D array
formation is shown in Fig. 2(b). Each mode 2-D array has the
dimension i.e. Ts = Tf ′/8 and Tt = Te′/8 in horizontal and
vertical directions respectively. The DC component (mode
1) is not considered in the evaluation because it does not
affect the results significantly. Therefore, only 63 mode 2-D
arrays are obtained for a given image. In a mode 2-D array,
the mode coefficient is represented as as T (mode)(s, t), where
s ∈ [0,Ts − 2], t ∈ [0,Tt − 2] and mode ∈ [2, 64].
The difference mode 2-D array in four different directions is
evaluated as [29]:

T (mode)
h (s, t) = T (mode) (s, t)− T (mode) (s+ 1, t) (3)

T (mode)
v (s, t) = T (mode) (s, t)− T (mode) (s, t + 1) (4)

T (mode)
d ′ (s, t) = T (mode) (s, t)− T (mode) (s+ 1, t + 1) (5)

T (mode)
d ′ ′

(s, t) = T (mode) (s+ 1, t)− T (mode) (s, t + 1) (6)

The MTPMs can be calculated by using Eqs. (7) and (8)
for the inter-block neighboring DCT coefficients along
horizontal and vertical directions respectively. The MTPM

features for the coefficients pair (v, u) along hori-
zontal and vertical directions with conditional distribu-
tion probabilities P (Th (s+ 1, t) = v|Th (s, t) = u) and
P (Tv (s, t + 1) = v|Tv (s, t) = u) respectively are repre-
sented by MTPM inter,h and MTPM inter,v. Similarly,
the MTPM can also be defined for the main and minor
diagonal difference arrays for inter-block DCT coefficients.
Each MTPM consists of (H − G+ 1)2 elements, where
[G, H ] lies in the range of u and v. The Eq. (9) is used
to calculate the matrix containing (H − G+ 1)2 number of
feature components. The inconsistencies introduced due to
the modification of neighboring DCT coefficients correlation
dominates near the origin. Therefore, the range of u and v
is set to [−4, 4], thereby providing 81 feature components
for each MTPM. Consequently, all the MTPMs results into
648 feature components [29].
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MTPM
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
P(G|G) P(G|G+ 1) · · · P(G|H)
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...

...
. . .

...
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
(9)

C. GENERATION OF SECOND ORDER STATISTICAL
ANALYSIS BASED MONO-DIMENSIONAL SIGNAL
Presently, we are attempting to examine the impact of
anti-forensic methodologies on MTPMs. Most of the
anti-forensic methods are based on the optimization schemes
with a goal of finding an optimal mapping to get back the
statistics of original uncompressed image. In this proce-
dure, pixels are shifted from one bin to another based on
a maximal pixel distortion. The mapping is performed by
choosing pixels in such a way that it diminishes the percep-
tual effect. The gaps in the histogram of JPEG compressed
images can be completely removed by these anti-forensic
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attacks. Although, histograms of anti-forensically processed
and uncompressed images are alike but there are still notice-
able traces in the MTPM. We are looking for a second-order
statistical feature resulting from MTPM that can differenti-
ate the anti-forensically processed and uncompressed images
efficiently.

Amono-dimensional signal is derived by analyzing various
characteristics based onMTPMof the considered image. This
signal is obtained by concatenation of rows of inter as well as
intra-block MTPMs. It emphasizes the dithering artifacts that
are introduced during image anti-forensics. Let δ(n) indicates
a mono-dimensional signal of size (1, 648) based onMTPMs.
The investigation of signal δ(n) outlines that an uncom-
pressed image shows a smooth behavior while the JPEG
compressed and the image processed through anti-forensics
demonstrates oscillating behavior as revealed in Fig. 4. It can
be noticed from Fig. 4(e) and 4(k) that oscillations in JPEG
compressed image are more when compared to the image
processed through anti-forensics shown in Fig. 4(f) and 4(l)
respectively. This is because the anti-forensic schemes are
employed to hide the JPEG compression artifacts in order
to fool the forensic detectors. Nevertheless, this feature is
capable of detecting anti-forensically processed JPEG images
efficiently. This mono dimensional signal is fed to SVM

FIGURE 4. (a), (b), (c) and (g), (h), (i) denote the uncompressed, JPEG
compressed and anti-forensically processed Lena and Peppers images
respectively (d), (e), (f) and (j), (k), (l) represent the resultant signals δ(n)
for the uncompressed, JPEG compressed and anti-forensically processed
Lena and Peppers images respectively.

to classify the signals generated from uncompressed and
anti-forensically processed JPEG compressed images.

Algorithm for the Proposed JPEG Forensic Technique
Input:
Iinput : JPEG compressed or Anti-forensically processed

JPEG image.
Output:
f : Mono-dimensional feature

Parameters:
QF : Quality factor
Irecompressed : Recompressed image
Idiff : Difference image

begin
[x, y] = size(Iinput );
QF = 50:1:95;
Idifference = zeros( x, y, length(QF) );
Initialize count = 1;
for i = QF do
Irecompressed = recompress

(
Iinput , i

)
; % Recompres-

sion with different quality factors
Idiff (:, :, c) = Iinput (:, :)− Irecompressed (:, :);
Tspan(:, :, c) = sum(sum(Idiff (:, :, c)));
count = count + 1;

end
[value, index] = min( Tspan);
Iselected = Idiff (:, :, index); %Difference image is

selected corresponding to the minimum sum
Idct = abs(dct(Iselected ));

f 1 = MTPM intra,h(Idct ); f 2 = MTPM inter,h (Idct) ;
f 3 = MTPM intra,v (Idct); f 4 = MTPM inter,v (Idct) ;
f 5 = MTPM intra,d ′ (Idct); f 6 = MTPM inter,d ′ (Idct );
f 7 = MTPM intra,d ′ ′ (Idct); f 8 = MTPM inter,d ′ ′ (Idct);
%MTPM s based on intra and inter-block of DCT domain
are computed for Horizontal, Vertical, Main and Minor
diagonal difference matrices
f = [f 1; f 2; f 3; f 4; f 5; f 6; f 7; f 8]; % Compute the resul-
tant feature vector
end

III. EXPERIMENTAL RESULTS
The performance of the proposed forensic technique is
evaluated by conducting various tests on the standard
databases such as Uncompressed Color Image Database
(UCID) [30] and BOSSBase database [31]. UCID dataset
includes 1338 TIFF images in uncompressed format hav-
ing different real world scenes. The BOSSBase dataset
contains 10,000 images in raw format. Initially, the JPEG
images are obtained by compressing the UCID and BOSS-
Base database images with various quality factors ranging
from {50, 51, 52, . . . . .95}. Afterwards, the JPEG forgeries
datasets are created by processing these images with different
anti-forensic techniques. The training dataset (UCIDTrain) is
created fromUCID dataset by randomly selecting 669 images
and the remaining images of UCID dataset (UCIDTest) are
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used for testing. Various forensic techniques based on JPEG
compression are as follows:

• KV , JPEG forensic detector based on total varia-
tion [32], [15].

• KL , JPEG detector based on calibration feature [33].
• K 1

U and K 2
U , represents the detectors based on JPEG

blocking artifacts [25].
• K S100

Li , detector based on 100-D intra and inter block
correlation feature [34], [28].

• K S10
AR , detector based on autoregressive model [35].

• K S686
SPAM , detector based on 686-D SPAM feature [36].

• K S714
SRM , represents residual-based feature detector [37].

• KCM , JPEG detector based on Co-occurrence matri-
ces [38]

• KMTPM , proposed MTPM based forensic approach.

The JPEG anti-forensic techniques employed to validate
the performance of the proposed counter JPEG anti-forensic
approach are as follows:

• FDSq , represents the anti-forensic scheme DCT his-
togram smoothing [21].

• FDSqSb , dithering and deblocking operation based
anti-forensic method [22].

• FDV , represents a perceptual anti-forensic dithering
technique [23].

• FDSu , anti-forensic technique with SAZ attack [24].
• FDFan, adaptive dithering model based four-step JPEG
anti-forensic scheme [26].

• FDGur , signifies an improved TV-based deblocking
operation and denoising algorithm based anti-forensic
approach [27].

A. COMPARING SVM-BASED FORENSIC DETECTORS
In steganalysis methods [39], [40], minimum decision
error (Pe) is considered as an evaluation parameter for mea-
suring the performance of forgeries against various foren-
sic detectors. Initially, ROC curve is obtained for various
JPEG forensic detectors by considering positive and negative
cases. Here the JPEG (anti-forensic) images are considered
as positive cases, while the authentic and uncompressed
images are considered as negative cases. Various periodic
gaps are left during JPEG compression. These periodic gaps
are filled by using anti-forensic methods. But, the dithering
operation of anti-forensic technique introduced an unnatural
or grainy noise in spatial domain. The presented forensic
method targets to uncover the JPEG compression footprints
even after the application of JPEG anti-forensic techniques.
As discussed earlier, UCID dataset consisting of 1338 images
is considered to evaluate the proposed technique. The
images are chosen randomly for better analysis such that
the images are indicated with the similar label, which is
used to train the classifier. Further, the images used for the
purpose of testing are not labeled and are used to authenticate
the efficacy of algorithm. To evaluate the performance 70%
of images are utilized for training, while 30% images are
used for testing of the proposed technique. The confusion

matrix for proposed approach summarizes the performance of
classifier with respect to the testing data as shown in Table 1.

TABLE 1. Confusion matrices for the UCID dataset.

In accordance with the 70:30 proportions for training and
testing, 936 images are used to train the classifier while
the remaining 402 images are used for the testing pur-
pose. Hence, the confusion matrix is formed on the basis
of 402 images to envisage the accuracy of the classifier by
relating actual and predicted classes. It is presumed in case
of SVM based detectors that the forensic analyst possess the
knowledge of forensic as well as anti-forensic approaches
and can create the dataset of forged images to train the
detector. This can be considered as the worst case scenario for
anti-forensic techniques. The prevailing SVMbased detectors
K S100
Li , K S10

AR , K S686
SPAM and K S714

SRM can efficiently overcome the
JPEG anti-forensic approaches. It is a challenging task to
fool the machine learning based detectors by the anti-forensic
approaches [41]. It is the worst case for JPEG anti-forensics
but it is favorable for JPEG compression forensics. The
training of SVM based detector is done with each form of
JPEG anti-forensic image by considering each replacement
rate for given feature vector. The SVM based forensic detec-
tors K S100

Li , K S10
AR , K S686

SPAM and K S714
SRM used in steganalysis

possess high detection accuracy along with the minimum
decision error values less than 0.1. It is noticed that because
of the high feature dimensionality of the existing SRM-
34,671, it is rarely used in SVM [37]. SRM-714 [37] which
is the modified version of SRM-34,671 performs similar to
that of SRM-34,671 but with smaller feature dimensionality.
Thus, in order to make the comparison feasible, the proposed
approach is compared with SRM-714. The modification of
DCT coefficients is done on a large scale so as to hide
the JPEG compression footprints. The modification of DCT
coefficients leads to the high modification rate (bits per pixel)
in case of image steganalysis. The performance of proposed
approach KMTPM is analyzed by creating the JPEG forgeries
with substitution process. This process involves replacement
of the centre part of a particular uncompressed image with the
image processed by JPEG anti-forensics with the replacement
rate varying from 0.05 to 1. The forensic testing is done on
the basis of both processed as well as uncompressed images.
LIBSVM [42] with Gaussian kernel is considered for training
the SVM classifier. The parameters of SVM classifier are
attained from the five-fold cross validation with the multi-
plicative grid [36]. The SVM classifiers are trained with the
uncompressed images and their corresponding JPEG (anti-
forensic) images. The images created from the UCIDTest are
used by these classifiers for forensic testing.

Minimum decision error values on the basis of image
replacement rate against various anti-forensic techniques
have been shown in Fig. 5. It is clear from Fig. 5 (e) that
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FIGURE 5. Minimum decision error based on various image replacement
rates against different forgeries by considering SVM-based detectors
trained on UCIDTrain dataset. The results are obtained on UCIDTest
dataset. (a) KS100

Li [34], (b) KS686
SPAM [36], (c) KS10

AR [35], (d) KS714
SRM [37]

(e) Proposed (KMTPM ).

the proposed technique KMTPM has outperformed the exist-
ing forensic detectors (a) K S100

Li , (b) K S686
SPAM , (c) K S10

AR and
(d) K S714

SRM by giving lower values of minimum decision error
against various anti-forensic techniques. The purpose of the
proposed forensic method is to identify the JPEG compressed
as well as anti-forensically processed JPEG images. In terms
of forensic undetectability, the technique FDFan and FDGur
outperforms the other anti-forensic techniques. This is due to
the fact that explicit DCT histogram smoothing is employed
to create JPEG forgeries in JPEG anti-forensic methods [26]
and [27]. This smoothing prompts further alteration in the
statistics of image. In the case of existing SVM-based detec-
tors, the anti-forensic technique presented in [15] gives high
minimum decision error when the replacement rate is 0.10.
Thus, it is easy for someone to create a forgery by substitut-
ing a block of size 112 × 160 in the UCID dataset images
of size 384 × 512. Various sorts of forgeries can be made
by substituting the block of size 112 × 160, for example,
the forger without any difficulty can substitute the head of
one individual in the image. While, it is extremely hard task
for the anti-forensic schemes to trick the machine learning
detectors when attempting to disguise the whole JPEG image
as uncompressed. The JPEG anti-forensics still amazingly
applied in various circumstances, for example, concealing
double JPEG compression footprints and image splicing.
But the efficiency of suggested counter JPEG anti-forensic

approach is improved in terms of lowminimum decision error
values for all anti-forensic approaches for each replacement
rate including 0.10 as shown in Fig. 5. It can be noticed
that the minimum decision error is high for the anti-forensic
techniques FDGur , FDv, FDFan when compared to other
techniques. This is because of the explicit histogram smooth-
ing. It is worth noting that higher value of minimum decision
error signifies less forensic detectability. On the other hand,
smaller values of minimum decision error indicate better
forensic detectability.

The objective of the proposedwork is to detect the forgeries
present in an image by revealing the JPEG compression
artifacts. The two classes i.e. original and forged images
are considered for classification on the basis of SVM. True
Positive Rate (TPR) indicates the tampered images correctly
classified as tampered images. False Positive Rate (FPR) indi-
cates the tampered images incorrectly classified as original
image. Numerous existing approaches for analyzing JPEG
compression artifacts are based on single scalar feature.
Hence, in order to make the comparison feasible, separate
ROC curves are provided for scalar-based and SVM-based
machine learning detectors as illustrated in Fig. 6. The ROC
curve as shown in Fig. 6 for proposed forensic algorithm
(KMTPM ) is closer to the upper left corner in comparison to
the other (scalar or SVM-based) existing techniques which
depicts the highest accuracy. The accuracy achieved by
the proposed approach for the UCID dataset is 99.004%.
Therefore, the proposed approach provides improved foren-
sic detectability as compared to the existing approaches
upon conducting test against the JPEG anti-forensic
approach FDGur .

FIGURE 6. ROC curves for (a) Scalar-based forensic detectors,
(b)SVM-based forensic detectors, when tested against the JPEG
anti-forensic approach FDGur . It is worth noting that forensic detectability
rises as the ROC curve approach to the upper left corner.

B. EXPERIMENTAL RESULTS OBTAINED ON BOSSBASE
DATASET
The performance of the presented forensic approach is further
validated on the BOSSBase image dataset [31]. Initially,
the conversion of original raw images of BOSSBase dataset
is done into 8-bit grayscale PGM images after converting
them into PPM format with UFRaw utility. The forensic
testing is done by cropping a sub-image of 512 × 512
from the center of each original high-resolution grayscale
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BOSSBase image. For testing SVM-based detectors,
we choose 5000 test images named as BOSSBaseTest and rest
as training images named as BOSSBaseTrain from BOSS-
Base image database. Afterwards, these images are processed
with various anti-forensic techniques in order to create the
processed image datasets for evaluation. The SVM-based
detectors are tested on BOSSBaseTest dataset and training
is performed on the BOSSBaseTrain dataset. The strategy as
used for UCID images is followed to prepare the training and
testing datasets for BOSSBase images.

Fig. 7 shows the minimum decision error values for var-
ious types of JPEG anti-forensic techniques on BOSSBase
dataset by considering different image replacement rates
against SVM-based detectors K S100

Li , K S10
AR , K S686

SPAM , K S714
SRM ,

and KMTPM . The proposed forensic scheme (KMTPM ) based
on second order statistical analysis provide better results in
the detection of all the considered JPEG anti-forensic tech-
niques by providing smaller minimum decision error values.
It can be observed from Fig. (5) and Fig. (7) that the results
obtained on UCID dataset are quite similar with the results
obtained on BOSSBase dataset. Furthermore, the SVM clas-
sifier is less sensitive to curse of dimensionality problem [43].
So, the number of dataset images has smaller effect on the
efficiency of SVM classifier. Moreover, it can be observed
that the minimum decision error values achieved by BOSS-
Base dataset are almost at equal level as that of the UCID
dataset images.

C. EVALUATION ON ALIGNED AND NON-ALIGNED JPEG
COMPRESSED IMAGES
The further authentication of the ability of suggested foren-
sic technique has been done by conducting a test on
anti-forensically processed double JPEG compressed images.
The various existing anti-forensic schemes are considered to
compute the efficiency of the existing state-of-the-art double
JPEG compression forensic detectors [44] and [45] and pre-
sented forensic approach.

In double JPEG compression, initially images are com-
pressed with the quality factor QF1 and the obtained images
are further compressed with quality factor QF2. Image crop-
ping and alteration of content can occur during double
JPEG compression. The existing anti-forensic approaches
are applied on the JPEG images compressed with quality
factor QF1. The forged JPEG image obtained after applying
the anti-forensic approach can be untouched or cropped with
the random grid shift as per the testing conditions. Finally,
the resultant image is compressed again with quality factor
QF2 to obtain the anti-forensic double JPEG compressed
image.

The non-uniformity of integer periodicity map of DC coef-
ficients is calculated by using efficient threshold detector as
presented in [45]. Initially, the image is selected from UCID
dataset and compressed with quality factor QF1. Afterwards,
the image is cropped by employing random shift (i, j) 6=
(0, 0) with 0 ≤ i, j ≤ 7. Further, the cropped image is again
compressed with QF2 thus providing NA-DJPG compressed

FIGURE 7. Minimum decision error based on various image replacement
rates against different forgeries by considering SVM-based detectors
trained on Bossbase dataset. The results are obtained on Bossbase
dataset. (a) KS100

Li [34], (b) KS686
SPAM [36], (c) KS10

AR [35], (d) KS714
SRM [37]

(e) Proposed (KMTPM ).

image. Here, the anti-forensics is done after the first compres-
sion with quality factor QF1. Thus, various types of JPEG
forgeries are created from the images of UCID dataset using
the approach of [45]. Since the anti-forensic approach [27]
required high computational time so approximately half of
the images from the UCID Test dataset are considered by
taking into account all the 100 possible combinations of
quality factors QF1 and QF2 ∈ {50, 55, 60, 65, 70, 75, 80,
85, 90, 95}.

The proposed forensic detector (KMTPM ) and NA-DJPG
detector [45] are used for testing single and double com-
pressed JPEG images simultaneously. Further, computation
of minimum decision error Pe is done for various types of
JPEG forgeries. Fig. 8 shows the average of minimum deci-
sion error with respect to quality factor QF1 with fixed value
of QF2. It can be observed that the anti-forensic approaches
FDGur and FDFan shows good forensic undetectability due
to explicit DCT histogram smoothing when tested against
NA-DJPG detector [45]. Most of the existing JPEG foren-
sic detectors are fooled effectively with the anti-forensic
approach FDFan presented in [26]. FDFan successfully fools
the NA-DJPG detector [45] with minimum decision error
value near to 0.5. This is due to the fact that NA-DJPG detec-
tor is unable to sense the integer periodicity. This shows that
there is need of second order statistical analysis to counter
the JPEG anti-forensics. Furthermore, the proposed forensic
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FIGURE 8. Minimum decision error based on different QF2 values against
various types of forgeries, when test is conducted on (a) NA-DJPG
detector and (b) Proposed scheme KMTPM on UCID dataset.

technique can also expose the gaps that are partially filled
in DCT domain. It is perceived from Fig. 8 that the proposed
forensic techniqueKMTPM provides lesser values ofminimum
decision error for different values of quality factor QF2. This
shows that the proposed approach outperforms the existing
double compression forensic approach [45] against various
anti-forensic approaches.

The A-DJPG compressed images dataset is made by com-
pressing the images of UCIDTraindataset with QF1 and
then again compressing it with quality factor QF2 where
QF1 6= QF2. Consequently, this case consists of 90 com-
binations for which different sorts of JPEG forgeries are
made by considering half of the UCIDTestdataset images.
Fig. 9 exhibits that the introduced JPEG forensic approach
provides lower values of minimum decision error as com-
pared to A-DJPG forensic detector [44] against several exist-
ing anti-forensic techniques. The proposed forensic technique
has outperformed other techniques in terms ofminimumdeci-
sion error. It is worth noting that lower values of minimum
decision error represent a better forensic technique.

FIGURE 9. Minimum decision error based on different QF2 values against
various types of forgeries, when test is conducted on (a) A-DJPG detector
and (b) proposed scheme KMTPM , UCIDTest dataset.

D. EVALUATION OF PROPOSED SCHEME ON SPLICED
IMAGES
The performance of the proposed scheme is evaluated on
the realistic scenarios by considering spliced images. The
proposed scheme comprises of three steps which includes
selection of target difference image, evaluation of Markov
transition matrices for both intra and inter-block DCT

domain, and generation of mono-dimensional signal as
shown in Fig. 1. The pixels co-relation gets disturbed dur-
ing the creation of a forgery. Therefore, a second order
statistical analysis based on Markov Transition Probability
Matrices (MTPMs) is performed to analyse these inconsis-
tencies. Further a mono-dimensional signal is derived by
analyzing various characteristics based on MTPM of the
considered image. This signal is obtained by concatenation
of rows of inter as well as intra-block MTPMs. Let δ(n)
indicates a mono-dimensional signal of size (1, 648) based on
MTPMs. This resultant mono-dimensional signal is fed into
SVM classifier to distinguish between spliced and original
images. Most of image splicing techniques are based on
the optimization schemes with a goal of finding an optimal
mapping to get back the statistics of authentic image. In the
case of the spliced images, the inconsistencies occur due to
variation in the intensity level at the edges by a significant
value. Due to these inconsistencies there exists a relation
between the spliced part and authentic part. This relation can
differentiate the spliced and authentic image. The proposed
approach based on second order statistical analysis is capable
to evaluate these inconsistencies in the altered images.

The monodimensional signal for various spliced and orig-
inal images is shown in Fig. 10. The investigation of signal
δ(n) as shown in Fig. 10 outlines that an authentic image
shows a smooth behavior while the spliced image processed
through splicing technique demonstrates oscillating behavior
as revealed in Fig. 10. (f), (h), (n), (p), (v) and (x). It can
also be noticed from Fig. 10 that there is clear difference
in the oscillations of mono-dimensional signal δ(n) between
authentic and spliced images. Therefore, it is clear that
the proposed feature is capable of detecting spliced images
efficiently.

The evaluation of proposed forensic method is done by
conducting numerous tests on the standard datasets such as
CASIA v1.0 [46] and Columbia database [47]. The CASIA
image tampering detection evaluation dataset (CITDE) pro-
vides various kinds of image for tampering detection which
includes 800 authentic and 921 tampered images [46]. The
Columbia dataset comprises 363 total images in formats i.e.
BMP and TIFF, out of which 183 are authentic images,
remaining is tampered [47]. However, the number of tam-
pered images ismore in comparison to the authentic images in
both the datasets. Therefore, in order to balance the authentic
and tampered images, images are randomly selected for the
detection. In the proposed work, 70% of images are used for
training while 30% images are used for testing. A confusion
matrix summarizes the performance of classifier with respect
to the testing data.

For instance, there are 800 authentic and 921 tampered
images in the CASIA v1.0 dataset. In order to keep the
balance, 800 authentic and 800 tampered images are consid-
ered for the experimentation, thus there are 1600 images in
total for CASIA v1.0. In accordance with the 70:30 propor-
tions for training and testing, 1120 images are used to train
the classifier while the remaining 480 images are used for the
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FIGURE 10. (a), (c), (i), (k), (q), (s) denote the uncompressed authenticate
images and (b), (d), (j), (l), (r), (t) denote the spliced images respectively.
(e), (g), (m), (o), (u), (w) and (f), (h), (n), (p), (v), (x) represent the resultant
signals δ(n) for the uncompressed authenticate and spliced images
respectively.

testing purpose. In a similar manner, the Columbia dataset
252 images are used to train the classifier and 108 images
are used for the testing purpose. Hence, the confusion matrix
is formed on the basis of 480 and 108 images to envisage
the accuracy of the classifier by relating actual and predicted
classes. The confusion matrix for testing images of both
datasets CASIA v1.0, Columbia is shown in Table 2.

TABLE 2. Confusion matrices for the respective datasets.

The efficiency of the proposed scheme is further con-
firmed on the basis of ROC curve by considering var-
ious existing techniques such as Alahmadi et al. [48],

Muhammad et al. [49], Hussain et al. [50],
Aggarwal et al. [51] and Alahmadi et al. [52]. The ROC curve
is plotted to depict the performance of the classifier. The ROC
curve close to the upper left corner depicts the highest per-
formance of the proposed scheme. The comparison of ROC
curves for CASIA v1.0 dataset is done with [48], [49], [50]
as presented in Fig. 11 (a) and with [51], [52] for Columbia
dataset as presented in Fig. 11 (b).

FIGURE 11. ROC curves for the various techniques evaluated on
(a) CASIA v1.0 (b) Columbia datasets.

It is observed from Fig. 11 (a) and (b) that the ROC curve
of the proposed approach is closer to the upper left corner for
both the datasets which indicates that it achieves more accu-
racy as compared to the existing techniques. Moreover, it is
perceived from the experimental results that the second-order
statistical feature resulting from MTPM for both intra and
inter-blockDCT domain, outperforms the existing techniques
with accuracy of 98.75% and 98.15% on CASIA v1.0 and
Columbia datasets respectively. Thus the proposed method
differentiates the authentic and spliced images efficiently.

Moreover, majority of methods do not implement run time
analysis, as they, are not robust against post-processing opera-
tions. Instead, the proposed work overcomes these downsides
by authenticating the performance with run time analysis as
shown in Table 3.

TABLE 3. Run time analysis of the proposed technique on both datasets.

IV. CONCLUSION
The first order statistical analysis based forensic detectors
can be easily misguided by applying some anti-forensic
techniques. Therefore, higher order statistical analysis is
required to counter these anti-forensic techniques. In this
paper, a higher order statistical analysis based on MTPM
is performed to detect the footprints left by the dithering
operation of various anti-forensic techniques. It is observed
that it is difficult to hide the traces of JPEG compression
completely. The proposed second order feature is capable
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of detecting the grainy noise introduced by dithering oper-
ation of the anti-forensic techniques. The capability of the
proposed forensic technique is confirmed from the extensive
experimental analysis. The proposed technique provides bet-
ter detection results against various anti-forensic techniques
in terms of minimum decision error, when compared to the
existing techniques. This work can be further extended to
design a general purpose forensic technique in order to detect
various image tampering operations.
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