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ABSTRACT In the context of big data, data sharing between different institutions can not only reduce the
cost of information collection greatly but also benefit for obtaining analysis results effectively and efficiently.
Record linkage is the task of locating records that refer to the same entity from heterogeneous data sources.
In the last decades, extensive researches on alphabet-based record linkages have been carried out, among
which the Fellegi-Sunter model extended byWinkler has outperformed others. However, it is still a challenge
to perform record linkage on Chinese-character-based datasets. In this article, two set-basedmethods (Cosine
similarity and Dice similarity) were introduced firstly, and then the similarity of Chinese characters was
quantified based on an adapted encoding technique which exploits the information of both the shape and the
pronunciation of Chinese character. A new method entitled Hybrid similarity was proposed in the next part,
which is the combination of the character transformation technique (SoundShape Code) and Dice similarity.
Finally, we performed the aforementionedmethods on the simulated datasets, and eachmethodwas evaluated
by counting the number of misclassified record pairs and the computational time. The results demonstrated
that our Hybrid similarity method outperformed others in reducing the number of misclassified pairs with a
relatively low computational cost.

INDEX TERMS Record linkage, Chinese characters, soundshape code, string comparator, Fellegi-Sunter
model.

I. INTRODUCTION
With the development of information technology, data shar-
ing has become more and more important for both enter-
prises and governments [1]. In the process of data sharing,
records referring to the same entity from different databases
always need to be linked. However, it is not easy to link the
records due to the lack of a unique identifier (UID) between
different databases and the heterogeneity of data. Therefore,
to determine whether the records refer to the same entity,
approximate matching techniques for record linkage have to
be proposed to compare the corresponding fields (such as
name, birthdate, address, etc.) in different records.

The simplest approach for linkage is what we shall call
deterministic record linkage, which requires the perfect
agreement of all or a predetermined set of fields between two
records to consider them as belonging to the same entity [2].
The method for deterministic record linkage is appropriate
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when the data quality of identifier fields in the databases to
link is relatively high [3]. But identifier fields are sometimes
subject to misspellings and typographical errors [4]–[6].
In addition, some fields provide more information more reli-
able than others [7]. For example, two records whose name
field agreement are much more likely to refer to the same
person than those whose address field agreement. However,
compared with the probabilistic record linkage, the determin-
istic record linkage does not make such a distinction [8], [9].

The commonly used probabilistic record linkage was for-
malized by Fellegi and Sunter (referred to as PRL-FS in this
article) [10]. As for this method, each field is assigned with
an agreement weight and a disagreement weight based on
the log-likelihood ratios. For each record pair, the weight is
computed by summing all fields’ weights. Specifically, when
a field agrees, its field agreement weight is used for the record
pair’s weight computation; otherwise, its field disagreement
weight is used. To make a linkage decision, we can compare
record pairs’ weights with a decision threshold, above which
record pairs can be considered as matches, and below which
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TABLE 1. Examples for Chinese Characters Based Records.

record pairs can be considered as non-matches [11]. The
PRL-FS method is relatively simple to implement, but it
has a disadvantage of assigning consistent weights to two
identical strings, and not assigning inconsistency weights to
the similarity between two strings. Winkler therefore pro-
posed an enhanced PRL-FS method (referred to as PRL-W)
considering field similarity in the field weights computation
and proved its outperformance over the PRL-FS [12].

The above-mentioned methods for record linkage were
initially proposed and applied to datasets in alphabet-based
languages, and the similarity measurements for strings being
composed of letters have been effectively solved and wildly
applied. However, the application of similarity measures
based on Chinese characters still has its limitation in the
task of record linkage. Unlike the alphabet-based languages,
Chinese characters are ideographs (a written symbol that
represents a meaning directly rather than a speech sound).
There are more than 70,000 Chinese characters in the lin-
guistics dictionary, including about 3,500 of the most com-
monly used Chinese characters [13], many of which have the
same/similar pronunciation and/or similar shape. Therefore,
errors in the records may sometimes occur during the process
of input, transcription, or OCR recognition [14]. For exam-
ple, the Chinese surnames (as shown in Table 1) ‘‘ ’’ and
‘‘ ’’ respectively in names ‘‘ ’’ and ‘‘ ’’ have the
similar pronunciation ‘‘xu’’ but with different tones; while
the first names ‘‘ (yi)’’ and ‘‘ (zhi)’’ respectively in names
‘‘ ’’ and ‘‘ ’’ have a similar shape but with different
pronunciations.

In representations of Chinese characters stored, none of
the above complexities are directly encoded in computer
memory. Therefore, naively applying the traditional string
similarity method to the Chinese character field will not
be able to solve the errors correctly in the records, which
leads to poor ability to discriminate between co-referent and
non-co-referent strings [15]. In this article, we extended the
existing similarity measures of Chinese characters and pro-
posed a novel string comparator for Chinese-characters-based
record linkage.

A. CONTRIBUTIONS
We adapted an encoding techniquewhich exploit the informa-
tion of both shape and pronunciation of Chinese characters,
and based on which, we quantified the similarity for Chinese
characters. A novel computational method was proposed to
measure the similarity of Chinese names, which considers

the shape, pronunciation, and order of characters in two com-
pared strings. We evaluated comprehensively our approach
with synthetic datasets, and confirmed the outperformance of
this method.

B. OUTLINE
The remaining part of this article is organized as follows: we
present related work to measuring the similarity of Chinese
characters in Section 2, and in the next section, the classifi-
cation of PRL-W and our proposed methods for calculating
the similarity of two Chinese strings are described in detail.
In Section 4, we first provide a process of generating synthetic
datasets with different types of errors in records. Then, four
methods are evaluated by (A) the performance measures of
precision, recall, and f1-score, (B) the numbers of misclas-
sified record pairs and (C) their computational time. And
Section 5 is the conclusion of the article.

II. RELATED WORK
At present, there are a few theories focused on the mea-
surement of the similarity of Chinese strings. The initial
one is to apply the paired comparison methods (such as
Cosine similarity and Dice similarity) to the Chinese string.
This method is computationally inexpensive and performs
well in long texts. However, in record linkage, since the
fields to be compared are usually short texts, resulting in
a very sparse distribution of similarities, which make the
above similarity measures not appropriate to learn the com-
ponent similarity of Chinese strings. Therefore, a partial
solution to measuring string similarity for logographic scripts
is to encode the original logograms in formats that repre-
sent their phonetic or visual properties, or keystroke input
sequences, before applying pairwise comparison methods,
such as Levenshtein distance [15].

Liu and Lin [16] proposed methods for identifying visu-
ally similar Chinese characters by adopting and extending
the basic concepts of the Cangjie method (a Chinese input
method which defined the 24 basic elements of a Chinese
character and a series of rules to decompose the character
into these basic elements.). However, they did not explicitly
mention the similarity measurement algorithm based on the
encoding method. Song et al. [17] then improved an algo-
rithm to measure Chinese character similarity based on struc-
tural information. The algorithm first decomposed a Chinese
character into several smaller components and calculated
the similarity score between the compared components, and
the final score was given by the weighted average of the
similarity scores between the components. Chang et al. [18]
designed a method based on simple rules to measure the
phonetic similarity between two Chinese characters, where
the Mandarin phonetic symbols of two characters are com-
pared respectively. Ming Liu et al. [19] then proposed an
improved approach to encode simplified Chinese characters
from the perspective of character shape, pronunciation, and
meaning, which is used as the basis to calculate the similarity
of Chinese characters.
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Chen et al. [20] proposed a method for converting a
Chinese character to SoundShape Code, which considered
the characteristics of Chinese characters in terms of their
glyphs and sounds. The score between the SoundShape Code
calculated based on the Hanming distance was then used
as the similarity between the target characters. Similarly,
H. Wang et al. [21] proposed a method for measuring the
similarity of Chinese strings based on SoundShape Code.
By converting the target words into SoundShape Code and
using an improved editing distance algorithm to measure the
similarity between the compared strings. Collender et al. [15]
developed a framework leveraging multiple comparison fea-
tures of encoded logographic names to recover aspects of
phonetic, visual, and keystroke similarity using machine
learning classifiers. However, this method requires a large
amount of annotated data.

III. METHODS
In this section, we first describe a commonly used parameters
estimation method for record linkage based on EM (Expecta-
tion Maximization) Algorithm. Then, we introduce two set-
based string comparison algorithms: Cosine similarity and
Dice similarity [22], and how they can be used to compare the
content of fields in a record pair. Considering the limitation
of the above two methods, we thus proposed an improved
Chinese string comparison function named Hybrid similarity
(especially for name matching), which is the enhanced ver-
sion of Dice similarity.

A. METHOD OF CLASSIFICATION OF PRL-W
As an extension of Fellegi and Sunter approach (PRL-FS),
the PRL-W method considers a partial level of agreement
where the values of string comparator are broken out as differ-
ent non-intersecting subintervals of [0, 1]. The m-probability
mi,s is the conditional probability that the similarity of field
i within a record pair falls in the interval s given that the
record pair refers the same entity, and the u-probability ui,s
is the conditional probability that the similarity of field i
within a record pair falls in the interval s given that the
record pair refers different entities. Calculating the condi-
tional probabilities defined above is an important aspect of
the probabilistic record linkage approach. These probabilities
can be obtained by manually assessing the quality of the
databases to be matched, or by manually assessing prior
matches to the same database. In this article, we estimate
the values of these two types of probabilities by employing
the EM algorithm [23]. Then, based on m-probabilities and
u-probabilities, the weight for the similarity of field i falls in
the interval s is calculated as:

wi,s = log2(mi,s/ui,s). (1)

and the weight for a record pair is computed by summing all
field’s weights:

w =
∑
i

wi,sI(γi ∈ s). (2)

where γi is the similarity of the record pair in field i.

TABLE 2. Example for PRL-W Method.

For example, assume that the two records to compare are
given in Table 2, where the similarity of Name falls in the
interval [0.8, 1) and the Address and the Sex are identical.
Therefore, computed by using (2), the overall weight for the
record pair is 12.44 + 10.32 + 0.98 = 23.74, which is
higher than a predefined threshold, meaning that the above
two records are more likely to refer to the same entity.

Finally, using the estimated value of the parameter p
(the proportion of record pairs involving the same entity),
a threshold-based decision rule can be obtained:

The record pair is considered as match if w ≥ TC ; other-
wise, the record pair is considered as non-match. where the
threshold TC is the pth quantile of the weights of all record
pairs in descending order [23].

B. EXISTING SIMILARITY MEASUREMENT FUNCTIONS
1) COSINE SIMILARITY
Cosine similarity was originally used to calculate the angle
between two vectors in high-dimensional space. We apply
this idea to field matching, assuming that for two given
records, there are n unique characters in a field, and va =
[f a1 , f

a
2 , · · · , f

a
n ] is the word vector of record rk and vb =

[f b1 , f
b
2 , · · · , f

b
n ] is the word vector of record rl , where f an is

the term frequency. Then the Cosine similarity is calculated
as:

Cosine(a, b) =
1

||va||2 · ||vb||2

n∑
m=1

f am · f
b
m . (3)

where a and b are the contents in the field of the two records.

||va||2 =

√√√√ n∑
m=1

(f am)2, ||vb||2 =

√√√√ n∑
m=1

(f bm)2.

As an example, let a = ‘‘ ’’ and b = ‘‘ ’’, then the
corresponding word vectors would be va = [1, 0, 1], vb =
[0, 1, 1], and the corresponding Cosine similarity will be:

Cosine(a, b) =
1

√
2×
√
2

2) DICE SIMILARITY
Another commonly used metric of set-based similarity is the
Dice coefficient, with which we canmeasure the similarity by
calculating the ratio of common characters contained in two
strings. For two given strings a and b, we can calculate their
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FIGURE 1. The composition of SoundShape Code (SSC).

Dice similarity as follows:

Dice(a, b) =
2c

|a| + |b|
. (4)

where c is the number of common characters contained in a
and b, |a| and |b| are the length of string a and b. For example,
the Dice similarity between ‘‘ ’’ and ‘‘ ’’ will be 0.5.

C. PROPOSED METHOD OF HYBRID SIMILARITY
However, the two set-based similarity functions abovemen-
tioned do not take the degree of similarity between two
Chinese characters into consideration. This often results
in a low similarity score for the compared fields, espe-
cially for Chinese names. Therefore, we have proposed
an improved Dice similarity computation algorithm named
Hybrid similarity.

1) SoundShape CODE
To convert Chinese characters into codes, we first adapted an
encoding method for Chinese characters called SoundShape
Code (referred to as SSC) [20], [21]. The main idea of SSC is
encoding Chinese characters according to their pronunciation
and shape into a string (with a fixed length of 10) mixed of
letters and numbers. As shown in Fig. 1, the first 4 positions
constitute the sound code, while the last 6 positions constitute
the shape code, and each part is briefly introduced below.

As shown in Fig.1, the sound code part of an SSC consists
of the initials, consonants, finals, and tones of pinyin (a
system for romanizing Chinese ideograms in which tones are
indicated by diacritics and unaspirated consonants are tran-
scribed as voiced [24]). The shape part of an SSC consists of
structure, WuBi (an input method decomposing the Chinese
characters into letters combinations [25]), and the number of
a stroke to construct a Chinese character. One adaptation is
that we replaced four-corner-coding withWuBi-coding in the
original SSC [21], since thatWuBi-coding is more commonly
used in Chinese inputmethods and containsmore information
about glyphs.

Considering the pronunciation habits of Chinese charac-
ters, we apply the rules given in Table 3 [21] to transform the
initials (the first position in SSC) into a number or a letter.
For example, the initials ‘‘sh’’ and ‘‘s’’, ‘‘zh’’ and ‘‘z’’, and
‘‘ch’’ and ‘‘c’’ have respectively the same code ‘‘G’’, ‘‘D’’
and ‘‘F’’ because their pronunciations are often confused by
people from certain regions.

TABLE 3. Conversion for Initials.

TABLE 4. Conversion for Finals/Consonants.

Analogously, we use a corresponding table (Table 4 [21])
for finals and consonants (if there is no consonant in a pinyin,
we use ‘0’ as a placeholder). For example, the finals ‘‘an’’
and ‘‘ang’’ have the same code ‘‘F’’ because it is not easy
to distinguish the two for some people in certain areas. In
addition, based on the pinyin system, the pronunciations of
many Chinese characters have the same initials and finals, but
with 4 different kinds of diacritics denoting tones, indicated
as 1, 2, 3, and 4 here in this article.

As for strokes, the following rules are employed:
if 1 ≤ ns ≤ 9, we adopt the real number of strokes in a

character;
if 10 ≤ ns ≤ 35, we convert them to alphabet: 10 to ‘a’,

11 to ‘b’, . . . , 35 to ‘z’;
if ns > 35, we label it as ‘0’. where ns is the number of

strokes constituting a character.
Finally, the conversions for WuBi and structure of

characters are given in corresponding tables we have
collected [26], [27].

2) HYBRID SIMILARITY BASED ON SSC AND DICE
Based on the technology of sound-shape code (SSC), we can
convert a Chinese character into a 10-letter/number code. The
similarity between two Chinese characters can therefore be
measured by comparing their corresponding SSCs. For two
given characters e and e′, we first convert them to SSCs,
ssce = [e1, e2, · · · , e10] and ssce′ = [e′1, e

′

2, · · · , e
′

10],
then we can compute the weighted average of their bit-wise
comparisons as SSCS (similarity of SSC):

SSCS(e, e′) =
10∑
k=1

wkI(ek = e′k ). (5)
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TABLE 5. Examples for Encoded Characters.

where [w1,w2, · · · ,w10] are the weights that we preset
to [0.2, 0.05, 0.2, 0.05, 0.15, 0.05, 0.05, 0.05, 0.05, 0.15],
which is based on a rule of thumb. If text error correc-
tion is applied to documents identified by OCR technology,
the weight of shape similarity should be greater. Similarly,
if it is applied to documents input by Pinyin Input Method,
the weight of sound similarity should be greater.

Analogously, for two Chinese strings a and b of identical
length, we calculate the SSCS for characters corresponding
to the position. Then the SSCS of two strings is computed as:

SSCS(a, b) =
1
|a|

∑
e

SSCS(e, e′). (6)

where e and e′ are characters in the corresponding positions
in the strings a and b.
Table 5 shows an example of four encoded Chinese char-

acters and their corresponding SSCS. Among them, the SSCs
of ‘‘ ’’ and ‘‘ ’’ are similarly encoded in the sound part,
while the SSCs of ‘‘ (yi)’’ and ‘‘ (zhi)’’ are similar in the
shape part. They both have an SSCS of 0.6, which avoids the
drawback that Cosine similarity and Dice similarity simply
assign the similarity of different characters as 0. Based on
this, we can get the SSCS of two Chinese strings a = ‘‘ ’’
and b = ‘‘ ’’:

SSCS(a, b) = (0.6+ 1)/2 = 0.8

However, the above proposed SSCS cannot handle the
similarity of strings with different lengths, whereas Cosine
similarity or Dice similarity can partially improve this prob-
lem. Therefore, the main idea of our Hybrid similarity is
to consider both the information contained in Dice similar-
ity and SSCS, which lead to better discrimination of field
similarity. The Hybrid similarity based on SSCS and Dice
coefficient is calculated as:

Hybrid(a, b) = αSSCS(a, b)+ (1− α)Dice(a, b). (7)

where α is the confidence (weight) of the SSCS, and the value
of α varies with different occasions. In this study, we use the
following guidelines:

α =


1 |a| = |b|, SSCS(a, b) ≥ τ
δ |a| = |b|, SSCS(a, b) ≤ τ
0 otherwise

where the threshold τ and the weight δ are the hyperpa-
rameters. Based on this, for two strings a and b of identical

length, we use their SSCS as similarity when their SSCS
is greater than or equal to τ , and conversely, we use a
weighted similarity of α = δ. In the case of length discrep-
ancies, we apply the Dice similarity directly to calculate the
similarity.

As for the earlier example, if let τ = 0.8, the Hybrid
similarity between a = ‘‘ ’’ and b = ‘‘ ’’ is computed
as:

Hybrid(a, b) = SSCS(a, b) = 0.8

while their Cosine similarity and Dice similarity are both
0.5, meaning that our Hybrid similarity is obviously more
reasonable.

IV. EXPERIMENTS
A. SYNTHETIC DATASETS
To conduct this study, we use synthetic datasets to know the
truth of matches -considered as the ‘‘gold standard’’- against
which to assess our linkage decisions. In addition, knowing
and controlling data quality (the proportion and type of errors
in each data set) is helpful to evaluate the performance of
record linkage methods. In practice, such information (the
truth of matches, type, and rate of errors) is very difficult to
obtain because of the costly verifications required. As shown
in Fig.2, we randomly generate two datasets containing real-
world noise by the following approaches [23]:
Step 1: We begin by generating a sample with NE ficti-

tious records. Each of these records consists of four fields:
name, address, sex, and a unique identification key (used
to determine whether a record pair corresponds to the same
entity or not). Here is an example of one record in the sample:

< Name> <Name >
< Address> < Address>
< Sex> M < Sex>
< ID> 0001 < ID>
Step 2: From these NE generated records, we constitute

the datasets A and B by randomly sampling (without replace-
ment) NA and NB records such that NA + NB = αNE with
1 < α < NE . These two datasets have therefore NC common
records, with NC ranging from (α− 1)×NE to min(NA,NB).
In this study, we let NE = 1500 and NA = NB = 1000.
Step 2: Errors are introduced into a proportion of randomly

selected records in datasets A and B (no error is introduced in
the identification key). The types of errors introduced in the
synthetic datasets include omission, substitution, or transpo-
sition of one or more characters among a string field.

These types of errors are chosen because they are the most
common spelling errors in identifier fields according to a
data validation study [5]. In a data set, these errors will be
present in a certain proportion of records which can be up
to 36.5% according to the literature [5]. Both the type and
proportion of errors can be modulated to construct data sets
that could be encountered in real linkage tasks. In addition,
we have added some extra errors for Chinese characters as
follows:
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FIGURE 2. The process of generating simulated datasets.

1) SUBSTITUTION
When the information is collected by scanning handwrit-
ten characters or verbal inquiries, the error of substitution
sometimes occurs. Therefore, we have consulted two Chinese
character dictionaries. One is a set of characters with similar
pronunciation while the other is a set of characters with
similar forms. We then randomly replace characters in the
field using these two dictionaries. For example, the record
given in Step 1 can be modified in name as (‘‘ ’’ is replaced
by ‘‘ ’’ because they have the same pronunciation):

< Name> <Name >
< Address> < Address>
< Sex> M < Sex>
< ID> 0001 < ID>

2) DENORMALIZATION
Information in real data sets can be heterogeneous, especially
for fields like addresses. Since different organizations have
their own requirements for data quality, the data collected
may be incomplete in some parts of a field. Hence, we gen-
erate some incomplete information in our simulated datasets.
For example, we randomly delete some information in the
address field (such as province, city, or district). One example
of denormalization in the address is like (province informa-
tion ‘‘ ’’ is omitted):

< Name> <Name >
< Address> < Address>
< Sex> M < Sex>
< ID> 0001 < ID>

B. EXPERIMENTAL DESIGN
We evaluate the effectiveness of our proposed techniques on
synthetic datasets. 100 paired datasets are generated by ran-
domly adding errors in the approaches described above. Since
the field values of name and address in the data are composed
of Chinese characters, we compute their similarity based on
the four similarity functions introduced in Section 2 and [21],
respectively. One thing to note is that SSC-based methods
are only applied when calculating the similarity of names,
as the address field is rarely misspelled. With each paired

FIGURE 3. F1-score of classification by using different values of δ.

dataset, we then perform record linkage process by using the
classification method of PRL-W.

We implement the linkage methods with Python 3.7 and
conduct experiments using a computer with a CPU Intel (R)
Core (TM) i5 10210U 2.11 GHz and 16 GB RAM.

We start with a preliminary evaluation of our improvement
methodology to search the best hyperparameters τ and δ by
using the measures of precision, recall, F1-score. An error
analysis is then done to demonstrate the effectiveness of the
new method. Finally, we make a simple comparison in terms
of runtime.

C. RESULTS
In Fig. 3, we present the F1-score of classification based on
Hybrid similarity by using different values of δ and using
a fixed threshold τ of 0.8, which is the optimal threshold
obtained by multiple experiments. At this point, an intu-
itive interpretation of Hybrid similarity is that we fully
trust the SSCS only if the SSCS between strings is greater
than or equal to 0.8; otherwise, we partially trust the SSCS.
It can be observed that when the weight δ = 0.7, the F1-score
of the classification results is the best. In the experiment,
we have also tried weights of 0.9 and 1.0, which lead to
a significant decrease in F1-score due to the SSCS tend to
bring more false positives. Therefore, the Hybrid similarity
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FIGURE 4. H-test for numbers of false matches and false non-matches generated by three methods.
We use the following symbols to represent the p-value: 0-0.001: ***, 0.001-0.01: **, 0.01-0.1: *, and
when the p-value is greater than 1, we labeled it as p > 1. For example, in the second bar plot,
the p-value of Cosine similarity and Hybrid similarity with regard to false non-matches is ***
(significant), that is, p < 0.001.

mentioned in this section uses the optimal parameters of τ =
0.8, δ = 0.7.

To evaluate our method in a scenario where the records
are composed of Chinese characters with some errors,
in Table 6 we show the performance of previously pro-
posed methods in precision, recall, and F1-score. In addition,
we compare the effects of using four-corner-coding (#FC) and
WuBi-coding (#WB) separately as part of the SSC. As can
be seen, Dice similarity and the method in the previous
research [21] (Improved Editing Distance, which referred to
as IED in this article) with WuBi-coding achieve the highest
precision and recall respectively. However, F1-score is the
harmonious value of precision and recall, which is frequently
applied to evaluate the effectiveness of the binary classifica-
tion, and our proposed method leverages both the advantages
of Dice similarity and IED, hence performs best in F1-score.

With regard to the effect of four-corner-coding and
WuBi-coding in IED and Hybrid similarity, we find that the
performances of the latter method are almost better than the
former in all three metrics. Overall, the Hybrid similarity
method that combines information from SSCS and Dice sim-
ilarity performs best in record linkage.

To prove that our approach does lead to improvements,
an error analysis is performed to examine the ability of
the three methods in reducing the number of false matches
(record pairs that originally referred to different entities
were classified as matches) and false non-matches (record

TABLE 6. Results of Record Linkage on Synthetic Datasets.

pairs that originally referred to the same entity were clas-
sified as non-matches). Since the number of misclassifica-
tions does not follow the Gaussian distribution, we determine
to apply a commonly used non-parametric test of paired
Kruskal-Wallis test (H-test) for the results based on PRL-W
method.

As shown in Fig. 4, no significant difference is observed
in the number of false non-matches and the number of false
matches between Cosine similarity and Dice similarity. There
is a significant reduction in the number of false non-matches
by using the Hybrid similarity(#WB) method, which lead
to the least number of false non-matches (11.7 on average
out of 106 record pairs), while the Cosine similarity and
Dice similarity have similar performance (19.2 and 18.7 on
average, respectively). As for the average numbers of false
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TABLE 7. Results of Name Matching on Synthetic Datasets.

TABLE 8. Computational Time for Three Methods.

matches, there is no significant difference between the three
methods.

In addition, to explain the impact of different measures of
similarity regarding the field name, we performed an addi-
tional experiment by using only the field name for matching.
Dice similarity and IED with WuBi-coding have the best
precision and recall performance as shown in Table 7. How-
ever, the best F1-score is shown by the Hybrid similarity with
WuBi-coding, which is 89.28%. Similarly, the methods using
SSC with WuBi-coding produces the higher precision, recall
and F1-score than the four-corner-coding. Therefore, Hybrid
similarity with WuBi-coding provides a special similarity
measure for field name, which can effectively handle noises
(as described in the synthetic datasets in this section) in
Chinese names, thus significantly improving the results of
record linkage.

In Table 8, we compare the computational time of the
four methods. It can be seen that the method based on Dice
similarity cost the least computation time (16.25 s for 106

record pairs). The method based on Cosine similarity has
an expensive computation (58.42 s for 106 record pairs).
As a compromise between the quality and efficiency of link-
age results, our improved approach results in a significant
improvement in the quality of classification results at an
additional computational cost of only 9.39s compared to the
original Dice similarity approach.

V. CONCLUSION
The alphabet-based string comparison algorithm cannot
naively handle similarity measurement in the Chinese envi-
ronment. We detailed the application of Cosine similarity and
Dice similarity methods in record linkage, and adapted an
encoding technique based on the shape and pronunciation of
Chinese characters. We then provided a novel computational

method of the combination of SSC and Dice similarity for
calculating the similarity between Chinese names.

All four methods were experimented on synthetic datasets.
In record linkage, when comparing Chinese characters by
using our proposed Hybrid similarity method, it shows its
outperformance in reducing the number of false non-matches.

In this article, we have only taken into account 3 com-
monly used fields in record linkage. Our proposed method
demonstrates satisfactory performance in reducing false
non-matches. However, for false matches, the Hybrid
similarity-based approach barely improves, which is part of
what we would like to study in the future.
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