
Received October 16, 2020, accepted December 24, 2020, date of publication December 29, 2020,
date of current version January 7, 2021.

Digital Object Identifier 10.1109/ACCESS.2020.3047947

Detecting Fake Reviews Using Multidimensional
Representations With Fine-Grained Aspects Plan
MEILING LIU 1, (Member, IEEE), YUE SHANG 1, QI YUE 1, AND JIYUN ZHOU 2
1School of Information and Computer Engineering, Northeast Forestry University, Harbin 150006, China
2Lieber Institute, Johns Hopkins University, Baltimore, MD 21218, USA

Corresponding author: Qi Yue (yueqi@nefu.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 61702091, and in part by the
Fundamental Research Funds for the Central Universities under Grant 2572018BH06.

ABSTRACT Due to the rapid growth of network data, the authenticity and reliability of network information
have become increasingly important and have presented challenges. Most of the methods for fake review
detection start with textual features and behavioral features. However, they are time-consuming and easily
detected by fraudulent users. Although most of the existing neural network-based methods address the
problems presented by the complex semantics of reviews, they do not account for the implicit patterns among
users, reviews, and products; additionally, they do not consider the usefulness of information regarding
fine-grained aspects in identifying fake reviews. In this paper, we propose an attention-based multilevel
interactive neural network model with aspect constraints that mines the multilevel implicit expression mode
of reviews and integrates four dimensions, namely, users, review texts, products and fine-grained aspects, into
review representations.Wemodel the relationships between users and products and use these relationships as
a regularization term to redefine the model’s objective function. The experimental results from three public
datasets show that the model that we propose is superior to the state-of-the-art methods; thus showing the
effectiveness and portability of our model.

INDEX TERMS Fake reviews detection, multidimensional representations, relationship modeling,
fine-grained aspects.

I. INTRODUCTION
Currently, the Internet is not only a tool by which people
acquire knowledge but also a platform on which people
can express their views and disseminate information. In the
realm of e-commerce, review information has a significant
impact on both users’ purchasing decisions [1] and enter-
prises’ development on online platforms. According to the
latest data from the social commerce platform Bazaarvoice,
more than 50%of users discontinue their purchasing behavior
and lose trust in brands after discovering fake reviews of
a product. Fake reviews may not only damage the entire
online review system, but ultimately cause a loss of credibility
[2]. Therefore, it is important to automatically identify fake
reviews on online platforms and provide users with more
truthful information.

Fake review detection was first named specifically as the
opinion spam detection by Jindal and Liu [3]. Due to the
important research implications of this work, a number of
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fake review detection methods have been proposed during
recent years. The early work on this subject focused on
manual design features in combination with machine learning
methods. For example, semantic features of the text include
the length of the review text [4], [5], its lexical features
[6], and its affective polarity [7]. Users’ behavioral features
include the number of good or bad reviews that they publish
[4] and the frequency of these reviews [8]. Driven by prof-
its, spammers are enhancing and disguising their schemes
in accordance with the corresponding detection methods.
During recent years, along with the development of deep
learning, a number of fake review detection methods based
on deep learning have been developed [9]–[11], [19], [20].
Compared to feature-based methods, these methods have a
greater ability to automatically capture semantic information
implicit within text without a manual design and have a
stronger domain adaptable and effective.

The existing methods have achieved good results, but most
of them are only from a single perspective, such as that of
review texts or users; additionally, they ignore some user
implicit expression patterns and the influences among users,
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TABLE 1. Examples of data analysis of Yelp reviews. Examples of fine-grained aspects in reviews are marked in red and the general items are marked in
blue.

products and texts [11]. In addition, we find when users
express their true feelings, whether their reviews are posi-
tive or negative, their descriptions will include some details
(such as the taste of a dish in a resturant) that enhance their
emotional expression. Their expression are far more descrip-
tive. However, a spammer cannot describe a product in detail
because he or she is not describing a personal experience or an
actual use. Fine-grained aspect is a set of terms used to
describe a topic in a related domain, which can be the features
of a product or attributes of a service [12], that is the ‘‘details’’
mationed above. Thus, we assume that fine-grained aspects
can be used as a plan to detect fake reviews.

To illustrate this issue, we analyze real data derived from
the yelpCHI dataset. As shown in Table 1, if a review’s
rating is greater than 3, this means that the review is positive.
A label of ‘‘FAKE’’ denotes a fake review. The real user,
‘‘user1’’, comments on fine-grained aspects (i.e., French toast
and chicken sausage) regardless of whether the review is
positive or negative. The spammer, ‘‘user2’’, regardless of
whether he or she is leaving a positive or negative review,
provides a general evaluation (i.e.,food, place).

To generate multidimensional dense sentence representa-
tions containing information regarding users, products, texts,
and fine-grained aspects, we design a Multilevel Interactive
Attention neural Network with Aspect plan (MIANA). There
are two levels in our MIANA model: a Word-level Fusion
Module (WFM) and a Sentence-level Interactive Attention
Neural network module (SIAN). In the WFM, we obtain
user (product) sentence representation that contains unique
user (product)-related patterns and aspects-related sentence
representation from the words of reviews. In the SIAN,
first, the output of the WFM is orthogonally decomposed
to obtain user (product)-related sentence representations.
Then, the original review sentence representation and the
aspects-related sentence representation are across activated
by gate mechanism. To encode the relationship between users
and products, we treat users and products as entities and
reviews as the relationships between these entities. In accor-
dance with the TransD [13], the relationship between these
three items is modeled as a regularization term to redefine the
model’s objective function and is incorporated into themodel.

In summary, our contribution is threefold:
1) We propose a new scheme to detect fake reviews

using fine-grained aspects. In order to verify our scheme,

we propose an attention-based multilevel interactive neu-
ral network model with fine-grained aspect constraints for
fake review detection; this model can produce multidi-
mensional dense sentence representations that incorporate
user expression patterns, product fine-grained attributes, and
contextual semantic information at the word and sentence
levels.

2) We model the relationship between users, review texts
and products, use it as a regularization term to optimize
the model’s objective function, and incorporate the implicit
relationship into the model.

3) The experimental results with three public datasets are
significantly better than those of the state-of-the-art methods,
which demonstrates the usefulness and portability of the
MIANA model for the identification of fake reviews.

The rest of this paper is structured as follows. Section 2 dis-
cusses related work. Section 3 illustrates the internal structure
and calculation process of our proposedmodel. Section 4 give
a summary on the datesets and describes experiment detils,
then extensive experiments are presented to justify the effec-
tiveness of our proposals. Section 5 presents the results and
discussion and finally section 6 concludes this work and
future direction.

II. RELATED WORK
Since the review spam detection task proposed, the early
research, based on feature engineering and machine
learning, has mainly focused on the analysis of user
behavioral features, structural features and text semantic
features.

After analyzing reviews and users on Amazon.com, Jindal
and Liu [14] classified spam reviews into three categories:
untruthful opinions, reviews of brands only, and nonreviews
such as advertisements. Additionally, they proposed a total
of 36 text-centric, user-centric, and product-centric features
that could be combined with logistic regression methods to
identify spam reviews. Li et al. [6] combined semisupervised
machine learning methods to identify fake reviews based
on multiple text- and user-related features and analyzed the
impact of each feature. Li et al. [15] identified the differ-
ences in language usage between truthful and fake reviews.
Wang et al. [16] performed a tensor decomposition of 11 rela-
tionships that exist between users and products based on
reviews and classified them according to the SVM model.
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Melleng et al. [17] combined sentiments and emotions to
form review representations, and used these representations
to identify fake reviews. In the study of [18], a rule-based
feature-weighting scheme is proposed that combines various
features of reviews, reviewers and products.

Although feature engineering can obtain great results in
spam review detection, it cannot characterize global semantic
information, which limits its detection ability [9]. It is easily
detected by spammers. Inspired by the excellent performance
of deep learning methods in the field of NLP, Ren and
Zhang [9] applied the CNN to fake review detection for the
first time to obtain dense high-dimensional representations,
which verified the superiority of their method. Wang et al.
[10] incorporated text features and behavioral features into
sentence representations using the CNN model to solve the
problem of cold start in review spam detection. Yuan et al.
[11] used a hierarchical fusion attention mechanism to model
the relationship between users, products, and reviews and
generated fused text representations of users and products.
In the study of [19], word vectors are combined with three
emotional expression features to form sentence representa-
tions, this method relied on a multilayer perceptron neural
network with two hidden layers for classification.

Although the previous methods have achieved good detec-
tion results, most of them are based on the textual infor-
mation or behavioral information contained in reviews. The
work of Yuan et al. [11] has solved the potential patterns
among users, products, and reviews, but some useful contex-
tual information is lost during the calculation. Furthermore,
the fine-grained aspects that contain product attributes can be
seen as a plan for identifying fake reviews, as these attributes
are rarely evaluated by spammers but are described by real
users. The existing studies ignore the impact of aspect-level
information.

In this paper, to enable the integration of user-level
expression patterns, textual context semantic information,
and fine-grained product attributes into review representa-
tions from a global perspective, under the constraints of
fine-grained aspect information, we propose the MIANA
model. The relationship between users and products is mod-
eled based on TransD, and this relationship is employed as
a regularization term to optimize the fake review detection
model, integrated into this model, and used to enhance its
performance.

III. PROPOSED MODEL
In this section, we provide a detailed description of our
proposed MIANA model. The structure of MIANA is shown
in Fig. 1.

Let us first define some notations. Every review S =
{S1, S2, . . . , S`} contain ` sentences. Each of these sentences
S` = [word1,word2, . . . ,wordm] containsmwords. Reviews
in all datasets are mined for fine-grained aspects A =

(A1,A2, . . . ,An). Given the user ID Ux , the product ID Px ,
the review Sx , and the fine-grained aspects (A1,A2, . . . ,Ax)
involved in Sx , our goal is to determine if Sx is a fake review.

A. FINE-GRAINED ASPECT EXTRACTION
We extract the fine-grained aspects regarding the things that
users care about from the reviews. As we defined in the
section 1, fine-grained aspects are the product attributes con-
tained in user reviews. For example, ‘‘Awesome food. I came
here with friends on a Friday night and we were seated
outside, where they have a cute eating area with lights and
umbrella tables. We ordered the Papa Rellena to start, which
is a potato stuffed with ground beef. It was delicious- the
outside of the potato was crispy, I’m assuming fried, and
inside it was like a mashed potato with the beef. . . ’’, in this
review, ‘‘potato’’, ‘‘beef’’, etc. refer to fine-grained aspects
about the food in this restaurant.
We adop the method proposed by Zhang et al. [20] to

build a Fine-grained Aspect lexicon Ā from the whole review
datasets, which contains a total of 1224 words. Note that,
getting the fine-grained aspects is not our focus. There are
many methods to obtain aspects (e.g. [21]–[23]). Instead,
assuming fine-grained aspects are available, we use aspects
as a plan to propose a new method of fake review detec-
tion. Our problem is to verify whether the fine-grained
aspect can be used as an effective solution to detect fake
reviews.

B. WORD-LEVEL FUSION MODULE
As shown in Figure 1, based on the method of Yuan et al.
[11], we designed a word-level fusion module (WFM) to
fuse the hidden features of users (products) with their cor-
responding original review texts and to identify the hidden
patterns of texts related to users (products) from a global
perspective, and to obtain aspects-related information in the
sentence. In order to reduce the impact of word segmentation
on the subsequent calculations, a word-related domain k is
used. For each user, we use the attention mechanism to cal-
culate on the (wordi−k ,wordi+k ) to obtain a representation
of the user-related features Vuc ∈ X1×d at the word level
as follows:

Vuc =
2k+1∑
i=1

αiX ,

αi =
exp (ui)∑2k+1

n=1 exp (un)
,

u = tanh (XWx + UcWu) , (1)

where X is the embedding of (wordi−k ,wordi+k ), αi is the
score function that determines the importance of user-level
words in an entire sentence,Wx ,Wu are transformation matri-
ces, and Uc ∈ R(2k+1)×d is 2k + 1 copies of the user
embeddingUc. The representationsVpc of the product-related
features are generated in the same way.

In order to obtain the fine-grained aspects information
in each review, we determine if each word in S` contains
fine-grained aspects based on certain simple rules: we per-
form lemmatization on wordi, i ∈ (0,m), and determine
if wordi ∈ Ā. The attention mechanism is used to calcu-
late the suspiciousness of each fine-grained aspect Vaspect
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FIGURE 1. MIANA model. Aspect denotes fine-grained aspects, User is the embedding of users who posted the
corresponding reviews, and Prod is the embedding of the reviewed products.

in the reviews as:

Vaspect = βtXt ,

βt = softmax (apt) ,

apt = tanh (XtWx + AtWu) , (2)

where Xt is the embedding of wordi, At is the embedding of
aspects in the S`, and βt is the score function.

Therefore, we obtain user-related feature representations
Vuc, product-related feature representations Vpc, and
aspect-related feature representations Vaspect.

C. SENTENCE-LEVEL INTERACTIVE ATTENTION NEURAL
NETWORK MODULE
1) GENERATE RELATED KNOWLEDGE MATRIX
As shown in Figure 1, in the first step of SIAN,we further pro-
cess the output of the WFM. We concatenate the embedding
ofVuc andwordi to obtain their user-relevant word representa-
tions, and then we concatenate all the user-relevant word rep-
resentations together to obtain the user-level sentence matrix:
Vu = [word1 ⊕ Vu1,word2 ⊕ Vu2, . . . ,wordm ⊕ Vum],
where Vu ∈ Rm×2d . Then, we select the features that
contain the most information in the current sentence and
transform them into user-relevant sentence representations Suc
as follows:

Su = tanh (VuWv + b) ,

Suc = max
dim=1

(Su) , (3)

where Wv ∈ R2d×d is the transformation matrix.
User-relevant sentence representations

[
Su1 , S

u
2 , . . . , S

u
`

]
con-

tain user-related information as well as some additional

information that is not relevant to users. To obtain pure
user sentence representationsU‖c (including only user-related
information), we use orthogonal decomposition to decom-
pose Suc according to user embedding parallel direction
decomposition:

U‖c =
SucU

T
e

UeUT
e
Ue. (4)

Therefore, we obtain the user representation User =[
U‖1 ,U

‖

2 , . . . ,U
‖

`

]
, where User ∈ R`×d . The product rep-

resentation Prod =
[
P‖1,P

‖

2, . . . ,P
‖

`

]
, which contains infor-

mation about products only, is obtained in the same way.
No orthogonal decomposition of aspect-level sentence rep-
resentations A =

[
SA1 , S

A
2 , . . . , S

A
`

]
is done, A ∈ R`×d .

User, Prod and A can be viewed as global perspective fea-
tures for fake review detection. The user sentence represen-
tation User and the product sentence representation Prod are
spliced together to create a related knowledge matrix UP =[
U‖1 ⊕ P

‖

1,U
‖

2 ⊕ P
‖

2, . . . ,U
‖

` ⊕ P
‖

`

]
.

2) GENERATE ORIGINAL TEXT INFORMATION
User, Prod, and A contain a wealth of information focused
on different points, but the review text itself contains rich
semantic information, which maybe ignored in them (Proved
in Section 5). We directly use the embedding of the original
review sentence set S = {S1, S2, . . . , S`} as the input of
bi-directional LSTM (Bi-LSTM) during the second step. The
output of Bi-LSTM, namely, its forward hidden layer

−→
h and

backward hidden layer
←−
h are concatenated to obtain the

original review sentence representation h ∈ R1×2n, n is the
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hiddden size of Bi-LSTM:

Es = Embedding(S),

h = Bi-LSTM (Es) =
−→
h ⊕
←−
h . (5)

3) MUTUAL ACTIVATION BETWEEN TEXT INFORMATION
AND ASPECT INFORMATION
During the third step, in order to further extract and integrate
information, the gated mechanism is applied on h̃ and Ã ∈
R`×d to cross activate each other.

h̃ = hW1 + b1,

Ã = AW2 + b2,

h′ = h̃� sigmoid(Ã),

A′ = Ã� sigmoid(h̃), (6)

Then we concatenate h′ and A′ to get the compound
information representation AH ∈ R2`×d .

4) FUSION INFORMATION
The last step is to use the attention mechanism to calculate
the interaction between UP and AH. In the context of fake
review detection, this is done by determining the number of
suspicious features in the user-product information given the
compound information; additionally, the number of suspi-
cious features in the text and aspect information is determined
given the user-product features. The softmax layer is used
to normalize the score between user-product information and
compound information to obtain the attention weight ∂upi for
user-product representation UPi as follows:

q =
1
2`

2∑̀
i=1

AHi,

γi = tanh
(
UPTi W∂1q

)
,

∂up
i
=

exp (γi)∑2`
i=1 exp (γi)

, (7)

where q is the average value of AH, γi is the value of
association between UPi and AH, and W∂1 ∈ Rd×d is the
transformation matrice. The attention weight ∂ahi for AHi is
generated in the same way. Next, we multiply UPi with ∂upi

and AHi with ∂ahi to get the weighted representations UPf
and AHf :

UPf =
2∑̀
i=1

∂up
iUPi,

AHf =

2∑̀
i=1

∂ah
iAHi. (8)

Finally, we join UPf and AHf together to get the final
review representation Fr as:

Fr = UPfWf 1 + AHfWf 2, (9)

where Wf 1 ∈ Rd×d and Wf 2 ∈ Rd×d are transformation
matrices. Fr contains rich features from the four perspectives.

D. CLASSIFICATION AND REGULARIZATION
We regard the Fr as the review feature for the fake review
detection task, convert it into a nonlinear layer in the vector,
and finally use the softmax layer to determine and calculate
the falseness of the corresponding review as:

y = tanh (FrWr + br ) ,

p
(
cj | θ

)
=

exp
(
yj
)∑n0

j=1 yj
, (10)

where cj is the predicted category, n0 is the classified cate-
gory, and θ is all the conversion parameters mentioned above.
As mentioned in Section 2, different from Yuan et al. [11],

we coded the relationship between the user, the product, and
the review text based on TransD and as regularization terms
to optimize the objective function of our model. If a user
and a product are viewed as head and tail entity respectively,
the corresponding review text can be viewed as the relation-
ship between these two entities, creating a triad in which there
are not only one-to-many and many-to-one relationships,
but the head entity and the tail entity should be mapped to
different vector spaces, because the head entity user and the
tail entity product belong to different categories

Therefore, we perform a knowledge representation of
triples based on TransD, map the different entity properties
to different matrices, and construct two projection matrices,
namely, Mru and Mrp, to map users and products from the
entity space to the relationship space as follows:

Mru = mean
dim=1

(
User′

)T F ′r + Id×d ,
Mrp = mean

dim=1

(
Prod′

)T F ′r + Id×d , (11)

where User′, Prod′ and F ′r represent the projection vector of
User, Prod and Fr , respectively. Id×d is the identity matrix
that initializes the projection matrix. The distance between a
user and a product in the relationship space is calculated as:

`j(u, p) =
∥∥MruUser+ Fr −MrpProd

∥∥2
2 . (12)

On this basis, the tail entity product is negatively sampled
to obtain the negative sampling distance `j(u, p)′. The differ-
ence Lj(u, p) between `j(u, p) and `j(u, p)′ is viewed as the
loss of the triple relationship and Margin Ranking Loss is
used to optimize it. L(u, p) is considered as the regularization
term of our model.

Finally, regarding the model training, the goal is to min-
imize cross-entropy loss after optimization as follow, λ is a
hyperparameter:

L(θ ) = −
∑
i

log (ci | θ)+ λ
M∑
j=1

Lj(u, p). (13)

IV. EXPERIMENTS
A. DATASETS AND THE EVALUATION METRICS
To evaluate the effectiveness of our model, we conducted
experiments with three public datasets: YelpChi [4] contains
real business reviews of restaurants and hotels from Chicago
on the Yelp website. YelpNYC and YelpZIP [5] contain
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TABLE 2. Statistical information of the datasets.

only restautants reviews from different regions of the Yelp.
Table 2 shows the statistical information related to the
datasets. Skewness can be observed between the fake and
the actual reviews. After our analysis of the review data
in the dataset and the frequency of text words, we find that
because real reviews have a high probability of describ-
ing details, the average length of the actual reviews are
longer than the fake reviews. There are no significant dif-
ferences in sentiment between the fake reviews and the
actual reviews when they are examined with sentence-level
sentiment analysis.

Evaluationmetrics: for the unbalanced datasets, we employ
average precision (AP) and area under the curve (AUC) as
evaluation metrics.

B. BASELINES
To illustrate the effectiveness of the proposed method,
we selected several advancedmethods to be used for compari-
son, including feature engineeringmethods and deep learning
algorithms.

TensorD [16]: It automatically generates 11 relationships
based on two basic rules from the perspectives of users and
products. This method uses tensor decomposition to map
users and products to a vector space and uses SVM to classify
the embedding of the reviews.

SAE [17]: It represents reviews based on a combination
of emotion and sentiment, using three sentiment dictionaries
and an emotion analysis API that combines sentiments and
emotional features to create review representations while
using a random forest algorithm for fake review detection.

SPR2EP [24]: It is a semisupervised fake review detection
framework. The Node2vec algorithm is used to represent
users and products in a vector, and Doc2vec is used to rep-
resent review texts. These two algorithms are combined to
identify fake reviews.

ABNN [25]: It is an attention-based neural network that
uses MLP to identify user behavior features and CNN to
identify textual language features, combining these two based
on attention to identify review spam.

HFAN [11]: It is a hierarchical fusion attention that
combines users, reviews and products to obtain a review
representation that classifies reviews.

DFFNN [19]: It is a deep feedforward neural network that
combines bag-of-words, n-gram features of comment text,
word embedding, and multiple emotion indicators to create
representations.

TABLE 3. Review-only classification results.

C. DEVELOPMENT EXPERIMENTS
To select the underlying framework of the SIAN, we use
multiple neural networks to classify the text of the raw
reviews. Four neural networks, namely, the LSTM+attention
(LSTMATT) framework, Bi-LSTM, CNN, and RCNN
(Bi-LSTM+max-pooling layer) were used. The classification
results are shown in Table 3. Note that during this exper-
iment, only the pretrained embedding of the preprocessed
original reviews is used as the model input. As seen from
the results (the best results are marked in red), Bi-LSTM
and RCNN are better at classifying when only reviews are
employed. Therefore, we use these two neural networks as
the basic framework of the SIAN formodel building. Through
experiments, we found that MIANA based on Bi-LSTM and
MIANA based on RCNN perform equally well, due to space
limitations, we only analyzes theMIANA based on Bi-LSTM
model in this paper.

D. IMPLEMENTATION DETAIL
We use Pytorch to implement our model and most of
preprocessing procedure is the same as previous works.

After analyzing the data, the maximum sentence length
is set to 200. We employ word2vec1 to pretrain the word
vector with the embedding dimension set to 300. In theWFM,
the word-related domain k is set to 3; in the SIAN, the hidden
layer number of Bi-LSTM is set to 2 and the hidden layer
dimension n is set to 150. The regularization coefficient λ of
MIANA is set to 0.5, dropout rate is set to 0.5. The Adam [26]
algorithm is used to train the model, and the learning rate is
initialized to e−3. The other hyperparameters in the model
are determined through experiments on the training set and
the validation set.

E. RESULTS AND ANALYSIS
The experimental results are shown in Table 4 below, and the
precion and recall comparisions are shown in Figures 2a and
2b, from which we can make observations as follows.

1https://code.google.com/p/word2vec/
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TABLE 4. Experimental results.

FIGURE 2. Precion and Recall Comparision of Different Models on the
YelpChi Dataset.

Our proposed models, namely, 1) MIAN without aspect
plan and 2) MIANA, both achieve better classification results
than other models. On the three datasets, compared to the
HFAN, the APs increased by approximately 4%, 9%, and 8%,
respectively, and the AUCs increased by approximately 3%,
7%, and 6%, respectively.

1) MULTIDIMENSIONAL REPRESENTATIONS
From results of Table 4, in contrast to the feature engineering
approach (TensorD, SAE, SPR2EP), the effectiveness of the
deep learning model is illustrated. Compared to the base
model (Table 3), which is only applicable when classifying

textual information, the improvement is even more obvi-
ous. This shows that integrating users’ information regard-
ing expression mode, context semantics and fine-grained
attributes, as well as the related product information and the
relationship between these factors, into a model to represent
reviews is very helpful for the detection of fake reviews.

2) ASPECT PLAN
HFAN-A is the HFAN [10] with aspect plan. We use aspect
information as a gate mechanism to further constrain the
process of user-related representation and product-related
representation. MIAN is our final model MIANA without
aspect plan, this means that in Formula 6-9we use the original
review sentence representation h and the user-product infor-
mation UP to perform attention calculations and generate the
final review representation. In the Figure 2a and 2b, com-
pared with HFAN and MIAN, the results of fake review of
HFAN-A and MIANA improve the recall rate while ensuring
precion. This shows that the fine-grained aspects information
can distinguish between true reviews and fake reviews. The
experimental results of HFAN-A and MIANA represent an
improvement upon those of HFAN and MIAN (In Table 4),
showing that fine-grained aspect information is falsely dis-
criminatory in the context of reviews and confirming our
assumption in this paper that fine-grained aspects can used
as a plan to identify fake reviews.

3) CONTEXTUAL SEMANTIC INFORMATION
By comparing the results of HFAN and MIAN, AP and
AUC values are improved on the three datasets, proving our
conjecture in Section 3.3, that is, some useful contextual
semantic information will be ignored during the generation
of user-related and product-related sentences. From result of
Figure 2a and 2b, the precion and the recall of MIAN’s fake
reviews have been improved compared to HFAN,HFAN-A,
which further shows that the contextual information in review
text contains useful information for classification. It is nec-
essary to combine user-product information with contextual
text information when identifying fake reviews.

For the task of detecting fake reviews, the cost of identi-
fying fake reviews as true is much greater than the cost of
identifying true reviews as fake. Therefore, more attention
should be paid to the recall rate. Referring to Figure 2a and
2b, MIANA gets 19%, 16% Recall over the other modoles
for the true reviews and the fake reviews on the YelpChi
dataset. The above results demonstrate the effectiveness and
transferability of the method proposed in this paper for the
task of fake review detection.

V. CONCLUSION
In this study, we focused on the task of identifying spam
reviews. After analyzing the reviews in the datasets, we pro-
pose a hypothesis that fine-grained aspect information can be
used as a new scheme for fake review detection and recon-
structed the representation of reviews from four perspec-
tives: users, products, reviews text, and fine-grained aspects.
We proposed a multilevel interactive attention neural network
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model with aspect plan; to optimize the model’s objective
function, we transformed the implicit relationship between
users, reviews and products into a regularization term. To ver-
ify the effectiveness of the MIANA, we conducted exten-
sive experiments on three public datasets. Our experiments
showed that the classification effect has been significantly
improved, that the MIANA outperforms the state-of-the-art
methods for fake review detection tasks, and proved the
effectiveness and feasibility of our proposed scheme.

In this paper, the fine-grained aspect terms are for restau-
rants and hotels. When it comes to cross-domain issues,
you only need to further obtain fine-grained aspects in the
relevant domain. This is the current limitation of our proposed
method, and it is also the content of our future research. Our
futher work includes: (a) validate the performance of our
proposed method on cross-domain datasets, (b) build a joint
model that can automatically extract fine-grained aspects and
identify fake reviews.
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